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#### Abstract

Many types of data and information can be described by concise models that suggest each data vector (or signal) actually has "few degrees of freedom" relative to its size $N$. This is the motivation for a variety of dimensionality reduction techniques for data processing that attempt to reduce or eliminate the impact of the ambient dimension $N$ on computational or storage requirements. As an example, many signals can be expressed as a sparse linear combination of elements from some dictionary. The sparsity of the representation directly reflects the conciseness of the model and permits efficient techniques such as Compressed Sensing (CS), an emerging theory for sparse signal recovery requiring only a small number of nonadaptive, random linear measurements.

In other cases, the conciseness of the signal model may dictate that the signal class forms a low-dimensional manifold as a subset of the high-dimensional ambient space $\mathbb{R}^{N}$. This type of geometric structure may not be neatly reflected in a sparse representation. Instead, dimensionality reduction techniques for manifold-modeled data typically involve "learning" the manifold structure from a collection of data points, often by constructing nonlinear mappings from $\mathbb{R}^{N}$ to $\mathbb{R}^{M}$ for some $M<N$ that are adapted to the training data and intended to preserve some characteristic property of the manifold.

In this paper, we propose a new approach for nonadaptive dimensionality reduction of manifold-modeled data, demonstrating that a small number of random linear projections can preserve key information about a manifold-modeled signal. We center our analysis on the effect of a random linear projection operator $\Phi: \mathbb{R}^{N} \rightarrow \mathbb{R}^{M}$ on a smooth $K$-dimensional submanifold $\mathcal{M} \subset \mathbb{R}^{N}$. As our main theoretical contribution, we establish a sufficient number $M$ of random projections to guarantee that, with high probability, all pairwise Euclidean and geodesic distances between points on $\mathcal{M}$ are well-preserved under the mapping $\Phi$.

Our results bear strong resemblance to CS. As in CS, the random measurements we propose can be used to recover the original data in $\mathbb{R}^{N}$. Moreover, like the fundamental bound in CS, our requisite $M$ is linear in the "information level" $K$ and logarithmic in the ambient dimension $N$; we also identify a logarithmic dependence on the volume and curvature of the manifold. In addition to recovering faithful approximations to manifold-modeled signals, however, the random projections we propose can also be used to discern key properties about the manifold. We discuss connections with existing techniques in manifold learning.
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## 1 Introduction

### 1.1 Concise models for data and information

Effective techniques for processing and understanding data and information often rely on some sort of model that characterizes the expected behavior of the information. In many cases, the model conveys a notion of constrained structure or conciseness to the information; considering a data vector (or "signal") $x \in \mathbb{R}^{N}$, for example, one may believe that $x$ has "few degrees of freedom" relative to its size $N$. Such constraints can arise, for example, in data associated with a physical system that has few parameters or in digital samples of a continuous-time function collected at an unnecessarily high sampling rate.

The notion of conciseness is a very powerful assumption, and it suggests the potential for developing highly accurate and efficient data processing algorithms that capture and exploit the inherent structure of the model. Such algorithms can often be inspired (or interpreted) by taking a geometric perspective. Letting $\mathcal{F} \subset \mathbb{R}^{N}$ denote the class of signals of interest under a given model, many concise models correspond to a low-dimensional geometric structure for $\mathcal{F}$, and many algorithms for efficiently processing signals from $\mathcal{F}$ can be loosely characterized as attempts at dimensionality reduction relative to the ambient dimension $N$.

Generally speaking, dimensionality reduction techniques aim to extract low-dimensional information about a signal or collection of signals from some high-dimensional ambient space. Common tasks include approximation and compression, in which the goal is to maintain a low-dimensional representation of a signal $x$ from which a faithful approximation to $x$ can be recovered. For other tasks in dimensionality reduction, however, the goal may not always be to maintain a faithful representation of each signal. Instead, the purpose may be to preserve some critical relationships among elements of a data set or to discover information about the structure $\mathcal{F}$ on which the data lives.

### 1.2 Low-dimensional geometry

Concise models can arise in a variety of settings and take a variety of forms; we now overview specifically three of the most common model classes and discuss some of the corresponding techniques for dimensionality reduction.

### 1.2.1 Linear models

Linear signal models arise in cases where a signal depends linearly on a low-dimensional set of parameters (its degrees of freedom), and as a result, the signal class $\mathcal{F}$ takes the form of a $K$ dimensional linear subspace of $\mathbb{R}^{N}$. Such models commonly arise in the context of bases and representations. For example, let $\Psi=\left\{\psi_{1}, \psi_{2}, \ldots, \psi_{N}\right\}$ denote an orthonormal basis ${ }^{1}$ for $\mathbb{R}^{N}$, in which we may represent a signal $x$ in terms of its coefficient vector $\alpha$,

$$
x=\sum_{i=1}^{N} \alpha_{i} \psi_{i} .
$$

A linear model can be obtained by choosing a particular subset $\Omega \subset\{1,2, \ldots, N\}, \# \Omega=K$, of elements from the basis to represent signals

$$
\begin{equation*}
x=\sum_{i \in \Omega} \alpha_{i} \psi_{i} . \tag{1}
\end{equation*}
$$

[^1]In such a case, the resulting signal class $\mathcal{F}=\operatorname{span}\left(\left\{\psi_{i}\right\}_{i \in \Omega}\right)$ forms a $K$-dimensional linear subspace of $\mathbb{R}^{N}$; examples include low-frequency subspaces in the Fourier domain or scaling spaces in the wavelet domain for representing and approximating smooth signals [30].

The linear geometry of these signal classes leads to simple, linear algorithms for dimensionality reduction. An $\ell_{2}$-nearest "linear approximation" to a signal $x \in \mathbb{R}^{N}$ can be computed via orthogonal projection onto the subspace $\mathcal{F}$ (setting $\alpha_{i}$ to zero for $i \notin \Omega$ ). The best $K$-dimensional subspace to approximate a class of signals in $\mathbb{R}^{N}$ can also be discovered using principal components analysis (PCA) (also known as the Karhunen-Loève transform) [40].

### 1.2.2 Sparse models

Sparse signal models also arise in the context of bases and representations but can be viewed as a generalization of linear models. In a sparse model, every signal from the class $\mathcal{F}$ can again be represented (either exactly or approximately) using a $K$-term representation from some basis $\Psi$, but unlike the linear case in (1), the relevant set $\Omega$ of basis elements may change from signal to signal. A prototypical example is the wavelet representation of piecewise smooth signals; discontinuities in each signal can be sparsely represented in the wavelet domain, but if the locations of the discontinuities can vary from signal to signal, then the required set of wavelets also varies from signal to signal.

Since few coefficients are required to represent any given signal, sparse representations lead to efficient algorithms for dimensionality reduction; naturally these algorithms must typically adapt to the changing locations of the significant coefficients. Best $K$-term "nonlinear approximations" can be computed simply by thresholding the expansion coefficients $\alpha$ in the basis $\Psi$ (letting $\Omega$ contain the indices of the $K$ largest coefficients and then setting $\alpha_{i}$ to zero for $i \notin \Omega$ ). Transform coding algorithms (which form the heart of many modern signal and image compression standards such as JPEG and JPEG-2000 [37]) also build upon this basic idea.

Again, the geometry of the sparse signal class plays an important role in the signal processing. Unlike the linear case described above, no single $K$-dimensional subspace suffices to represent all $K$-sparse signals; instead the set of all sparse signals in the basis $\Psi$ forms a nonlinear union of $\binom{N}{K}$ distinct $K$-dimensional subspaces in $\mathbb{R}^{N}$,

$$
\Sigma_{K}:=\mathcal{F}=\bigcup_{\Omega \subset\{1,2, \ldots, N\}, \# \Omega=K} \operatorname{span}\left(\left\{\psi_{i}\right\}_{i \in \Omega}\right)
$$

Approximation by thresholding can be interpreted as the orthogonal projection of $x$ onto the nearest subspace in $\Sigma_{K}$, a simple but nonlinear technique owing to the nonlinear geometry of $\Sigma_{K}$.

Despite the apparent need for adaptive, nonlinear methods for dimensionality reduction of sparse signals, a radically different technique known as Compressed Sensing (CS) $[11,18]$ has emerged that relies on a nonadaptive, linear method for dimensionality reduction. Like traditional approaches to approximation and compression, the goal of CS is to maintain a low-dimensional representation of a signal $x$ from which a faithful approximation to $x$ can be recovered. In CS, however, the encoder requires no a priori knowledge of the signal structure. Only the decoder uses the model (sparsity in the basis $\Psi$ ) to recover the signal.

The CS theory states that with high probability, every $K$-sparse signal $x$ can be recovered from just $M=O(K \log (N / K))$ linear projections onto random vectors in $\mathbb{R}^{N}[11,18]$. The projection operator (or encoder) $\Phi$ can be represented as an $M \times N$ matrix. CS decoding involves recovering the signal $x \in \mathbb{R}^{N}$ from its measurements $y=\Phi x$, where $y \in \mathbb{R}^{M}$. Although such inverse problems are generally ill-posed whenever $M<N$, CS recovery algorithms exploit the additional assumption of sparsity in the basis $\Psi$ to identify the correct signal $x$ from an uncountable number of possibilities.

CS has many promising applications in signal acquisition, compression, medical imaging, and sensor networks $[3,8-10,21,26,36]$; the random nature of the operator $\Phi$ makes it a particularly intriguing universal measurement scheme for settings in which the basis $\Psi$ is unknown at the encoder or multisignal settings in which distributed, collaborative compression can be difficult to coordinate across multiple sensors.

Nonlinear geometry plays a critical role in developing and understanding the CS theory. For example, CS recovery is possible because $\Phi$ embeds the sparse signal set $\Sigma_{K}$ in $\mathbb{R}^{M}$ (no two sparse signals in $\mathbb{R}^{N}$ are mapped to the same point in $\mathbb{R}^{M}$ ); such an embedding is ensured with probability one if $\Phi$ has i.i.d. Gaussian entries and $M \geq 2 K[3]$. Stable recovery of sparse signals (via efficient algorithms), however, requires a more "stable" embedding (where sparse signals remain well-separated in $\mathbb{R}^{M}$ ). One way of characterizing this stability is known as the Restricted Isometry Property (RIP) [8]; we say $\Phi$ has RIP of order $K$ if for every $x \in \Sigma_{K}$,

$$
(1-\epsilon) \sqrt{\frac{M}{N}} \leq \frac{\|\Phi x\|_{2}}{\|x\|_{2}} \leq(1+\epsilon) \sqrt{\frac{M}{N}} .
$$

(Observe that the RIP of order $2 K$ ensures that distinct $K$-sparse signals remain well-separated in $\mathbb{R}^{M}$.) A random orthoprojector ${ }^{2}$ from $\mathbb{R}^{N}$ to $\mathbb{R}^{M}$ can be shown to meet the RIP of order $K$ (with respect to any fixed sparsity basis $\Psi$ ) with high probability if $M=O(K \log (N / K))$. Hence, the cost for stability is a modest logarithmic "excess" dimensionality factor with respect to the sparsity level $K$. Various other geometric arguments surrounding CS have also been made involving $n$-widths of $\ell^{p}$ balls and the properties of randomly projected polytopes [10, 11, 16-20, 24, 32, 35].

In a recent paper [2], we have identified a fundamental connection between CS and the JohnsonLindenstrauss (JL) lemma $[1,15]$, which concerns the stable embedding of a finite point cloud under a random dimensionality-reducing projection.
Lemma 1.1 [Johnson-Lindenstrauss] Let $Q$ be a finite collection of points in $\mathbb{R}^{N}$. Fix $0<\epsilon<1$ and $\beta>0$. Let $\Phi$ be a random orthoprojector from $\mathbb{R}^{N}$ to $\mathbb{R}^{M}$ with

$$
M \geq\left(\frac{4+2 \beta}{\epsilon^{2} / 2-\epsilon^{3} / 3}\right) \ln (\# Q) .
$$

If $M \leq N$, then, with probability exceeding $1-(\# Q)^{-\beta}$, the following statement holds: For every $x, y \in Q$,

$$
(1-\epsilon) \sqrt{\frac{M}{N}} \leq \frac{\|\Phi x-\Phi y\|_{2}}{\|x-y\|_{2}} \leq(1+\epsilon) \sqrt{\frac{M}{N}} .
$$

At first glance there are several apparent differences between CS (which deals with embedding an uncountable point set and correctly identifying a signal from its projections) and the JL lemma (which deals only with embedding a finite number of points and makes no mention of signal recovery). However, for the purpose of ensuring a stable CS embedding, $\Sigma_{K}$ (because of its limited complexity) can be characterized in terms of a finite number point samples. By applying the JL lemma only to these points we can deduce the RIP for all of the remaining points on $\Sigma_{K}$, which in turn permits stable CS signal recovery. The required number $M$ of random projections matches the known asymptotics for the previous RIP theory.

[^2]
### 1.2.3 Manifold models

Manifold signal models generalize the notion of concise signal structure beyond the framework of bases and representations. These models arise in more broad cases where (i) a $K$-dimensional parameter $\theta$ can be identified that carries the relevant information about a signal and (ii) the signal $x_{\theta} \in \mathbb{R}^{N}$ changes as a continuous (typically nonlinear) function of these parameters. In general, this dependence may not be neatly reflected in a sparse set of transform coefficients. Some simple explicit examples include:

- time delay of a 1-D signal (parametrized by 1 variable for translation);
- amplitude, phase, and frequency of a pure sinusoid (3 parameters);
- starting and ending time and frequency of a linear radar chirp (4 parameters);
- local signal parameters such as the configuration of a straight edge in a small image segment (2 parameters: slope and offset);
- global parameters affecting signal generation such as the position of a camera or microphone recording a scene or the relative placement of objects/speakers in a scene; and
- parameters governing the output of some articulated physical system [22, 25, 43].

In these and many other cases, the geometry of the signal class forms a nonlinear $K$-dimensional submanifold of $\mathbb{R}^{N}$,

$$
\mathcal{F}=\left\{x_{\theta}: \theta \in \Theta\right\},
$$

where $\Theta$ is the $K$-dimensional parameter space. ${ }^{3}$ (Note the dimension $K$ can be interpreted as an "information level" of the signal, analogous to the sparsity level in Section 1.2.2 that we also denote by K.) Low-dimensional manifolds have also been proposed as approximate models for nonparametric signal classes such as images of human faces or handwritten digits [7, 27, 40].

Most algorithms for dimensionality reduction of manifold-modeled signals involve "learning" the manifold structure from a collection of data points, typically by constructing nonlinear mappings from $\mathbb{R}^{N}$ to $\mathbb{R}^{M}$ for some $M<N$ (ideally $M=K$ ) that are adapted to the training data and intended to preserve some characteristic property of the manifold. Example algorithms include ISOMAP [38], Hessian Eigenmaps (HLLE) [23], and Maximum Variance Unfolding (MVU) [44], which attempt to learn isometric embeddings of the manifold (preserving pairwise geodesic distances); Locally Linear Embedding (LLE) [34], which attempts to preserve local linear neighborhood structures among the embedded points; Local Tangent Space Alignment (LTSA) [45], which attempts to preserve local coordinates in each tangent space; and a method for charting a manifold [5] that attempts to preserve local neighborhood structures. These algorithms can be useful for learning the dimension and parametrizations of manifolds, for sorting data, for visualization and navigation through the data, and as preprocessing to make further analysis more tractable; common demonstrations include analysis of face images and classification of handwritten digits. A related technique, the Whitney Reduction Network [6, 7], uses a training data set to adaptively construct a linear mapping from $\mathbb{R}^{N}$ to $\mathbb{R}^{M}$ that attempts to preserve ambient pairwise distances on the manifold; this is particularly useful for processing the output of dynamical systems having low-dimensional attractors.

[^3]Additional algorithms have also been proposed for characterizing manifolds from sampled data without constructing an explicit embedding in $\mathbb{R}^{M}[12,14,31]$ and for constructing functions on the point samples in $\mathbb{R}^{N}$ that reflect the intrinsic structure of the manifold $[4,13]$.

### 1.3 Contributions: Universal dimensionality reduction for manifold models via random projections

In this paper, we propose a new approach for nonadaptive, universal dimensionality reduction of manifold-modeled data, demonstrating that small numbers of random linear projections can preserve key information about manifold-modeled signals. As we discuss, these projections can in turn be used either to recover faithful approximations to manifold-modeled signals or to discern key properties about the manifold.

We center our analysis on the effect of a random linear projection operator $\Phi: \mathbb{R}^{N} \rightarrow \mathbb{R}^{M}$ on a smooth $K$-dimensional submanifold $\mathcal{M} \subset \mathbb{R}^{N}$. Our main theoretical contribution (Theorem 3.1) is an RIP/JL-like result that ensures a stable embedding of the manifold in $\mathbb{R}^{M}$. In particular, we establish a sufficient number $M$ of random projections to guarantee that, with high probability, all pairwise distances between points on $\mathcal{M}$ are well-preserved under the mapping $\Phi$. Like the fundamental bound in CS, our requisite $M$ is linear in the "information level" $K$ and logarithmic in the ambient dimension $N$; additionally we identify a logarithmic dependence on the volume and curvature of the manifold. Although the manifold itself consists of an uncountable number of points, we again exploit its low-dimensional structure to specify an effective sampling of points drawn from the manifold (plus its tangent spaces), employ the JL lemma to ensure these points are well embedded, and generalize the result to the remaining points on the manifold.

Our results suggest that, in contrast with most techniques in manifold learning, the essential information in many manifold-modeled signals can be captured via a dimensionality reducing mapping that is both linear and nonadaptive, requiring no training on sampled data and only rudimentary knowledge of $\mathcal{M}$ itself. Additionally, our results suggest that, for processing large volumes of data concentrated on manifolds, the number of requisite dimensions for a structure-preserving mapping should derive from the properties of the manifold itself, rather than the number of data points (in contrast to the JL lemma). As we discuss, these facts have promising implications in both (i) CS recovery, which can be extended beyond sparse signals to include manifold-modeled signals, and (ii) manifold learning, in which the computational and/or storage requirements can be lessened by identifying key manifold characteristics from lower-dimensional data.

The remainder of this paper is organized as follows. In Section 2, we set our notation and explain our regularity assumptions on the manifold. We state and prove our main results in Section 3. We then conclude in Section 4 by discussing possible applications of these results in CS and manifold learning.

## 2 Preliminaries

### 2.1 Notation

Let $d_{\mathcal{M}}(x, y)$ denote the geodesic distance between two points $x$ and $y$ on a $K$-dimensional manifold $\mathcal{M}$. Let $\operatorname{Tan}_{x}$ denote the $K$-dimensional tangent space to $\mathcal{M}$ at the point $x \in \mathcal{M}$. (We use the convention that $\operatorname{Tan}_{x}$ is shifted to have origin 0 , rather than $x$.)

### 2.2 Condition number

To give ourselves a firm footing for analysis, we must assume a certain regularity to the manifold. For this purpose, we adopt the condition number defined recently by Niyogi et al. [31].

Definition 2.1 [31] Let $\mathcal{M}$ be a compact submanifold of $\mathbb{R}^{N}$. The condition number is defined as $1 / \tau$, where $\tau$ is the largest number having the following property: The open normal bundle about $\mathcal{M}$ of radius $r$ is imbedded in $\mathbb{R}^{N}$ for all $r<\tau$.

In addition to controlling local properties (such as curvature) of the manifold, the condition number has a global effect as well, ensuring that the manifold is self-avoiding. These notions are made precise in several lemmata, which we will find helpful for analysis and which we repeat below for completeness. The first lemma implies that unit-speed geodesic paths on $\mathcal{M}$ have curvature bounded by $1 / \tau$; the second lemma concerns the twisting of tangent spaces; and the third lemma concerns self-avoidance of $\mathcal{M}$.

Lemma 2.1 [31] If $\mathcal{M}$ is a submanifold of $\mathbb{R}^{N}$ with condition number $1 / \tau$, then the norm of the second fundamental form is bounded by $1 / \tau$ in all directions.

Lemma 2.2 [31] Let $\mathcal{M}$ be a submanifold of $\mathbb{R}^{N}$ with condition number $1 / \tau$. Let $p, q \in \mathcal{M}$ be two points with geodesic distance given by $d_{\mathcal{M}}(p, q)$. Let $\theta$ be the angle between the tangent spaces $\operatorname{Tan}_{p}$ and $\operatorname{Tan}_{q}$ defined by $\cos (\theta)=\min _{u \in \operatorname{Tan}_{p}} \max _{v \in \operatorname{Tan}_{q}}|\langle u, v\rangle|$. Then $\cos (\theta)>1-\frac{1}{\tau} d_{\mathcal{M}}(p, q)$.

Lemma 2.3 [31] Let $\mathcal{M}$ be a submanifold of $\mathbb{R}^{N}$ with condition number $1 / \tau$. Let $p, q \in \mathcal{M}$ be two points such that $\|p-q\|_{2}=d$. Then for all $d \leq \tau / 2$, the geodesic distance $d_{\mathcal{M}}(p, q)$ is bounded by $d_{\mathcal{M}}(p, q) \leq \tau-\tau \sqrt{1-2 d / \tau}$.

From Lemma 2.3 we have an immediate corollary.
Corollary 2.1 Let $\mathcal{M}$ be a submanifold of $\mathbb{R}^{N}$ with condition number $1 / \tau$. Let $p, q \in \mathcal{M}$ be two points such that $\|p-q\|_{2}=d$. If $d \leq \tau / 2$, then $d \geq d_{\mathcal{M}}(p, q)-\frac{\left(d_{\mathcal{M}}(p, q)\right)^{2}}{2 \tau}$.

### 2.3 Covering regularity

We also introduce a notion of "geodesic covering regularity" for a manifold.
Definition 2.2 Let $\mathcal{M}$ be a compact submanifold of $\mathbb{R}^{N}$. Given $T>0$, the geodesic covering number $G(T)$ of $\mathcal{M}$ is defined as the smallest number such that there exists a set $A$ of points, $\# A=G(T)$, so that for all $x \in \mathcal{M}$,

$$
\min _{a \in A} d_{\mathcal{M}}(x, a) \leq T .
$$

Definition 2.3 Let $\mathcal{M}$ be a compact $K$-dimensional submanifold of $\mathbb{R}^{N}$ having volume $V$. We say that $\mathcal{M}$ has geodesic covering regularity $R$ if, for all $T>0$,

$$
\begin{equation*}
G(T) \leq \frac{R V K^{K / 2}}{T^{K}} \tag{2}
\end{equation*}
$$

The geodesic covering regularity of a manifold is closely related to its ambient distance-based covering number $C(T)$. In fact, for a manifold with condition number $1 / \tau$, we can make this connection explicit. Lemma 2.3 implies that for small $d$, $d_{\mathcal{M}}(p, q) \leq \tau-\tau \sqrt{1-2 d / \tau} \leq \tau(1-(1-$ $2 d / \tau))=2 d$. This implies that $G(T) \leq C(T / 4)$ for small $T$. Pages $13-14$ of [31] also establish that for small $T$, the ambient covering number can be bounded by a packing number $P(T)$ of the manifold, from which we conclude that

$$
\begin{aligned}
G(T) & \leq C(T / 4) \leq P(T / 8) \\
& \leq \frac{V}{\cos \left(\arcsin \left(\frac{T}{16 \tau}\right)\right)^{K} \operatorname{vol}\left(B_{T / 8}^{K}\right)} \\
& \leq \frac{V \cdot \Gamma(K / 2+1)}{\left(1-\left(\frac{T}{16 \tau}\right)^{2}\right)^{K / 2} \pi^{K / 2}(T / 8)^{K}} \\
& \leq \text { Const } \cdot \frac{V K^{K / 2}}{T^{K}} .
\end{aligned}
$$

Although we point out this connection between the geodesic covering regularity and the condition number, for future reference and flexibility we prefer to specify these as distinct properties in our main result below.

## 3 Main Results

### 3.1 Theory

The following result establishes a sufficient number of random projections to ensure a satisfactory embedding of a well-conditioned manifold.

Theorem 3.1 Let $\mathcal{M}$ be a compact $K$-dimensional submanifold of $\mathbb{R}^{N}$ having condition number $1 / \tau$, volume $V$, and geodesic covering regularity $R$. Fix $0<\epsilon<1$ and $0<\rho<1$. Let $\Phi$ be a random orthoprojector from $\mathbb{R}^{N}$ to $\mathbb{R}^{M}$ with

$$
\begin{equation*}
M=O\left(\frac{K \log \left(N V R \tau^{-1} \epsilon^{-1}\right) \log (1 / \rho)}{\epsilon^{2}}\right) . \tag{3}
\end{equation*}
$$

If $M \leq N$, then with probability at least $1-\rho$ the following statement holds: For every pair of points $x, y \in \mathcal{M}$,

$$
\begin{equation*}
(1-\epsilon) \sqrt{\frac{M}{N}} \leq \frac{\|\Phi x-\Phi y\|_{2}}{\|x-y\|_{2}} \leq(1+\epsilon) \sqrt{\frac{M}{N}} . \tag{4}
\end{equation*}
$$

Proof: See Section 3.2.
Theorem 3.1 concerns the preservation of pairwise ambient distances on the manifold; this can be immediately extended to geodesic distances as well.

Corollary 3.1 Let $\mathcal{M}$ and $\Phi$ be as in Theorem 3.1. Assuming (4) holds for all pairs of points on $\mathcal{M}$, then for every pair of points $x, y \in \mathcal{M}$,

$$
\begin{equation*}
(1-\epsilon) \sqrt{\frac{M}{N}} \leq \frac{d_{\Phi \mathcal{M}}(\Phi x, \Phi y)}{d_{\mathcal{M}}(x, y)} \leq(1+\epsilon) \sqrt{\frac{M}{N}} \tag{5}
\end{equation*}
$$

where $d_{\Phi \mathcal{M}}(\Phi x, \Phi y)$ denotes the geodesic distance between the projected points on the image of $\mathcal{M}$.

Proof: See Section 3.3.
Sections 3.2 and 3.3 present proofs of Theorem 3.1 and Corollary 3.1, respectively, and Section 3.4 follows with some brief remarks.

### 3.2 Proof of Theorem 3.1

A quick sketch of the proof is as follows. After a few preliminary notes in Section 3.2.1, we first specify in Section 3.2.2 a high-resolution sampling of points on the manifold. At each of these points we consider the tangent space to the manifold and specify a sampling of points drawn from this space as well. We then employ the JL lemma to ensure an embedding with satisfactory preservation of all pairwise distances between these points.

Based on the preservation of these pairwise distances, in Section 3.2.3 we then ensure isometry for all tangents to the sampled points and then (using the bounded twisting of tangent spaces) ensure isometry for all tangents at all points on the manifold.

Finally, in Section 3.2.4, we establish pairwise distance preservation between all points on the manifold. For nearby points, our results rely on the tangent space isometries and the bounded curvature of the manifold. For distant points, we essentially rely on the original pairwise distance preservation between the sample points (plus their nearby tangent points). We conclude the proof in Section 3.2.5.

### 3.2.1 Preliminaries

For shorthand, we say a point $x \in \mathbb{R}^{N}$ has "compaction isometry $\epsilon$ " if the following condition is met:

$$
(1-\epsilon) \sqrt{M / N}\|x\|_{2} \leq\|\Phi x\|_{2} \leq(1+\epsilon) \sqrt{M / N}\|x\|_{2} .
$$

We say a set has compaction isometry $\epsilon$ if the above condition is met for every point in the set. We say a point $x \in \mathbb{R}^{N}$ has "squared compaction isometry $\epsilon$ " if the following condition is met:

$$
(1-\epsilon)(M / N)\|x\|_{2}^{2} \leq\|\Phi x\|_{2}^{2} \leq(1+\epsilon)(M / N)\|x\|_{2}^{2} .
$$

These notions are very similar - compaction isometry $\epsilon$ implies squared compaction isometry $3 \epsilon$, and squared compaction isometry $\epsilon$ implies compaction isometry $\epsilon$.

We also note that $\Phi$ is a nonexpanding operator (by which we mean that $\|\Phi\|_{2} \leq 1$, i.e., $\|\Phi x\|_{2} \leq\|x\|_{2}$ for all $\left.x \in \mathbb{R}^{N}\right)$.

We will also find the following inequalities useful throughout:

$$
\begin{equation*}
\frac{1}{1-s} \leq(1+2 s), \quad 0 \leq s \leq 1 / 2 \tag{6}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{1}{1+s} \geq(1-s), \quad s \geq 0 \tag{7}
\end{equation*}
$$

### 3.2.2 Sampling the manifold

We begin by specifying a high-resolution (but finite) sampling of points on and near the manifold and examining the behavior of these points under the mapping $\Phi$. Our construction will rely on the following variables, to which we will assign specific values in Section 3.2.5: $T>0$ and $\delta>0$ control the resolution of the sampling, while $\epsilon_{1} \geq 2 \delta$ affects the embedding of the points.

First, let $A$ be a minimal set of points on the manifold such that, for every $x \in \mathcal{M}$,

$$
\begin{equation*}
\min _{a \in A} d_{\mathcal{M}}(x, a) \leq T \tag{8}
\end{equation*}
$$

We call $A$ the set of anchor points. From (2) we have that $\# A \leq \frac{R V K^{K / 2}}{T^{K}}$.
Second, let $B$ be a set of points on and near the manifold constructed as follows. For each anchor point $a \in A$ we consider the tangent space $\operatorname{Tan}_{a}$ to $\mathcal{M}$ at $a$. We construct a covering of points $Q_{1}(a) \subset \operatorname{Tan}_{a}$ such that $\|q\|_{2} \leq 1$ for all $q \in Q_{1}(a)$ and such that for every $u \in \operatorname{Tan}_{a}$ with $\|u\|_{2} \leq 1$,

$$
\min _{q \in Q_{1}(a)}\|u-q\|_{2} \leq \delta
$$

This can be accomplished with $\# Q_{1}(a) \leq(3 / \delta)^{K}$ (see e.g. Chapter 13 of [29]). We then define the renormalized set

$$
Q_{2}(a)=\left\{T q: q \in Q_{1}(a)\right\}
$$

and note that $\|q\|_{2} \leq T$ for all $q \in Q_{2}(a)$ and that for every $u \in \operatorname{Tan}_{a}$ with $\|u\|_{2} \leq T$,

$$
\begin{equation*}
\min _{q \in Q_{2}(a)}\|u-q\|_{2} \leq T \delta \tag{9}
\end{equation*}
$$

We now define the set

$$
B=\bigcup_{a \in A}\{a\} \cup\left(a+Q_{2}(a)\right),
$$

where $a+Q_{2}(a)$ denotes the set of tangents anchored at the point $a$ (rather than at 0 ).
Now let $\beta=-\ln (\rho)$, set

$$
\begin{equation*}
M \geq\left(\frac{4+2 \beta}{\epsilon_{1}^{2} / 2-\epsilon_{1}^{3} / 3}\right) \ln (\# B) \tag{10}
\end{equation*}
$$

and let $\Phi$ be as specified in Theorem 3.1. According to Lemma 1.1 (Johnson-Lindenstrauss), with probability exceeding $1-(\# B)^{-\beta}>1-\rho$, the following statement holds: For all $u, v \in B$, the difference vector $(u-v)$ has compaction isometry $\epsilon_{1}$. We assume this to hold and must now extend it to show (4) for every $x, y \in \mathcal{M}$.

### 3.2.3 Compaction isometries of tangent planes

To proceed, we must first examine the behavior of tangents to the manifold under the mapping $\Phi$. We immediately have that for every $a \in A$, every $q \in Q_{2}(a)$ has compaction isometry $\epsilon_{1}$, and because $\Phi$ is linear, every $q \in Q_{1}(a)$ also has compaction isometry $\epsilon_{1}$. Following the derivation in Lemma 5.1 of [2] (and recalling that we assume $\delta \leq \epsilon_{1} / 2$ ), we have that for all $a \in A$, the tangent space $\operatorname{Tan}_{a}$ has compaction isometry

$$
\epsilon_{2}:=2 \epsilon_{1},
$$

where $:=$ denotes equality by definition. That is, for every $a \in A$, every $u \in \operatorname{Tan}_{a}$ has compaction isometry $\epsilon_{2}$.

Using the bounded twisting of tangent spaces (Lemma 2.2), we can then generalize this isometry result from the anchored tangent spaces to arbitrary tangent spaces on the manifold.

Lemma 3.1 Let $\Phi$ be as specified in Section 3.2.2, and suppose $T / \tau<1 / 4$. Then for every $x \in \mathcal{M}$, every $u \in \operatorname{Tan}_{x}$ has compaction isometry

$$
\epsilon_{3}:=\epsilon_{2}+\sqrt{\frac{3 T N}{\tau M}} .
$$

Proof: See Appendix A.

### 3.2.4 Differences between points on the manifold

We are now ready to consider the behavior of difference vectors connecting two points on the manifold. We divide our analysis into two cases: (i) for points nearby in terms of geodesic distance, we rely on the bounded curvature of geodesic paths on $\mathcal{M}$ (Lemma 2.1) and on the tangent space compaction isometries (Lemma 3.1), and (ii) for points well-separated in terms of geodesic distance, we rely on the fact that such points are also well-separated in ambient distance (Lemma 2.3) and on the compaction isometries of pairwise distances between points in the set $B$ (Section 3.2.2). In the following lemmata, we use $C_{1} T$ as a demarcation between "nearby" and "distant" geodesic distance; we assign a specific value for $C_{1}$ in Section 3.2.5.

Lemma 3.2 Let $\Phi$ be as specified in Section 3.2.2, let $C_{1}>0$, and suppose $C_{1} T / \tau<1 / 2$. Let $x_{1}$ and $x_{2}$ be two points on $\mathcal{M}$ separated by geodesic distance $d_{\mathcal{M}}\left(x_{1}, x_{2}\right) \leq C_{1} T$. Then the difference vector $x_{1}-x_{2}$ has compaction isometry

$$
\epsilon_{4}:=\epsilon_{3}+C_{1} T \sqrt{N / M} / \tau+2 C_{1} T / \tau+2 \epsilon_{3} C_{1} T / \tau+2 C_{1}^{2} T^{2} \sqrt{N / M} / \tau^{2} .
$$

Proof: See Appendix B.
Lemma 3.3 Let $\Phi$ be as specified in Section 3.2.2, and suppose $C_{1} \geq 10, T \leq \tau / C_{1}$, and $\delta \leq 1 / 4$. Let $x_{1}$ and $x_{2}$ be two points on $\mathcal{M}$ separated by geodesic distance $d_{\mathcal{M}}\left(x_{1}, x_{2}\right)>C_{1} T$. Then the difference vector $x_{1}-x_{2}$ has compaction isometry

$$
\epsilon_{6}:=9 \epsilon_{5}+\frac{36 \epsilon_{5} T}{\tau}+\frac{2 T}{\tau}+\frac{8 T^{2}}{\tau^{2}}+\frac{2 T \sqrt{N / M}}{\tau}+\frac{8 T^{2} \sqrt{N / M}}{\tau^{2}}
$$

where

$$
\epsilon_{5}:=\epsilon_{1}+4 \delta+4 \delta \epsilon_{1}+2 \delta \sqrt{N / M}+8 \delta^{2} \sqrt{N / M} .
$$

Proof: See Appendix C.

### 3.2.5 Synthesis

Finally, we specify values for $C_{1}, \epsilon_{1}, T$, and $\delta$ that will ensure compaction isometry $\epsilon$ for all pairwise distances on the manifold. Thus far, we have established the following compaction isometries. For nearby points (Lemma 3.2) we have compaction isometry

$$
\begin{aligned}
\epsilon_{4} & =\epsilon_{3}+\frac{C_{1} T}{\tau} \sqrt{\frac{N}{M}}+\frac{2 C_{1} T}{\tau}+\frac{2 \epsilon_{3} C_{1} T}{\tau}+\frac{2 C_{1}^{2} T^{2}}{\tau^{2}} \sqrt{\frac{N}{M}} \\
& =2 \epsilon_{1}+\frac{4 \epsilon_{1} C_{1} T}{\tau}+\sqrt{\frac{3 T N}{\tau M}}+\frac{C_{1} T}{\tau} \sqrt{\frac{N}{M}}+\frac{2 C_{1} T}{\tau}+\frac{2 C_{1} T}{\tau} \sqrt{\frac{3 T N}{\tau M}}+\frac{2 C_{1}^{2} T^{2}}{\tau^{2}} \sqrt{\frac{N}{M}} .
\end{aligned}
$$

For distant points (Lemma 3.3) we have compaction isometry

$$
\begin{aligned}
\epsilon_{6}= & 9 \epsilon_{5}+\frac{36 \epsilon_{5} T}{\tau}+\frac{2 T}{\tau}+\frac{8 T^{2}}{\tau^{2}}+\frac{2 T}{\tau} \sqrt{\frac{N}{M}}+\frac{8 T^{2}}{\tau^{2}} \sqrt{\frac{N}{M}} \\
= & 9 \epsilon_{1}+36 \delta+36 \delta \epsilon_{1}+18 \delta \sqrt{N / M}+72 \delta^{2} \sqrt{N / M} \\
& +\frac{36 \epsilon_{1} T}{\tau}+\frac{144 \delta T}{\tau}+\frac{144 \delta \epsilon_{1} T}{\tau}+\frac{72 \delta T}{\tau} \sqrt{\frac{N}{M}}+\frac{288 \delta^{2} T}{\tau} \sqrt{\frac{N}{M}} \\
& +\frac{2 T}{\tau}+\frac{8 T^{2}}{\tau^{2}}+\frac{2 T}{\tau} \sqrt{\frac{N}{M}}+\frac{8 T^{2}}{\tau^{2}} \sqrt{\frac{N}{M}} .
\end{aligned}
$$

We must ensure that both $\epsilon_{4} \leq \epsilon$ and $\epsilon_{6} \leq \epsilon$.
We first set $C_{1}=10$. For constants $C_{2}, C_{3}$, and $C_{4}$ (which we will soon specify), we let

$$
\epsilon_{1}=C_{2} \epsilon, \quad T=\frac{C_{3} \epsilon^{2} \tau}{N}, \quad \text { and } \quad \delta=\frac{C_{4} \epsilon}{\sqrt{N}} .
$$

Plugging in to the above and using the fact that $\epsilon<1$, we have

$$
\begin{aligned}
\epsilon_{4} \leq & 2 \epsilon_{1}+\frac{4 \epsilon_{1} C_{1} T}{\tau}+\sqrt{\frac{3 T N}{\tau M}}+\frac{C_{1} T}{\tau} \sqrt{\frac{N}{M}}+\frac{2 C_{1} T}{\tau}+\frac{2 C_{1} T}{\tau} \sqrt{\frac{3 T N}{\tau M}}+\frac{2 C_{1}^{2} T^{2}}{\tau^{2}} \sqrt{\frac{N}{M}} \\
= & 2 C_{2} \epsilon+\frac{40 C_{2} C_{3} \epsilon^{3}}{N}+\sqrt{\frac{3 C_{3} \epsilon^{2}}{M}}+\frac{10 C_{3} \epsilon^{2}}{N} \sqrt{\frac{N}{M}}+\frac{20 C_{3} \epsilon^{2}}{N} \\
& +\frac{20 C_{3} \epsilon^{2}}{N} \sqrt{\frac{3 C_{3} \epsilon^{2}}{M}}+\frac{200 C_{3}^{2} \epsilon^{4}}{N^{2}} \sqrt{\frac{N}{M}} \\
\leq & \epsilon\left(2 C_{2}+40 C_{2} C_{3}+\sqrt{3 C_{3}}+30 C_{3}+20 \sqrt{3} C_{3} \sqrt{C_{3}}+200 C_{3}^{2}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
\epsilon_{6} \leq & 9 \epsilon_{1}+36 \delta+36 \delta \epsilon_{1}+18 \delta \sqrt{N / M}+72 \delta^{2} \sqrt{N / M} \\
& +\frac{36 \epsilon_{1} T}{\tau}+\frac{144 \delta T}{\tau}+\frac{144 \delta \epsilon_{1} T}{\tau}+\frac{72 \delta T}{\tau} \sqrt{\frac{N}{M}}+\frac{288 \delta^{2} T}{\tau} \sqrt{\frac{N}{M}} \\
& +\frac{2 T}{\tau}+\frac{8 T^{2}}{\tau^{2}}+\frac{2 T}{\tau} \sqrt{\frac{N}{M}}+\frac{8 T^{2}}{\tau^{2}} \sqrt{\frac{N}{M}} \\
= & 9 C_{2} \epsilon+\frac{36 C_{4} \epsilon}{\sqrt{N}}+\frac{36 C_{2} C_{4} \epsilon^{2}}{\sqrt{N}}+\frac{18 C_{4} \epsilon}{\sqrt{M}}+\frac{72 C_{4}^{2} \epsilon^{2}}{\sqrt{N M}} \\
& +\frac{36 C_{2} C_{3} \epsilon^{3}}{N}+\frac{144 C_{3} C_{4} \epsilon^{3}}{N \sqrt{N}}+\frac{144 C_{2} C_{3} C_{4} \epsilon^{4}}{N \sqrt{N}}+\frac{72 C_{3} C_{4} \epsilon^{3}}{N \sqrt{M}}+\frac{288 C_{3} C_{4}^{2} \epsilon^{4}}{N \sqrt{N M}} \\
& +\frac{2 C_{3} \epsilon^{2}}{N}+\frac{8 C_{3}^{2} \epsilon^{4}}{N^{2}}+\frac{2 C_{3} \epsilon^{2}}{\sqrt{N M}}+\frac{8 C_{3}^{2} \epsilon^{4}}{N \sqrt{N M}} \\
\leq & \epsilon\left(9 C_{2}+36 C_{4}+36 C_{2} C_{4}+18 C_{4}+72 C_{4}^{2}+36 C_{2} C_{3}+144 C_{3} C_{4}\right. \\
& \left.+144 C_{2} C_{3} C_{4}+72 C_{3} C_{4}+288 C_{3} C_{4}^{2}+2 C_{3}+8 C_{3}^{2}+2 C_{3}+8 C_{3}^{2}\right) .
\end{aligned}
$$

We now must set the constants $C_{2}, C_{3}$, and $C_{4}$ to ensure that $\epsilon_{4} \leq \epsilon$ and $\epsilon_{6} \leq \epsilon$. Due to the role of $\epsilon_{1}$ in determining our ultimate bound on $M$, we wish to be most aggressive in setting the
constant $C_{2}$. To ensure $\epsilon_{6} \leq \epsilon$, we must set $C_{2}<1 / 9$; for neatness we choose $C_{2}=1 / 10$. For the remaining constants we may choose $C_{3}=1 / 1900$ and $C_{4}=1 / 633$ and confirm that both $\epsilon_{4} \leq \epsilon$ and $\epsilon_{6} \leq \epsilon$. One may also verify that, by using these constants, all of our assumptions in Section 3.2.2, Lemma 3.1, Lemma 3.2, and Lemma 3.3 are met (in particular, that $\epsilon_{1} \geq 2 \delta$, $T / \tau<1 / 4, C_{1} T / \tau<1 / 2, C_{1} \geq 10, T \leq \tau / C_{1}$, and $\left.\delta \leq 1 / 4\right)$.

We can now determine the size of the set $B$, which according to (10) will dictate the required number of measurements $M$. We have

$$
\begin{aligned}
\# B & \leq \sum_{a \in A}\left(1+\# Q_{2}(a)\right)=\sum_{a \in A}\left(1+\# Q_{1}(a)\right) \\
& \leq\left(\frac{R V K^{K / 2}}{T^{K}}\right)\left(1+(3 / \delta)^{K}\right) \\
& \leq\left(\frac{R V K^{K / 2}}{T^{K}}\right)\left(1+\left(\frac{3 \cdot 633 \sqrt{N}}{\epsilon}\right)^{K}\right) \\
& \leq\left(\frac{R V K^{K / 2} 1900^{K} N^{K}}{\epsilon^{2 K} \tau^{K}}\right)\left(\frac{(3 \cdot 633+1)^{K} N^{K / 2}}{\epsilon^{K}}\right) .
\end{aligned}
$$

Plugging in to (10), we require

$$
\begin{align*}
M & \geq\left(\frac{4+2 \beta}{\epsilon_{1}^{2} / 2-\epsilon_{1}^{3} / 3}\right) \ln (\# B) \\
& \geq\left(\frac{4-2 \ln (\rho)}{\epsilon^{2} / 200-\epsilon^{3} / 3000}\right) \ln \left(\frac{1900^{2 K} K^{K / 2} N^{3 K / 2} R V}{\epsilon^{3 K} \tau^{K}}\right) . \tag{11}
\end{align*}
$$

This completes the proof of Theorem 3.1.

### 3.3 Proof of Corollary 3.1

The corollary follows simply from the fact that length of a smooth curve on the manifold can be written as a limit sum of ambient distances between points on that curve and the observation that (4) can be applied to each of these distances.

So if we let $x, y \in \mathcal{M}$, define $\mu=d_{\mathcal{M}}(x, y)$, and let $\gamma$ denote the unit speed geodesic path joining $x$ and $y$ on $\mathcal{M}$ in $\mathbb{R}^{N}$, then the length of the image of $\gamma$ along $\Phi \mathcal{M}$ in $\mathbb{R}^{M}$ will be bounded above by $(1+\epsilon) \sqrt{M / N} \mu$. Hence, $d_{\Phi \mathcal{M}}(\Phi x, \Phi y) \leq(1+\epsilon) \sqrt{M / N} d_{\mathcal{M}}(x, y)$.

Similarly, if we let $x, y \in \mathcal{M}$, define $\mu_{\Phi}=d_{\Phi \mathcal{M}}(\Phi x, \Phi y)$, and let $\gamma_{\Phi}$ denote the unit speed geodesic path joining $\Phi x$ and $\Phi y$ on the image of $\mathcal{M}$ in $\mathbb{R}^{M}$, then the length of the preimage of $\gamma_{\Phi}$ is bounded above by $\frac{1}{1-\epsilon} \sqrt{N / M} \mu_{\Phi}$. Hence,

$$
d_{\mathcal{M}}(x, y) \leq \frac{1}{1-\epsilon} \sqrt{N / M} \mu_{\Phi}
$$

which implies that

$$
d_{\Phi \mathcal{M}}(\Phi x, \Phi y) \geq(1-\epsilon) \sqrt{M / N} d_{\mathcal{M}}(x, y)
$$

### 3.4 Remarks

We offer some brief remarks on these results.

1. Like the fundamental bound in Compressed Sensing, the requisite number of random projections $M$ to ensure a stable embedding of the manifold is linear in the "information level" $K$ and logarithmic in the ambient dimension $N$; additionally we identify a logarithmic dependence on the volume and curvature of the manifold.
2. The proof of Theorem 3.1 in fact establishes the bound (3) up to actual constants; see (11) for the complete result.
3. The $\ln (1 / \rho)$ factor in the numerator of (3) and (11) can be immediately sharpened to

$$
\frac{\ln (1 / \rho)}{\ln \left(\frac{1900^{2} K^{K / 2} N^{3 K / 2} R V}{\epsilon^{3 K} \tau^{K}}\right)}
$$

to dramatically reduce the dependence on the failure probability $\rho$. (This follows simply from Lemma 1.1 and a more careful accounting in Section 3.2.2 of the proof.)
4. The constant 200 appearing in (11) can likely be improved by increasing $C_{1}$ and by sharpening Lemma 3.3.
5. Our results can also be extended to allow $\Phi$ to be a random $M \times N$ matrix with i.i.d. $\mathcal{N}\left(0, \sigma^{2}\right)$ entries, where $\sigma^{2}=1 / N$. In order to adapt the proof, one must account for the fact that $\Phi$ may no longer be nonexpanding; however with high probability the norm $\|\Phi\|_{2}$ can be bounded by a small constant.

## 4 Stylized Applications

We conclude with a brief discussion of possible applications of these results in signal acquisition and processing.

### 4.1 Compressed Sensing for Manifolds

First, we consider a generalization of Compressed Sensing (CS) that takes advantage of the stable embedding of the manifold into $\mathbb{R}^{M}$. In a very broad sense, the CS paradigm can be summarized as follows:

- A signal of interest $x \in \mathbb{R}^{N}$ is to be acquired or communicated.
- Instead of $x$, a reduced set of measurements $y=\Phi x$ are encoded, where $\Phi$ is a linear operator that can be represented as an $M \times N$ matrix with $M<N$.
- From the measurements $y$, one can recover $x$ (exactly or approximately) by using a model that states where the candidate signals $x$ are believed to reside in $\mathbb{R}^{N}$.

In the traditional CS problem, this model comes as an assumption of sparsity in the dictionary $\Psi$, and the sparsity level $K$ dictates the requisite number of measurements $M$ to ensure stable recovery of sparse signals $x$. As we discussed in Section 1.2.2, recovery of sparse signals is possible because the signal set $\Sigma_{K}$ has a stable embedding under $\Phi$.

We have also established in this paper, however, that a signal manifold $\mathcal{M}$ can be stably embedded under a random projection from $\mathbb{R}^{N}$ to $\mathbb{R}^{M}$ for some $M$. This suggests that signals obeying manifold models can also be recovered from CS measurements, simply by replacing the traditional CS model of sparsity with a manifold model for $x$. Moreover, the requisite number $M$ of measurements should depend only on the properties of the manifold $\mathcal{M}$, and not on the sparsity of the signal $x \in \mathcal{M}$. To make this more concrete, suppose that $x$ lives exactly on a compact submanifold $\mathcal{M} \subset \mathbb{R}^{N}$ with a particular dimension and condition number. Theorem 3.1 then suggests a sufficient number $M$ of measurements so that (with high probability), ${ }^{4}$ the operator $\Phi$ embeds $\mathcal{M}$ into $\mathbb{R}^{M}$. This implies also that $x$ will be uniquely identifiable from its projection $y=\Phi x$.

Beyond simple invertibility, however, Theorem 3.1 also indicates a certain "stability" to the embedding of $\mathcal{M}$ in $\mathbb{R}^{M}$ (specifically, in the preservation of ambient distances). This stability can be useful for guaranteeing approximate recovery of signals that live near the manifold $\mathcal{M}$, rather than exactly on it. In particular, suppose $x \notin \mathcal{M}$, and let $x^{*}$ be the "nearest neighbor" to $x$ on $\mathcal{M}$, i.e., $x^{*}=\arg \min _{x^{\prime} \in \mathcal{M}}\left\|x-x^{\prime}\right\|_{2}$, supposing that this point is uniquely defined. Let $\widehat{x}$ be the "approximate nearest neighbor" as estimated in the projected space $\mathbb{R}^{M}$, i.e., $\widehat{x}=\arg \min _{x^{\prime} \in \mathcal{M}}\left\|\Phi x-\Phi x^{\prime}\right\|_{2} ;$ this point $\widehat{x}$ could be thought of as a "recovered" CS approximation to $x$. To consider this recovery successful, we would like to guarantee that $\|x-\widehat{x}\|_{2}$ is not much larger than $\left\|x-x^{*}\right\|_{2}$. Such a guarantee comes again from the JL lemma. Assuming that the random orthoprojector $\Phi$ is statistically independent of the signal $x$, then we may recall Section 3.2.2 of the proof and consider the embedding of the set $\{x\} \cup B$ under $\Phi$. With high probability, ${ }^{5}$ each pairwise distance in this set will have compaction isometry $\epsilon_{1}$. Hence, the distance from $x$ to each anchor point will be well-preserved, and since every manifold point is no more than distance $T$ from an anchor point, then (assuming $\left\|x-x^{*}\right\|_{2}$ is sufficiently larger than $T$ ) the distance from $x$ to every point on $\mathcal{M}$ will be well-preserved. This guarantees a satisfactory recovery $\widehat{x}$ in the approximate nearest neighbor problem. (By examining, for example, the tangent spaces, this can all be made more precise and extended to consider the case where $\left\|x-x^{*}\right\|_{2}$ is small.)

On a more empirical level, we have previously run simple, but promising experiments testing CS with manifold-based models [42]. Additional research and experiments are ongoing [41], including an investigation into the relationship between the condition number and certain signal properties such as differentiability [43].

### 4.2 Manifold learning

Recall from Section 1.2.3 that the basic problem of manifold learning is to discover some information about a manifold based on a collection of data sampled from that manifold. In standard problems, this data is presented in $\mathbb{R}^{N}$ (the natural ambient signal space).

For several reasons it may be desirable to reduce the data dimension $N$. First of all, the process of acquiring and storing a large number of manifold samples may be difficult when the dimension $N$ is large. Second, the computational complexity of manifold learning algorithms (e.g., when computing pairwise distances and nearest neighbor graphs) depends directly on $N$.

[^4]Fortunately, Theorem 3.1 and Corollary 3.1 imply that many of the properties of a manifold $\mathcal{M}$ one may wish to discover from sampled data in $\mathbb{R}^{N}$ are approximately preserved in its image $\Phi \mathcal{M}$ under a random projection to $\mathbb{R}^{M}$. Among the properties preserved are:

- ambient and geodesic distances between pairs of points;
- dimension of the manifold;
- topology, local neighborhoods, and local angles;
- lengths and curvature of paths on the manifold; and
- volume of the manifold.
(Some of these follow directly from Theorem 3.1 and Corollary 3.1 ; others depend on the nearisometry of the projected tangent spaces as discussed in Section 3.2.3.)

These are some of the basic properties sought by the manifold learning algorithms listed in Section 1.2.3 (ISOMAP, LLE, HLLE, MVU, etc.), and and so we can apply such algorithms to random projections of the original data and get an approximation to the true answer.

To measure the true computational savings of manifold learning in $\mathbb{R}^{M}$ instead of $\mathbb{R}^{N}$, one would need to account for the complexity ${ }^{6}$ of applying the operator $\Phi$. If the data is initially provided in $\mathbb{R}^{N}$, then the future computational savings may not always warrant the cost of applying $\Phi$. However, in some cases the reduced storage requirement could justify the computational burden. Moreover, to support the developing CS theory, physical hardware devices such as a camera [36] have been proposed that directly acquire random projections of signals into $\mathbb{R}^{M}$ without first sampling the signals in $\mathbb{R}^{N}$; this eliminates the computational burden of applying the operator $\Phi$. Our results suggest that such devices could be a useful and efficient means for acquiring and storing manifoldmodeled data while preserving the relevant structural features within the data. Again, we refer the reader to [41] for promising preliminary experiments.
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## A Proof of Lemma 3.1

Let $x$ be an arbitrary point on the manifold and let $a$ be its nearest anchor point (in geodesic distance), recalling from (8) that $d_{\mathcal{M}}(x, a) \leq T$. Let $v \in \operatorname{Tan}_{x}$ with $\|v\|_{2}=1$. From Lemma 2.2 it follows that there exists $u \in \operatorname{Tan}_{a}$ such that $\|u\|_{2}=1$ and $\cos (\operatorname{angle}(u, v))>1-T / \tau$.

Because $\|u\|_{2}=\|v\|_{2}=1$, it follows that $\|u-v\|_{2} \leq \operatorname{angle}(u, v)$. Define $\theta:=\operatorname{angle}(u, v)$; our bound above specifies that $\cos (\theta)>1-T / \tau$. Using a Taylor expansion we have that $\cos (\theta)<$ $1-\theta^{2} / 2+\theta^{4} / 24=1-\theta^{2} / 2\left(1-\theta^{2} / 12\right)$, and because we assume $T / \tau<1 / 4$, then $\theta<2$, which implies $\cos (\theta)<1-\theta^{2} / 3$. Combining, we have $1-\theta^{2} / 3>\cos (\theta)>1-T / \tau$, which implies that $T / \tau>\theta^{2} / 3$, and so $\|u-v\|_{2} \leq \theta<\sqrt{3 T / \tau}$.

[^5]Since $u \in \operatorname{Tan}_{a}$ with $a \in A$, we recall that $u$ has compaction isometry $\epsilon_{2}$. We aim to determine the compaction isometry for $v$. Using the triangle inequality and the fact that $\Phi$ is nonexpanding, we have $\|\Phi v\|_{2} \leq\|\Phi u\|_{2}+\|\Phi(u-v)\|_{2} \leq\left(1+\epsilon_{2}\right) \sqrt{M / N}+\sqrt{3 T / \tau}$. Similarly, $\|\Phi v\|_{2} \geq\|\Phi u\|_{2}-$ $\|\Phi(u-v)\|_{2} \geq\left(1-\epsilon_{2}\right) \sqrt{M / N}-\sqrt{3 T / \tau}$. Since $\|v\|_{2}=1$, this implies that $v$ has compaction isometry

$$
\epsilon_{3}:=\epsilon_{2}+\sqrt{\frac{3 T N}{\tau M}} .
$$

Because the choices of $x$ and $v$ were arbitrary, it follows that all tangents to the manifold have compaction isometry $\epsilon_{3}$.

## B Proof of Lemma 3.2

Define $\mu:=d_{\mathcal{M}}\left(x_{1}, x_{2}\right) \leq C_{1} T$. Let $\gamma(t)$ denote a unit speed parameterization of the geodesic path connecting $x_{1}$ and $x_{2}$, with $\gamma(0)=x_{1}$ and $\gamma(\mu)=x_{2}$. Lemma 2.1 implies that the curvature of $\gamma$ is bounded by $1 / \tau$. From Taylor's theorem we then have that

$$
\begin{equation*}
\gamma(\mu)-\gamma(0)=\mu \gamma^{\prime}(0)+R_{1} \tag{12}
\end{equation*}
$$

where $\gamma^{\prime}(0)$ denotes the tangent to the curve $\gamma$ at 0 , and where the norm of the remainder obeys $\left\|R_{1}\right\|_{2} \leq \mu^{2} / \tau$. Using the triangle inequality and the fact that $\left\|\gamma^{\prime}(0)\right\|_{2}=1$, we have that

$$
\begin{equation*}
(1-\mu / \tau) \mu \leq\|\gamma(\mu)-\gamma(0)\|_{2} \leq(1+\mu / \tau) \mu \tag{13}
\end{equation*}
$$

and combining (12) with the compaction isometry $\epsilon_{3}$ of $\gamma^{\prime}(0)$ and the fact that $\Phi$ is nonexpanding we have

$$
\begin{equation*}
\left(1-\left(\epsilon_{3}+\mu \sqrt{N / M} / \tau\right)\right) \mu \sqrt{M / N} \leq\|\Phi \gamma(\mu)-\Phi \gamma(0)\|_{2} \leq\left(1+\left(\epsilon_{3}+\mu \sqrt{N / M} / \tau\right)\right) \mu \sqrt{M / N} \tag{14}
\end{equation*}
$$

Combining (13) and (14), the ratio

$$
\begin{aligned}
\frac{\|\Phi \gamma(\mu)-\Phi \gamma(0)\|_{2}}{\|\gamma(\mu)-\gamma(0)\|_{2}} & \leq \frac{\left(1+\epsilon_{3}+\mu \sqrt{N / M} / \tau\right) \mu \sqrt{M / N}}{(1-\mu / \tau) \mu} \\
& =\frac{\left(1+\epsilon_{3}+\mu \sqrt{N / M} / \tau\right)}{(1-\mu / \tau)} \sqrt{M / N} \\
& \leq \frac{\left(1+\epsilon_{3}+C_{1} T \sqrt{N / M} / \tau\right)}{\left(1-C_{1} T / \tau\right)} \sqrt{M / N} \\
& \leq\left(1+\epsilon_{3}+C_{1} T \sqrt{N / M} / \tau\right)\left(1+2 C_{1} T / \tau\right) \sqrt{M / N} \\
& =\left(1+\epsilon_{3}+C_{1} T \sqrt{N / M} / \tau+2 C_{1} T / \tau+2 \epsilon_{3} C_{1} T / \tau+2 C_{1}^{2} T^{2} \sqrt{N / M} / \tau^{2}\right) \sqrt{\frac{M}{N}} .
\end{aligned}
$$

In the fourth step above we have employed (6) and the fact that $C_{1} T / \tau<1 / 2$. Similarly, the ratio

$$
\begin{aligned}
\frac{\|\Phi \gamma(\mu)-\Phi \gamma(0)\|_{2}}{\|\gamma(\mu)-\gamma(0)\|_{2}} & \geq \frac{\left(1-\epsilon_{3}-\mu \sqrt{N / M} / \tau\right) \mu \sqrt{M / N}}{(1+\mu / \tau) \mu} \\
& =\frac{\left(1-\epsilon_{3}-\mu \sqrt{N / M} / \tau\right)}{(1+\mu / \tau)} \sqrt{M / N} \\
& \geq \frac{\left(1-\epsilon_{3}-C_{1} T \sqrt{N / M} / \tau\right)}{\left(1+C_{1} T / \tau\right)} \sqrt{M / N} \\
& \geq\left(1-\epsilon_{3}-C_{1} T \sqrt{N / M} / \tau\right)\left(1-C_{1} T / \tau\right) \sqrt{M / N} \\
& =\left(1-\epsilon_{3}-C_{1} T \sqrt{N / M} / \tau-C_{1} T / \tau+\epsilon_{3} C_{1} T / \tau+C_{1}^{2} T^{2} \sqrt{N / M} / \tau^{2}\right) \sqrt{M / N} \\
& \geq\left(1-\epsilon_{3}-C_{1} T \sqrt{N / M} / \tau-C_{1} T / \tau\right) \sqrt{M / N}
\end{aligned}
$$

Here the fourth step uses (7). Of the bounds we have now derived, the upper bound is the looser of the two, and so it follows that the difference vector $\gamma(\mu)-\gamma(0)=x_{2}-x_{1}$ has compaction isometry

$$
\epsilon_{4}:=\epsilon_{3}+C_{1} T \sqrt{N / M} / \tau+2 C_{1} T / \tau+2 \epsilon_{3} C_{1} T / \tau+2 C_{1}^{2} T^{2} \sqrt{N / M} / \tau^{2}
$$

This compaction isometry $\epsilon_{4}$ will hold for any two points on the manifold separated by geodesic distance $\leq C_{1} T$.

## C Proof of Lemma 3.3

Let $a_{1}$ and $a_{2}$ be the nearest (in terms of geodesic distance) anchor points to $x_{1}$ and $x_{2}$, respectively. We consider the geodesic path from $a_{1}$ to $x_{1}$ and let $u_{1} \in \operatorname{Tan}_{a_{1}}$ denote the tangent to this path at $a_{1}$. (For convenience we scale $u_{1}$ to have norm $\left\|u_{1}\right\|_{2}=T$.) Similarly, we let $u_{2} \in \operatorname{Tan}_{a_{2}}$ denote the tangent at the start of the geodesic path from $a_{2}$ to $x_{2}$ (choosing $\left\|u_{2}\right\|_{2}=T$ ).

We recall from (9) that there exists $q_{1} \in Q_{2}\left(a_{1}\right)$ such that $\left\|u_{1}-q_{1}\right\|_{2} \leq T \delta$ and there exists $q_{2} \in Q_{2}\left(a_{2}\right)$ such that $\left\|u_{2}-q_{2}\right\|_{2} \leq T \delta$. Additionally, the points $a_{1}+q_{1}$ and $a_{2}+q_{2}$ belong to the set $B$, and so the difference $\left(a_{1}+q_{1}\right)-\left(a_{2}+q_{2}\right)$ has compaction isometry $\epsilon_{1}$.

Recalling the assumption that $T \leq \tau / C_{1}$, we consider the ambient distance between $x_{1}$ and $x_{2}$. We have either that $\left\|x_{1}-x_{2}\right\|_{2}>\tau / 2 \geq C_{1} T / 2$ or that $\left\|x_{1}-x_{2}\right\|_{2} \leq \tau / 2$, which by Corollary 2.1 would then imply that $\left\|x_{1}-x_{2}\right\|_{2} \geq d_{\mathcal{M}}\left(x_{1}, x_{2}\right)-\frac{\left(d_{\mathcal{M}}\left(x_{1}, x_{2}\right)\right)^{2}}{2 \tau}$ with $d_{\mathcal{M}}\left(x_{1}, x_{2}\right)>C_{1} T$ by assumption and $d_{\mathcal{M}}\left(x_{1}, x_{2}\right) \leq \tau-\tau \sqrt{1-2\left\|x_{1}-x_{2}\right\|_{2} / \tau} \leq \tau\left(1-\left(1-2\left\|x_{1}-x_{2}\right\|_{2} / \tau\right)\right)=2\left\|x_{1}-x_{2}\right\|_{2} \leq \tau$ by Lemma 2.3. In this range $C_{1} T<d_{\mathcal{M}}\left(x_{1}, x_{2}\right) \leq \tau$, it follows that $\left\|x_{1}-x_{2}\right\|_{2} \geq d_{\mathcal{M}}\left(x_{1}, x_{2}\right)-$ $\frac{\left(d_{\mathcal{M}}\left(x_{1}, x_{2}\right)\right)^{2}}{2 \tau}>C_{1} T / 2$. Since we assume $C_{1} \geq 10$, then $\left\|x_{1}-x_{2}\right\|_{2}>5 T$. Using the triangle inequality, $\left\|a_{1}-a_{2}\right\|_{2}>3 T$ and $\left\|\left(a_{1}+q_{1}\right)-\left(a_{2}+q_{2}\right)\right\|_{2}>T$.

Now we consider the compaction isometry of $\left(a_{1}+u_{1}\right)-\left(a_{2}+u_{2}\right)$. Using the triangle inequality
and the fact that $\Phi$ is nonexpanding, we have

$$
\begin{aligned}
\frac{\left\|\Phi\left(a_{1}+u_{1}\right)-\Phi\left(a_{2}+u_{2}\right)\right\|_{2}}{\left\|\left(a_{1}+u_{1}\right)-\left(a_{2}+u_{2}\right)\right\|_{2}} & \leq \frac{\left\|\Phi\left(a_{1}+q_{1}\right)-\Phi\left(a_{2}+q_{2}\right)\right\|_{2}+2 T \delta}{\left\|\left(a_{1}+q_{1}\right)-\left(a_{2}+q_{2}\right)\right\|_{2}-2 T \delta} \\
& \leq \frac{\left(1+\epsilon_{1}\right)\left\|\left(a_{1}+q_{1}\right)-\left(a_{2}+q_{2}\right)\right\|_{2} \sqrt{M / N}+2 T \delta}{\left\|\left(a_{1}+q_{1}\right)-\left(a_{2}+q_{2}\right)\right\|_{2}-2 T \delta} \\
& =\frac{\left(1+\epsilon_{1}\right) \sqrt{M / N}+2 T \delta /\left\|\left(a_{1}+q_{1}\right)-\left(a_{2}+q_{2}\right)\right\|_{2}}{1-2 T \delta /\left\|\left(a_{1}+q_{1}\right)-\left(a_{2}+q_{2}\right)\right\|_{2}} \\
& <\frac{\left(1+\epsilon_{1}\right) \sqrt{M / N}+2 \delta}{1-2 \delta} \\
& \leq\left(\left(1+\epsilon_{1}\right) \sqrt{M / N}+2 \delta\right)(1+4 \delta) \\
& =\left(1+\epsilon_{1}\right) \sqrt{M / N}+2 \delta+\left(1+\epsilon_{1}\right) 4 \delta \sqrt{M / N}+8 \delta^{2} \\
& =\left(1+\epsilon_{1}+4 \delta+4 \delta \epsilon_{1}+2 \delta \sqrt{N / M}+8 \delta^{2} \sqrt{N / M}\right) \sqrt{M / N} .
\end{aligned}
$$

The fifth step above uses (6) and assumes $\delta \leq 1 / 4$. Similarly,

$$
\begin{aligned}
\frac{\left\|\Phi\left(a_{1}+u_{1}\right)-\Phi\left(a_{2}+u_{2}\right)\right\|_{2}}{\left\|\left(a_{1}+u_{1}\right)-\left(a_{2}+u_{2}\right)\right\|_{2}} & \geq \frac{\left\|\Phi\left(a_{1}+q_{1}\right)-\Phi\left(a_{2}+q_{2}\right)\right\|_{2}-2 T \delta}{\left\|\left(a_{1}+q_{1}\right)-\left(a_{2}+q_{2}\right)\right\|_{2}+2 T \delta} \\
& \geq \frac{\left(1-\epsilon_{1}\right)\left\|\left(a_{1}+q_{1}\right)-\left(a_{2}+q_{2}\right)\right\|_{2} \sqrt{M / N}-2 T \delta}{\left\|\left(a_{1}+q_{1}\right)-\left(a_{2}+q_{2}\right)\right\|_{2}+2 T \delta} \\
& =\frac{\left(1-\epsilon_{1}\right) \sqrt{M / N}-2 T \delta /\left\|\left(a_{1}+q_{1}\right)-\left(a_{2}+q_{2}\right)\right\|_{2}}{1+2 T \delta /\left\|\left(a_{1}+q_{1}\right)-\left(a_{2}+q_{2}\right)\right\|_{2}} \\
& >\frac{\left(1-\epsilon_{1}\right) \sqrt{M / N}-2 \delta}{1+2 \delta} \\
& \geq\left(\left(1-\epsilon_{1}\right) \sqrt{M / N}-2 \delta\right)(1-2 \delta) \\
& =\left(1-\epsilon_{1}\right) \sqrt{M / N}-2 \delta-\left(1-\epsilon_{1}\right) 2 \delta \sqrt{M / N}+4 \delta^{2} \\
& =\left(1-\epsilon_{1}-2 \delta+2 \delta \epsilon_{1}-2 \delta \sqrt{N / M}+4 \delta^{2} \sqrt{N / M}\right) \sqrt{M / N} \\
& >\left(1-\epsilon_{1}-2 \delta-2 \delta \sqrt{N / M}\right) \sqrt{M / N} .
\end{aligned}
$$

Here the fifth step uses (7). Of the bounds we have now derived, the upper bound is the looser of the two, and so the difference vector $\left(a_{1}+u_{1}\right)-\left(a_{2}+u_{2}\right)$ has compaction isometry

$$
\epsilon_{5}:=\epsilon_{1}+4 \delta+4 \delta \epsilon_{1}+2 \delta \sqrt{N / M}+8 \delta^{2} \sqrt{N / M} .
$$

Using very similar arguments one can show that the difference vectors $a_{1}-\left(a_{2}+u_{2}\right)$ and $\left(a_{1}+u_{1}\right)-a_{2}$ also have compaction isometry $\epsilon_{5}$.

Define $b_{i}=a_{i}+u_{i}, \mu_{i}=d_{\mathcal{M}}\left(a_{i}, x_{i}\right)$, and $c_{i}=a_{i}+\left(\mu_{i} / T\right) u_{i}$ for $i=1,2$. The points $c_{i}$ represent traversals of length $\mu_{i}$ along the tangent path rather than the geodesic path from $a_{i}$ to $x_{i}$; they can also be expressed as the linear combination

$$
\begin{equation*}
c_{i}=\left(1-\mu_{i} / T\right) a_{i}+\left(\mu_{i} / T\right) b_{i}, \quad i=1,2 . \tag{15}
\end{equation*}
$$

We have established above that all pairwise differences of vectors from the set $\left\{a_{1}, a_{2}, b_{1}, b_{2}\right\}$ have compaction isometry $\epsilon_{5}$. As we recall from Section 3.2.1, this implies squared compaction isometry $3 \epsilon_{5}$ for each of these difference vectors. We now use this fact to establish a similar bound for the difference $c_{1}-c_{2}$. First, we can express the distance $\left\|c_{1}-c_{2}\right\|_{2}^{2}$ in terms of the distances between the $a_{i}$ 's and $b_{i}$ 's. Define

$$
\begin{aligned}
d_{\text {cross }}= & \left(\mu_{1} / T\right)\left(\mu_{2} / T\right)\left\|b_{1}-b_{2}\right\|_{2}^{2}+\left(1-\mu_{1} / T\right)\left(\mu_{2} / T\right)\left\|a_{1}-b_{2}\right\|_{2}^{2} \\
& +\left(\mu_{1} / T\right)\left(1-\mu_{2} / T\right)\left\|b_{1}-a_{2}\right\|_{2}^{2}+\left(1-\mu_{1} / T\right)\left(1-\mu_{2} / T\right)\left\|a_{1}-a_{2}\right\|_{2}^{2}
\end{aligned}
$$

and

$$
d_{\text {local }}=\left(\mu_{1} / T\right)\left(1-\mu_{1} / T\right)\left\|a_{1}-b_{1}\right\|_{2}^{2}+\left(\mu_{2} / T\right)\left(1-\mu_{2} / T\right)\left\|a_{2}-b_{2}\right\|_{2}^{2}
$$

Then we can use (15) to show that

$$
\left\|c_{1}-c_{2}\right\|_{2}^{2}=d_{\mathrm{cross}}-d_{\mathrm{local}} .
$$

Noting that $\left\|a_{1}-b_{1}\right\|_{2}^{2}=\left\|a_{2}-b_{2}\right\|_{2}^{2}=T^{2}$, we have that $d_{\text {local }} \leq T^{2} / 2$. Because $\left\|x_{1}-x_{2}\right\|_{2}>5 T$, $a_{1}$ and $b_{1}$ are at least distance $T$ from each of $a_{2}$ and $b_{2}$, which implies that $d_{\text {cross }}>T^{2} \geq 2 d_{\text {local }}$. We will use this fact below. We can also express

$$
\Phi c_{i}=\left(1-\tau_{i} / T\right) \Phi a_{i}+\left(\tau_{i} / T\right) \Phi b_{i}, \quad i=1,2,
$$

define

$$
\begin{aligned}
\widehat{d_{\text {cross }}}= & \left(\mu_{1} / T\right)\left(\mu_{2} / T\right)\left\|\Phi b_{1}-\Phi b_{2}\right\|_{2}^{2}+\left(1-\mu_{1} / T\right)\left(\mu_{2} / T\right)\left\|\Phi a_{1}-\Phi b_{2}\right\|_{2}^{2} \\
& +\left(\mu_{1} / T\right)\left(1-\mu_{2} / T\right)\left\|\Phi b_{1}-\Phi a_{2}\right\|_{2}^{2}+\left(1-\mu_{1} / T\right)\left(1-\mu_{2} / T\right)\left\|\Phi a_{1}-\Phi a_{2}\right\|_{2}^{2}, \text { and } \\
\widehat{d_{\text {local }}}= & \left(\mu_{1} / T\right)\left(1-\mu_{1} / T\right)\left\|\Phi a_{1}-\Phi b_{1}\right\|_{2}^{2}+\left(\mu_{2} / T\right)\left(1-\mu_{2} / T\right)\left\|\Phi a_{2}-\Phi b_{2}\right\|_{2}^{2}
\end{aligned}
$$

and establish that

$$
\left\|\Phi c_{1}-\Phi c_{2}\right\|_{2}^{2}=\widehat{d_{\text {cross }}}-\widehat{d_{\text {local }}} .
$$

Using the squared compaction isometry of all pairwise differences of $a_{1}, a_{2}, b_{1}$, and $b_{2}$, we have that

$$
\begin{aligned}
\left\|\Phi c_{1}-\Phi c_{2}\right\|_{2}^{2} & =\widehat{d_{\text {cross }}}-\widehat{d_{\text {local }}} \\
& \leq\left(1+3 \epsilon_{5}\right)(M / N) d_{\text {cross }}-\left(1-3 \epsilon_{5}\right)(M / N) d_{\text {local }} \\
& =\left(1+3 \epsilon_{5}+6 \epsilon_{5}\left(\frac{d_{\text {local }}}{d_{\text {cross }}-d_{\text {local }}}\right)\right)(M / N)\left(d_{\text {cross }}-d_{\text {local }}\right) \\
& <\left(1+9 \epsilon_{5}\right)(M / N)\left\|c_{1}-c_{2}\right\|_{2}^{2} .
\end{aligned}
$$

For the last inequality we used the fact that $d_{\text {cross }}>2 d_{\text {local }}$. Similarly, we have that

$$
\left\|\Phi c_{1}-\Phi c_{2}\right\|_{2}^{2}>\left(1-9 \epsilon_{5}\right)(M / N)\left\|c_{1}-c_{2}\right\|_{2}^{2}
$$

Combining, these imply squared compaction isometry $9 \epsilon_{5}$ for the vector $c_{1}-c_{2}$, which also implies compaction isometry $9 \epsilon_{5}$ for $c_{1}-c_{2}$.

Finally, we are ready to compute the compaction isometry for the vector $x_{1}-x_{2}$. Using Taylor's theorem anchored at the points $a_{i}$, we have $\left\|x_{i}-c_{i}\right\|_{2} \leq \mu_{i}^{2} / \tau \leq T^{2} / \tau, i=1,2$. Using the triangle inequality we also have that $\left\|c_{1}-c_{2}\right\|_{2}>T$. Thus

$$
\begin{aligned}
\frac{\left\|\Phi x_{1}-\Phi x_{2}\right\|_{2}}{\left\|x_{1}-x_{2}\right\|_{2}} & \leq \frac{\left(1+9 \epsilon_{5}\right) \sqrt{M / N}\left\|c_{1}-c_{2}\right\|_{2}+2 T^{2} / \tau}{\left\|c_{1}-c_{2}\right\|_{2}-2 T^{2} / \tau} \\
& =\left(1+\frac{9 \epsilon_{5}+2 T^{2} /\left(\tau\left\|c_{1}-c_{2}\right\|_{2}\right)+2 T^{2} \sqrt{N / M} /\left(\tau\left\|c_{1}-c_{2}\right\|_{2}\right)}{1-2 T^{2} /\left(\tau c_{1}-c_{2} \|_{2}\right)}\right) \sqrt{M / N} \\
& \leq\left(1+\frac{9 \epsilon_{5}+2 T / \tau+2 T \sqrt{N / M} / \tau}{1-2 T / \tau}\right) \sqrt{M / N} .
\end{aligned}
$$

Similarly,

$$
\begin{aligned}
\frac{\left\|\Phi x_{1}-\Phi x_{2}\right\|_{2}}{\left\|x_{1}-x_{2}\right\|_{2}} & \geq \frac{\left(1-9 \epsilon_{5}\right) \sqrt{M / N}\left\|c_{1}-c_{2}\right\|_{2}-2 T^{2} / \tau}{\left\|c_{1}-c_{2}\right\|_{2}+2 T^{2} / \tau} \\
& =\left(1-\frac{9 \epsilon_{5}+2 T^{2} /\left(\tau\left\|c_{1}-c_{2}\right\|_{2}\right)+2 T^{2} \sqrt{N / M} /\left(\tau\left\|c_{1}-c_{2}\right\|_{2}\right)}{1+2 T^{2} /\left(\tau c_{1}-c_{2} \|_{2}\right)}\right) \sqrt{M / N} \\
& \geq\left(1-\left(9 \epsilon_{5}+2 T / \tau+2 T \sqrt{N / M} / \tau\right)\right) \sqrt{M / N} .
\end{aligned}
$$

Considering both bounds, we have

$$
\begin{aligned}
9 \epsilon_{5}+2 T / \tau+2 T \sqrt{N / M} / \tau & \leq \frac{9 \epsilon_{5}+2 T / \tau+2 T \sqrt{N / M} / \tau}{1-2 T / \tau} \\
& \leq\left(9 \epsilon_{5}+2 T / \tau+2 T \sqrt{N / M} / \tau\right)(1+4 T / \tau)
\end{aligned}
$$

(For the second inequality, we use the assumption that $T / \tau<1 / 4$.) Hence, $x_{1}-x_{2}$ has compaction isometry

$$
\epsilon_{6}:=9 \epsilon_{5}+\frac{36 \epsilon_{5} T}{\tau}+\frac{2 T}{\tau}+\frac{8 T^{2}}{\tau^{2}}+\frac{2 T \sqrt{N / M}}{\tau}+\frac{8 T^{2} \sqrt{N / M}}{\tau^{2}} .
$$
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[^1]:    ${ }^{1}$ Although we focus on the case of an orthonormal basis for simplicity, many of the basic ideas we discuss generalize to frames and arbitrary dictionaries in $\mathbb{R}^{N}$.

[^2]:    ${ }^{2}$ By an orthoprojector, we mean an orthogonal projection from $\mathbb{R}^{N}$ to $\mathbb{R}^{M}$ that can be expressed as an $M \times N$ matrix $\Phi$ with orthonormal rows. A random orthoprojector may be constructed, for example, by running the GramSchmidt process on $M$ random length- $N$ vectors having i.i.d. Gaussian entries (assuming the vectors are linearly independent). We note also that other formulations of the CS problem pertain to random $M \times N$ matrices $\Phi$ with Gaussian entries, or to matrices renormalized by $\sqrt{N / M}$ to ensure that $\|\Phi x\|_{2} \approx(1 \pm \epsilon)\|x\|_{2}$. However, we find it useful in this paper to work with random orthoprojectors and the resulting "compaction" by $\sqrt{M / N}$.

[^3]:    ${ }^{3}$ In general, $\Theta$ itself can be a $K$-dimensional manifold and need not be a subset of $\mathbb{R}^{K}$. We refer the reader to [33] for an excellent overview of several manifolds with relevance to signal processing, including the rotation group $\mathrm{SO}(3)$, which can be used for representing orientations of objects in 3-D space.

[^4]:    ${ }^{4}$ Whitney's Embedding Theorem [28] actually suggests for certain $K$-dimensional manifolds that the number of measurements need be no larger than $2 K+1$ to ensure an embedding. However, as it offers no guarantee of stability, the practical recovery of a signal on the manifold could be complicated. Interestingly, the number $2 K$ also arises in CS as the number of random measurements required to embed the set of all $K$-sparse signals (but again with no guarantee on the conditioning of the recovery problem); see [3].
    ${ }^{5}$ By the addition of an extra point to the embedding, there is a nominal increase in the required number of measurements. This increase becomes much more relevant in the case where a large number of signals $x$ would need to be embedded well with respect to the manifold.

[^5]:    ${ }^{6}$ The computational complexity of applying an arbitrary $M \times N$ operator $\Phi$ is $O(M N)$ per data point, though this complexity can be reduced through a careful, pseudorandom design of $\Phi$ [39].

