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I. INTRODUCTION

A knowledge of the high-latitude charged particle pop-
ulation that is as accurate and comprehensive as possible
is necessary for a proper assessment of auroral and related
magnetospheric phenomena. The purpose of this thesis is
to present and discuss electron and'proton measurements in
the energy range 50 ev< E <100 kev, made at high latitudes
and at an altitude of 4000 km aboard the polar-orbiting
satellite Aurora 1. These measurements have added to our
knowledge of the dependence of the intensities and spectra
of these particles on latitude, local time, and polar and

worldwide magnetic activity.

In this section, we will discuss some basic features
of what is presently known theoretically and experimentally
about the solar wind - magnetosphere interaction and the
resulting high-latitude charged particle effects in order
to lay a foundation for discussion of the Aurora 1 measure-

ments.

A. Geophysical Significance of the Polar Regions:

Some of the most spectacular but least understood of
geophysical phenomena occur in that region permeated by
geomagnetic lines of force which intersect the earth's sur-
face at magnetic latitudes greater than 600. This region,
which maps geomagnetically into the auroral zones and
polar caps, must be understood if the myriad polar pheno-
mena such as the aurora, polar magnetic disturbances, and

the related ionospheric and magnetospheric currents and



electric fields are to be organized into anything more than
a morphological catalog of related fact. Ground-based
observations, many of which were performed long before the
complex interaction with the solar corona was even suspect-
ed, provide valuable points of departure for attempts at

a self-consistent model. These observations have been re-
viewed extensively (Chamberlain, 1961; Davis, 1965; O'Brien,
1965). Two of the most important of these are: (1) The
aurora statistically occurs in belts around the north and
south geomagnetic poles, and (2) Auroral activity increases
sharply one to two days following a period of intense solar
activity, indicating some coupling mechanism other than

purely electromagnetic waves.

Subsequent sounding rocket measurements demonstrated a
simultaneity of auroral light and the precipitation of elec-
trons of 5 to 10 kev energy (Davis et al., 1960; McIlwain,
1960); a definite relationship between the high-latitude
boundary of trapping of electrons (240 kev) and the onset
of auroral activity as deduced from the 3%i4 A nitrogen
emissiqn (O'Brien, 1964); and the existence of the solar
corona at the earth's orbit (Gringauz, 1959). It is still
not known if the boundary of trapping of electrons of energy
greater than 40 kev delineates the auroral oval, that is,
if particles can be stably trapped on "auroral" magnetic
field lines, or indeed if these field lines are connected
at all to the conjugate auroral zone. However, it is clear
that whatever the actual configuration, its chief deter-
mining factor is the interaction between the expanding solar

corona and the geomagnetic field. 1In the following section



we will discuss the extent to which the high-latitude mag-
‘netic field configuration can be determined by a simple

model of this interaction.

B. Effects of the Solar Wwind - Magnetosphere Inter-

action on the High-Latitude Magnetic Field

Configuration.

The effect of a stream of solar ions and electrons
on the geomagnetic field was calculated by Chapman and
Ferraro, 1931, to explain the initial phase of magnetic
storms in terms of an interaction with a burst of plasma
"occasionally" emitted by the sun. Plasma detectors and
magnetometers aboard the spacecraft Lunik 1, Explorer 10,
Mariner 2, and IMP 1 among others have since verified that
such a stream exists continuously and furthermore that the
effect on the leading edge of the geomagnetic obstacle is
essentially as estimated by Chapman and Ferraro. However,
the perturbation felt by the solar wind itself as a result
of the encounter as well as the configuration of the magne -
tospheric cavity downstream of the earth are to a large

extent unexplained.

Owing to solar rotation, the plasma emitted radially
by the sun traces out an Archimedes spiral in interplane-
tary space (see Chapman and Bartels, 1940). The flow is
oriented approximately in the ecliptic plane and at 1 A. U.
is inclined to the earth-sun line at an angle that depends
on the solar wind velocity, but is about 45°. The hot
(~106°K) corona, expanding in the presence of solar gravity,

reaches a velocity which is supersonic as well as



superalfvenic (see Dessler, 1967). That is, the particle
streaming velocity is greater than the propagation velo-
city of sound waves and hydromagnetic waves in the solar
plasma. It has been noted that at middle solar“latitudes
the surface magnetic field is chiefly that due to sunspots,
that is, with lines of force directed either radially in-
ward or outward, while at high latitudes the field is
dipolar. The sunspot magnetic fields are drawn out into
interplanetary space by the solar wind because the charged
particle kinetic energy density is greater than the magne-
tic field energy density. If this were not the case, the
solar wind would simply be trapped in the sun's magnetic
field. A measure of the success of a plasma in controlling
a magnetic field is given by the ratio of the kinetic energy

density to the magnetic energy density,

% om VS2 + 3nkT
B = > (1)
B</8m
where, pp = mass density of the plasma,
n = number density of the plasma,
k = Boltzmann's constant,
T = kinetic temperature,
B = magnetic induction in gauss,
vg = solar wind streaming velocity,

so that, roughly speaking, B> 1 implies plasma control.
Except for regions very near the sun, the solar wind
streaming energy is much greater than its thermal energy.

At 1 A. U. characteristic values are, n = 5 ion pairs cm_3,

5
107°k, v, = 500 km/sec, giving a 8

of about 1. (Neugebauer and Snyder; 1966, 1967).

-5
B=6x10 gauss, T
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The configuration of the interplanetary magnetic field
is further determined by the fact that the solar corona is
very tenuous and therefore essentially collisionless so
that the magnetic flux should under most circumstances be

frozen in to the plasma (Alfven and Falthammer, 1963).

The above ideas have proved valuable in the assessment
of solar wind interactions. Moreover, it has been shown
that the deformation of the magnetosphere is well repre-
sented by a zero-temperature, field-free solar wind inter-
acting with the dipole geomagnetic field and this fact has
made possible extensive theoretical treatments of the
problem (see Beard; 1960, 1964; Mead, 1964). As pointed
out by Beard, 1964, in its simplest approximation the

problem reduces to the solution of the force equation,
2
poqr = ~Vip  + B/8T), (2)

where, P is the solar wind streaming pressure and v the
plasma velocity. The condition for equilibrium is

P %% = 0, or P + B2/8ﬂ = constant. An important ppint
arises here. In a zero-temperature plasma there is no
isotropic pressure and furthermore the-effective pressure
is given by the pressure of the particles perpendicular to
the local magnetic field vector. There are two boundary
conditions which must be applied along the surface of the
resulting magnetopause. First, the normal component of

B must be continuous across the boundary. Let RS(XM,mM)
denote the geocentric distance to the boundary as a function
of geomagnetic latitude and longitude. Then, since B = 0

)\ - _ . .
for Rs( M,mM) + € and B # 0 for RS(XMADM) ¢ for vanishing
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€, the magnetic field just inside the surface must be tan-
gential to the boundary. Secondly, the particle pressure
must vanish inside the boundary, so that the condition for
equilibrium becomes,

p = B/8m . (3)
Sy

Then, if specular reflection is assumed atvthe boundary
(Beard, 1964), and the effect of electrons is neglected
due to the small value of their momentum, the total momen—
tum change of a reflected ion is 2mivcos 8, while the
number of ions striking the surface per unit area per
second is nvcos 6, where n is the density of ion pairs

and 6 is the angle of incidence. The resulting kinetic
pressure normal to B and hence to the surface is (Beard,

1964),

2 2
psl = 2nmiv cos 6 . (4)

Thus, the surface is determined by the equilibrium condi-

tion,

B B = (l-6ﬂ'nmiv2cosze);i , ~(5)
where B is the magnetic induction just inside the boundary,
which is produced by the geomagnetic dipole and the currents
which flow in the surface of the magnetosphere due to the
particle reflections. The surface currents must cancel the
field outside the boundary and hence will add to the field
inside (Mead and Beard, 1964), resulting in an approximate
doubling of the dipole field near the subsolar point. At
higher latitudes the surface currents have a much more pro-

nounced effect. At a geomagnetic latitude of approximately
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80O the field due to the surface currents exactly cancels
the dipole field, producing two neutral points as shown in
Figure 1. At latitudes above about 800, the resulting
field lines are projected back in the antisolar direction,
forming the geomagnetic tail. The night side field lines
are affected to a somewhat lesser degree as shown in Figure
1. Calculations of the leading edge configuration using a
solar wind model as outlined above have been quite satis-
factory. However, the transverse solar wind pressure is
important in determining the downstream boundary so the
zero-temperature approximation breaks down. Also, there
are factors such as plasma pressure and hydromagnetic waves
which tend to inflate the tail region and these are diffi-
cult to estimate (Dessler, 1964). Moreover, the above
model erringly predicts that the flow of solar wind around
the geomagnetic obstacle will just be the combined motions
of the individual particles resulting from their specular
reflection at the boundary. The latter problem can be
overcome to some extent by considering the interaction in

the framework of the gas dynamical analogy.

According to the gas dynamical analogy, the perturbed
solar wind (which is collisionless) should react muéh like
a collision-dominated neutral gas which has encountered a
solid object. 1In the usual gas dynamical case, the sudden
compression caused by the solid object is propagated up-
stream by a longitudinal wave at the sonic velocity and
it is this wave which deflects the oncoming gas around the
obstacle. A supersonic flow velocity requires the exis-
tence of a shock front upstream of the object if deflection

is to occur. An analogous situation is found to exist in
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the case of the solar wind, in which the presence of the
earth's magnetic field perturbs both the particles and the
solar magnetic field, resulting in the upstream propaga-
tion of sound waves and hydromagnetié waves. The super-
sonic and superalfvenic solar wind velocity leads to the
formation of a shock wave just as in the gas dynamical case.
Since the solar wind must still be considered collisionless
in the usual sense in view of the frozen-in magnetic flux,
the ordered flow must result from particle-wave or particle-
field interactions. A popular viewpoint is that the inter-
planetary magnetic field organizes the flow in the sense
that a deflected particle is returned to an average

" streaming velocity within one cyclotron period (Gold, 1959;
Michel, 1965). 1In any case, the gas dynamical analogy has
lead to values of the stand-off distance and the thickness
of the shock as well as estimates of the bulk flow around
the magnetosphere which compare favorably with the observa-

tions as outlined below.

Magnetometers aboard the spacecraft Pioneer 1 and 5
(Sonett et al,, 1960; Coleman et al., 1960) and Explorer
12 (cahill and Amazeen, 1963) among others detected é re-~
gion of randomly oscillating magnetic field strength be-
tween the magnetopause and the streaming solar wind,
Plasma detectors on Pioneer 4 (Van Allen, 1959), IMP 1
(Bridge et al., 1965), IMP 2 and OGO 1 (Wolfe et al., 1966),
and Vela 2 (Gdsling et al., 1967) have indicated that a
highly disordered plasma flow is also characteristic of
this region and furthermore that the sharp transition at
the solar wind boundary indicates a thin shock with a

somewhat thicker magnetosheath between the shock and the



magnetopause.

It therefore is evident that a thermalization process
not unlike that predicted by the aerodynamic analogy occurs
at the shock. Moreover, the presence of a nonthermal high
energy tail comprising from 10% - 25% of the total ion
flux (Wolfe et al., 1966), the detection of a hard (>30
kev) electron component just at the shock boundary (Fan
et al., 1964), and the occurrence of ~l1 kev electrons
throughout the magnetosheath (Freeman et al., 1963) suggest
that the unknown entropy-increasing process necessitated
by the gas dynamical analogy may be accompanied by an

appreciable acceleration of individual ions and electrons.

The straightforward analogies discussed above are quite
successful, then, in predicting the shapé of the day side
_magnetopause as well as the existence of thermalized solar
wind and a disordered magnetic field in the magnetosheath.
However; in view of the difficulty‘of predicting by a
simple model the configuration of magnetic field lines which
are swept back into the geomagnetic tail, recent measure-
ments of the magnetic fields and particle populations in

that region are quite important and worthy of mention.

C. Charged Particle and Magnetic Field Measurements

in the Geomagnetic Tail.

A salient feature of the tail region particle popula-
tion is the existence of a plasma sheet near the equatorial
plane. Magnetometers aboard IMP 1 (Ness, 1965) detected a

region of field reversal near the equatorial plane such
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that north of the reversal the field pointed inward while
south of the reversal it pointed outward, that is, in the
antisolar direction. The region of reversal at geocentric
distances of 9 RE to 30 RE was observed by Ness to have

a north-south thickness of about 600 km or approximately
the cyclotron radius of a 1 kev proton in the tail field
(~20Y). As noted by Axford et ai., 1965, a plasma is ex-
pected to exist in this "neutral sheet" to prevent the
collapse of the field éonfiguration. The associated
plasma is observed to be much thicker (4-6 RE) than the
region of field reversal and to extend from the dawn to
dusk boundaries of the magnetosphere (Bame et al., 1967).
Moreover, plasma kinetic energy densities are found to be
comparable to the magnetic field energy density inside

the neutral sheet but much lower outside the sheet. Only
background counting rates were observed by the Vela elec-
trostatic analyzers in other regions of the tail, indicat-
ing that either the particle energiestwere less than the
190 ev detector thresholds or fluxes were less than the
107 cm'-2 sec—1 minimum detectable omnidirectional flux.

It was noted that electron and proton densities and energy
spectra were similar in the neutral sheet region. There-
fore, since the slower-moving protons yielded lower
counting rates and poor statistics, the Vela analyzers were
operated in the electron mode most of the time. Many ex-
amples of data obtained in this region are given by Bame
et al., 1967, the electron spectra being generally harder
than those measured by the same spacecraft in the magneto-
sheath, with average energies between 200 ev and omnidirect-

) 9 ~2 -
ional fluxes up to 10 cm  sec 1 (see Figure 2).
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Energetic electron "island" fluxes in the same general
region have been reported by Anderson, 1965, Montgomery
et al., 1965, and Konradi, 1966. oOmnidirectional electron
fluxes up to 107 cm—2 sec-l were detected in a zone beyond
the boundary of trapping and generally between the + 30°
meridians of geomagnetic latitude. Building up typically
in tens to hundreds of seconds, these fluxes die away with
a gradual softening in energy (e-folding energy dropping
from about 10 kev to 5 kev) within a few hours and are
interpreted as temporal changes at fixed locations. Ander-
son and Ness, 1966, have noted that the fluxes are associ-
ated with broad regions of magnetic field depression. It is
not known if these depressions are accompanied by large den-
sities of low energy particles, but it has been suggested
that the maghetic field decrease is caused by charged par-
ticle diamagnetism. Alternatively, and this would preclude
the simultaneous increase of low and high energy fluxes,
Axford et al., 1965, and 0O'Brien, 1967, have conjectured
that magnetic merging in the tail might result in the de-
crease in field intensity and an associated transfer of

magnetic energy to particle kinetic energy.

Although we haye defined experimentally several charged
particle domains which contain particles of "auroral" ener-
gies and can approximate theoretically the various possible
configurations for high-latitude magnetic field lines, we
are not as yet able in this framework to define an auroral
field line or an auroral particle source. As we will dis-
cuss further in the final section, the processes of auroral
particle injection and acceleration are basic to the inter-

action of the solar wind with the rotating magnetized earth
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and there is a need for more accurate theoretical treat-
ments including second-order effects (Axford, 1967). How-
ever, just as essential to the solution of these problems
are extensive and accurate measurements of the polar
charged particle population at low altitudes. As out-
lined below, our knowledge of these particles is lacking in

most respects.

D. Measurements of High-Latitude Charged Particles

at Low Altitudes.

In this section, we will outline the general status

of low altitude particle measurements in the polar regions.

Considering first the electron data, we recall that
the initial observations of electrons precipitating into
the auroral zone were made with geiger tubes launched a-
board rockoons (Van Allen, 1957) and X-ray scintillators
carried aloft on balloons (Anderson, 1960; Winckler, 1961).
However, the electrons which are detected by geiger tubes
and which cause the bremsstrahlung that is detectable at
balloon altitudes (E 230 kev) are not the particles re-

sponsible for most auroral light.

Early rocket flights into visible auroras (Davis et al.,
1960; McIlwain, 1960) revealed that most of the auroral
light could be explained by the observed influx of electrons
in the energy range 5 - 10 kev. More recent night-time
sounding rocket observations above auroral arcs indicate
that the bulk of the incoming electron energy resides in a

"near-monoenergetic beam" in the range 4 ~ 10 kev, with a
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peak intensity of about lO5 - lO6 cm;zster_lev—lsec—l.
Most of these experiments were conducted during auroral
substorms (Evans, 1967a; Albert, 1976a; Westerlund, 1968)
with the peak differential flux occurring at 6 - 10 kev.
In addition, there have been two such measurements above
quiet auroral forms, with Evans, 1967b, noting a peak at
3.8 kev, and Chase, 1967, a peak at 10 kev. Westerlund,
1968, has shown that the auroral electron spectrum is ac-
tually double-peaked, exhibiting a further rise in inten-
sity below 1 kev with a second peak near 100 ev, and in
addition that between the arcs the 6 -~ 10 kev peak dis-
appears from the spectrum. Such behavior is interpreted
as resulting from a background continuum electron flux

upon which the primary auroral beam is superimposed.

Albert, 1967a, noted that the peak energy of the near-
ly monoenergetic beam which:-he detected during a 500 ¥y
negative bay increased from 10 kev to 14 kev as the rocket
traversed about 70 km toward lower magnetic latitudes. He
suggests that a 55 mv/meter northward electric field could
produce this effect. We should note, however, that a clear
latitudinal dependence of the peak energy has not geﬁerally
been detected. The only day side measurement of such a
spectrum was obtained by Chase, 1967, who found a peak in
the range 2 - 5 kev in two rocket flights during X-ray
events at local times 1100 - 1200.

Sounding rocket pitch angle measurements of downward-
moving low and high energy electrons indicate a general
tendency to peak normal to B, but becoming more isotropic

with increasing intensity (see, e. g., McDiarmid et al.,
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1967; McDiarmid and Budzinski, 1964). It is usually found
that for both low and high energies the upward-moving flux
is about 10% of the downward-moving flux (see, e. g.,

Westerlund, 1968).

Another generally accepted result of sounding rocket
auroral investigations is that the higher energy (220 kev)
electrons are more variable in space and time than the
electrons in the € 10 kev range (see, e. g., Evans, 1967a;
Chase, 1967). Although the higher energy electrons are
fairly well correlated with auroral fluctuations and other
auroral phenomena such as absorption of cosmic radio noise,
they are considered by many investigators to be by-products
of the primary auroral precipitation. That is, sppradic
bursts of high energy electrohs in auroras may be produced

in the interaction of the kev electrons with the ionosphere.

Since the limited operating time of a sounding rocket
payload dictates to the practical investigator the presence
of some type of "event" as a prerequisite for launch, sa-
tellites are better suited to the study of normal conditions.
The initial observation that the high-latitude trapping
boundary of electrons (240 kev) undergoes a diurnal varia—
tion which agrees well with that of the visual auroral
zone (O'Brien, 1962) was the basis for continuing specu-
lation concerning the nature of the relationship between
auroral electrons and trapped electrons. The trapping
boundary for these electrons was found at an average in-
variant latitude of 75° in the local day and 69° in the
local night and was noted to move to lower latitudes with

increasing magnetic activity (Maehlum and O'Brien, 1963),
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a behavior which had previously been observed in visual
auroral observations. Subsequent measurements at higher
energies (E 2280 kev)‘by williams and Palmer, 1965, de-
munstrated that the night-side trapping boundary latitude
is slightly lower for higher energies and that the diurnal
variation for these energies is only ~2.4°. williams and
Mead, 1965, have noted that this diurnal variation could
‘be explained by solar wind distortion of the geomagnetic
cavity while invoking a day-side source mechanism to
explain the larger diurnal variation of 40 kev electrons.
This conclusion is quite possibly incorrect since Dessler,
1965, has noted that the diurnal variation of the boun-
dary of trapping should be larger in the summer hemisphere
and larger in general for smaller values of the angle be-
tween the earth's dipole axis and the earth-sun line.
Dessler has shown further that the observations of Williams
and Palmer, 1965, and others could be explained on a gross
scale by such considerations. Injun 3 simultaneous obser-
vations of electrons (240 kev) and auroral light (3914 a)
attached an even greater significance to the position of
the 40 kev boundary (0O'Brien, 1964). 1In that experiment,
many passes through the night-side trapping boundary re-
vealed a simultaneous increase in trapped and precipitated
particles, resulting in a nearly isotropic pitch angle
distribution of downward-moving electrons and an accom-
panying increase of auroral light. The question of the
exact position of the auroral zone with respect to the
trapping boundary was not answered, however, since the
maximum 3914 A emission frequently occurred just outside

the 40 kev boundary and since intensity spikes of lower
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energy electrons (P10 kev) were detected above the boun-
dary during local night by an electron Multiplier aboard

the same spacecraft (Fritz and Gurnett, 1965).

1

Geiger tube data from the topside sounder Alouette 1
as reported by McDiarmid and Burrows, 1965, indicates
energetic (240 kev) electron precipitation generally nar-
row in latitudinal extent (~2°) and grouped strongly on
the night side of the earth. Most events occurred between
I, values of 8 and 20 with precipitation observed at times
up to L >50. Similar spikes were observed by O'Brien et
al., 1962, who showed that their energy spectra were some-
what softer than that typical of ouﬁer zone electrons. It
has been speculated (see, e. g., O'Brien, 1967) that these.
spikes represent a geomagnetic mapping to low altitudes of
the "island" fluxes in the tail which were discussed above.
This viewpoint has recently been supported by the obser-
vations of Reid and Parthasarathy, 1966, who héve shown the
spikes to be temporally associated with high latitude rio-
meter absorption. Lin et al., 1968, reporting on further
Alouette 1 data, observed during an auroral substorm the
continuous occurrence of energetic (240 kev) electrohs for
many degrees north of the normal trapping boundary. These
electronbfluxeé are more intense and more isotropic than
those observed below the usual boundary of trapping and
are detected in the latitude region where "spikes" are seen
to occur in normal passes. Such considerations have led
those experimenters to conclude that these electrons come
from a source outside the trapping region and probably

originate in the magnetospheric tail.
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Prior to the experiment described herein, the only
high-latitude satellite measurements of electrons of
"auroral" energies have been made by the Lockheed group
aboard polar-orbiting satellites in the altitude range
150 -'300 km. These satellites were earth-center oriented
and had rather short orbital lifetimes (3 - 5 days). Their
extensive investigations into the average properties of
high-latitude electron precipitation above 80 ev have been
summarized recently by Evans et al., 1967, Sharp and John-
son, 1967, and Sharp and Johnson, 1968. Some of the prin-
cipal features of their results are:

(1) The day side region of electron precipitation was
observed to consist of two zones -- a low-latitude zone in
which both the 80 ev and the 21 kev threshold detectors
responded above background and a higher latitude zone in
which only the 80 ev threshold detector so responded (see
Figure 3). The pitch angle distributions in both regions
tended to peak normal to the local geomagnetic vector,
becoming more isotropic with increasing intensity. The
soft region was more anisctropic in pitch angle as well as
at a given pitch angle along the satellite trajectory.

(2) The total precipitated electron energy (combining
the two day-side zones) was found to be approximately five
times as high on the night side as on the day side. 1In
addition, electron fluxes were on the average somewhat hard-
er and more isotropic on the day side; It is important to
realize that this spectral information is based on the
ratio of the count rate in the 21 kev threshold detector
to that in the 80 ev threshold detector, with pitch angle
distributions obtained from two 80 ev threshold detectors

which sampled approximate pitch angles of 0° and 560.
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(3) Electron precipitation occurred generglly along
the auroral oval with total energy flux showing a maximum
for southern hemisphere passes at 7 - 9 hours auroral time
(a local time referenced to the center of the auroral zone) .
The distribution in invariant colatitude of the centers of
the night-side region and the two day-side regions is shown
in‘Figure 3.

(4) The total energy of electrons (>80 ev) precipita-
ted into the auroral zone showed a strong dependence on
geomagnetic activity. For example, for night-side passes
the average precipitated energy varied from 20 ergs cm—2 to
200 exrgs cmA_2 as Kp increased from 1 to 3.

(5) Electron spectra during a given pass became syste-
matically harder with increasing intensity.

(6) Several integral spectra have been presented by
Evans et al.,, 1967, for the hard electron regions, indi-
cating that most of the energy was carried by electrons
of energies less than 10 kev. A few differential spectra
obtained with channel multiplier detectors with center
energies at 1, 2, and 5 kev have been published by Sharp
and Johnson, 1967, for the day-side soft region. These
spectra, which will be considered in more detail in the
final section, are such that most of the energy is in the

form of electrons with energies somewhat below 5 kev.

There is as yet very little knowledge of the charac-
teristics of auroral protons. The detection of a doppler-
shifted Balmer (HB) line in auroral spectra and its inter-
pretation by Vegard, 1948, as due to neutralized protons

streaming toward the observer was the first indication of
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proton precipitation in visible auroras. Although incoming
protons can excite other characteristic auroral wavelengths
bsuch as 3914 A and 5577 A, the doppler-shifted Balmer
emissions have been most valuable in ground-based studies
of proton precipitation patterns. A proton auroral zone
has been generated through such observations (Eather, 1967)
and is found to lie on the average equatorward of the

visual auroral zone.

Early rocket flighté into visual auroras during periods
of relatively high magnetic activity (Davis et al., 1960;
McIlwain, 1960) indicated that auroral protons (PLO0 kev)
undergo more gradual variations than do the high energy
electrons. Rocket flights during intense auroral activity
established that the integral precipitated proton energy is
a small fraction, perhaps 1/100 (Albert, 1967b) or 1/1000
(McIlwain, 1960) that carried by the electrons. However,
a recent rocket measurement in a quiet HB aurora (whalen
et al., 1967) revealed large proton fluxes (~106cm—zster_l
sec-l above 30 kev) in the presence of very weak electron
fluxes (<3 x 103cm_zster-]’sec-l above 20 kev) for most of
the flight. This result indicates that protons may be
responsible for most of the energy precipitated into the

auroral zone during quiet periods.

The results of the sounding rocket measurements of
auroral proton spectra in the 10 - 100 kev energy range
(see, e. g., Whalen et al., 1967; Albert, 1967b) may be
represented by exponential—type integral spectra with
e-folding energies of 10 - 20 kev. Chase and Anderson,

1967, operating in the energy range below 10 kev in a
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visible aurora, found a proton flux at 90° pitch angle

3 -2
which peaked between 750 ev and 1500 ev at 2 x 10 cm

ster_lev_lsec and decreased out to the maximum observed

energy of 20 kev.

The only rocket measurements of proton pitch angle
distributions have been obtained by Whalen et al., 1967,
Mozer, 1965, and Mozer and Bruston, 1966. The pitch angle
distributions reported by Whalen et al., 1967, in the ener-
gy range 20 - 200 kev were isotropic for downward-moving
protons, but dropped sharply for pitch angles greater than
900, until at 120° the intensity was about 1/100 that near
Oo. In contrast, the observations of Mozer, 1965, indica-
ted pitch angle distributions which were peaked at 90O for
160 kev protons but isotropic for higher energies (~750
kev). More recent pitch angle determinations were made
from a rocket fired into a breakup phase aurora (Mozer and
Bruston, 1966). For energies between 140 and 250 kev, the
distribution was peaked at 90° but was isatropic within a
factor of two for pitch angles less than 900. However,
the distribution of upward—moving protons was even more
isotropic, indicating an excess of these protons. Fdr
higher energies (250 - 450 kev), the upwérd flux never ex-
ceeded the downward flux but remained constant while the
downward flux varied over a factor of two. The lower en-
ergy observation is interpreted by Mozer and Bruston,
1966, as requiring the existence of a low-altitude (<300 km)
acceleration mechanism which can accelerate protons by

some tens of kilovolts.
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This interpretation is very much in doubt, especially
in view of the sampled pitch angle range of 50° to 1300.
That is, at rocket altitudes the loss cone is about 50°
wide, so that Mozer and Bruston's proton detector did not
actually sample the loss cone, in which atmospheric loss
processes should reduce the upward proton flux considerably.
It is quite possible that if all pitch angles had been
sampled the total number of reflected protons would not
have outnumbered the downward-moving protons. If this
were the case, the problem of explaining their observations
in the sampled range would be reduced to understanding a
mechanism which can cause a proton which is moving down-
ward at rocket altitude at a pitch angle less than 50° to
be reflected in some way and reappear at the rocket alti-
tude at a pitch angle less than 1300. It is possible that
some type of pitch angle scattering, perhaps by charge
exchange collisions, could cause such behavior. Low-alti-
tude proton acceleration has also been contradicted by
Reasoner, 1968, who found the auroral proton to alpha ratio

~ to be the same as that in the solar wind.

Satellite proton measurements at high 1atitudes‘are
also very few in number, having been conducted only by the
Lockheed group, whose findings are summarized by Sharp et
al., 1967, Evans et al., 1967, and Sharp and Johnson, 1967.
We should note that in the altitude range sampled by their
polar-orbiting satellites (150 - 300 km) most of the de-
tected "protons" were actually energetic neutralized
hydrogen atoms. For example, reference to the calculations
of Eather, 1967, reveal that at these altitudes at least
75% of the incident 10 kev protons will be in the form of
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neutralized hydrogen due to charge exchange collisions.
Although the detection of neutralized protons is still
possible with threshold detectors, the zone of precipi-
tation will be spread out since the hydrogen atoms are
free to move across magnetic field lines. This point also
applies to most of the rocket experiments discussed above
except for energies greater than 200 kev, for which charge

exchange collisions are unimportant (Eather, 1967).

Nevertheless, the average properties of the precipi-
tation patterns of protons with energies greater than
4 kev have been investigated in detail by the Lockheed
experimenters mentioned above. 'Their reported measurements
were conducted on two orbital flights., The first, conducted
during a relatively quiet (Kp555) five-day period in
October - November of 1963, made measurements of the total

precipitated proton energy above 4 kev.

Proton precipitation for this flight, which sampled
auroral times of 0000-0300 and 1130-1500, was observed to
be distributed fairly uniformly along the proton auroral
zone mentioned above except for a conspicuous absence of
precipitation during the hours just before auroral noon.
There was also noted a tendency for total precipitated
energy duiing auroral times 1300-1500 to increase as the
tilt of the geomagnetic axis with respect to the earth-
sun line decreased due to the earth's rotation. The loca-
tions of proton precipitation were mainly between L values
of 5 and 10 on the night side and between L values of 8
and 20 on the day side. The day-side region frequently

extended down to L=4 during the more disturbed times
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(Kp 23), The total energy precipitated in these zones bgz
protons of energies above 4 kev averaged about 4 ergs cm
ster_l during local night and 3 ergs cmuzster_l during lo-
cal day. These values are for the northern hemisphere and
it is interesting to note that for that flight, which oc-
curred during October - November, the total energy was
higher for the southern hemisphere, being closer to 5

ergs cm-zster—l during local night. Evans et al., 1967,
have calculated the ratio of total precipitated proton
energy (above 4 kev) to total precipitated electron energy
(above 80 ev) for each zone crossing and have found a
median value of .14 for night time crossings with relative-
ly little variation with auroral time or universal time.

on the other hand, for day-time crossings this ratio was
nearly unity (except before noon when no protons were
observed) with a strong dependence on auroral time and
universal time. This ratio reached a maximum for 1330
auroral time when the universal time was near 0700, but
dropped to zero for the same auroral time when the univer-

sal time was near 1800.

A more recent flight near local times 1100 and 2300
during an exceptionally quiet 2% day period in November,
1965, resulted in some spectral information as well as
precipitation patterns which were significantly different
than those discussed above (Sharp et al., 1967). The lowest
energy sampled during this flight was 10 kev, integral
spectra being obtained with scintillator detectors with
thresholds at 10 kev and 57 kev and channel multiplierxr
detectors with thresholds at 21 kev, 38 kev, and 56 kev.

All channel multiplier detectors were oriented at 55O to
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the zenith, so pitch angle distributions were obtained only
with the scintillator detectors which were oriented at 0o°
and 55° to the zenith. Their findings on this flight may
be summarized as follows:

(1) Although magnetic activity was at an unusually low
level (Kp:-l for only two three-hour periods during the
2% day experiment) precipitating protons were observed
during 65 of the 80 auroral zone crossings. The total pre-
cipitated proton energy showed only a weak tendency to
decrease with decreasing.Kp for the limited range of mag-
netic activity encountered.

(2) The night-side zone of proton precipitation was
centered at 68° invariant latitude while the day-side
precipitation was separated into two zones centered at in-
variant latitudes of 70° and 77°. Mo spectral or total
energy differences were noted in the two zones and for a
given pass the proton precipitation was found to lie in one
or both of the zones. The zones of proton precipitation
are shown in Figure 3. 1In contrast to the 1963 flight,
proton precipitation was observed in both morning and
afternoon auroral times. '

(3) The total precipitated energy above 10 kev was
found to be approximately five times as high on the night
side as on the day side. 1In addition, an upper limit of
.006 ergs cm_zster_lsec_ for proton energies above 10 kev
was set for the polar cap region.

(4) The integral energy spectra above 10 kev could be
approximated by exponentials with e-folding energies of
10 - 20 kev. No significant diurnal variation in spectral

hardness was observed.
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(5) Pitch angle distributions obtained from 21 kev
and 57 kev threshold detectors at 0° and 55° from the zenith
were generally peaked toward the higher pitch angles but

were isotropic within a factor of two.

E. Summary of the Principal Results of this Experiment.

Before proceeding with the presentation and discussion
of the charged particle measurements which have been ob-
tained in the Aurora 1 experiment, we will summarize brief-

ly some of the more important results.

Considering first the electron data, it will be shown
that:

(1) During periods of slight to moderate geomagnetic
activity (lSKp<4) and for the magnetic local times
sampled (within two hours of magnetic noon and midnight),
high-latitude electron precipitation is found to occur in
two regions of latitude. 1In the lower latitude region
"auroral" type electron spectra are observed nearly iso-
tropically over the upper hemisphere. These spectra are
relatively flat or in some cases peaked in the energy range
1 - 10 kev. 1In addition, they exhibit a rising intensity
below a few hundred ev and a very sharp intensity decrease
for energies above ~10 kev. Immediately adjacent to and
poleward of this region, a zone of much softer electrons is
observed, The spectra in this region tend to peak near
100 ev and fall off rather sharply with increasing energy
so that nearly all the electrons have energies less than a
few kev. Large spatial and/or temporal anisotropies are

noted in this region.
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(2) The boundary between these two regions is several
degrees higher on the day side.than on the night side,
undergoing avdiurnal variation for magnetic local times
within two hours of noon and midnight which approximates
that of the average electron (240 kev) boundary of trap-
ping. This boundary tends to lie at lower latitudes during
periods of greater magnetic activity. The high-latitude
boundary of the soft electron region shows no such syste-
matic variation with magnetic activity but instead has been
shown by Maehlum, 1968, to lie at lower latitudes for larger
values of the angle between the earth's magnetic axis and
the earth-sun line.

(3) The night-side soft electron region is observed to
contain localized "auroral" type electron fluxes during an
auroral substorm, whereas no such behavior is noted in the
day-side zone.

(4) During very quiet periods (K§~O) (at least for the
night side) the "auroral" type fluxes are below the level
of detectability of this experiment, whereas the soft elec-

tron region is still evident.

The proton measurements, which are fewer in number and
which are presented only for the night side, show the fol-
lowing behavior:

(1) A region of proton precipitation a few degrees wide
is present either just below, or straddling the boundary
between the hard and soft electron regions. During moderate-
ly active periods, the proton spectra in this zone peak near
10 kev and are much harder than the electron spectra in the
range above this energy. During a very quiet period (Ké~0)

when the hard electron zone is not detected, this hard
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proton region remains but with energy spectra peaking closer
to 1 kev.

(2) To the nofth of this zone, softer proton spectra
are observed in a region corresponding roughly, but not
exactly, to the soft electron region.

(3) During an auroral substorm, the hard proton fluxes

expand into the night-side soft proton zone.
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II. DESCRIPTION OF THE EXPERIMENT

A. Satellite Description.

The Rice University/0Office of Naval Research satellite
1967-65B (Aurora 1) was launched from Vandenberg AFB at
2101 U, T., June 29, 1967, into a nearly circular orbit
(perigee altitude 3808 km, apogee altitude 3928 km) at an
inclination of 89.82°, The satellite measures 24 by 14 by
10 inches and weighs 47.2 pounds in its final launch con-
figuration. It was launched together with an'Army Corps of
Engineers SECOR satellite by a Thor/Burner 2 combination.
Injection into the nearly circular orbit was accomplished
with a specially developed Boeing solid propellant 1400
pound thrust injection stage. The SECOR-Aurora-injection
stage combination, which had been spun to 90 rpm prior to
Burner 2 separation, was despun to a nominal zero rpm by
a yo-yo despin device 1.5 hours after injection. The pay-~

loads were then spring ejected.

Electrical power for the satellite is supplied by 22
nickel-cadmium batteries which are trickle-charged by
approximately 1700 solar cells mounted in circular arrays
on the surface of the satellite (see Figure 4); At the
time of launch an average power of about six watts was thus
made available to the satellite system, which operates on
3.5 watts. The duty cycle of the payload is continuous ex-
cept when the batteries discharge below 80% of capacity, at
which time a low-voltage cutoff is actuated and the satel-

lite is turned off until sufficient power is restored.
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Scientific instrumentation aboard the satellite in-
cludes: (1) An ultraviolet photometer sensitive to the
wavelengths 1450 A to 1750 A, (2) A quadrant photometer
consisting of a single string of dynodes and a photo-
cathode divided into four electrically and optically dis-
tinct parts which are activated sequentially, measuring
incident light at the visible wavelengths, 3914 A, 5577 A,
and 6300 A, and dark current (Criswell and O'Brien, 1967),
and (3) A charged particle detector code-named SPECS
(0'Brien et al., 1967), which utilizes an electrostatic
analyzer to deflect incoming particles of one polarity into
an array of five 270° Bendix channel multipliers and those
of opposite polarity toward a helical funnel channel multi-
plier. The SPECS detector will be described in detail in
Section II.D,

Transmitted housekeeping information includes: (1)
Various temperatures, measured by thermistors located on a
solar panel and inside each photometer electronics modulé,
(2) Relevant voltages, monitored at the battery pack and
at the 28 V and 7 V regulated power supplies, (3) The
nominal voltage applied to the SPECS deflection plates,

(4) Magnetic aspect, as measured by a single flux-gate mag-
netometer oriented parallel to the detectors, and (5) The
output of a channel multiplier lifetime monitor consisting
of a Ni63 B~-source (1 microcurie) mounted in front of a.
helical funnel channel multiplier. The location of the

various sensors is shown in Figure 5.
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B. Telemetry.

The satellite telemetry consists of an FM/FM FSK
analog system utilizing standard IRIG channels 5 through 9,
A block diagram of a typical channel is shown in Figure 6.
The housekeeping information listed above is subcommutated
and transmitted on Channel 5 with a cycle time of 16 se-
conds, of which 12 seconds are used in continuously trans-
mitting the SPECS deflection voltage, Channel 6 was de-
signed to transmit continuous magnetometer information for
the first 16 days of orbit, after which it was to sample
continuously the output of the ultraviolet photometer.
However, at some time between launch and satellite turn-
on, the magnetic'latching relay switched ptematurely to fhe
photometer so that magnetometer information is obtainable
only on Channel 5, i. e., for a period of .2 seconds every

16 seconds,

The inputs to channels 6 through 9 are detector out-
puts which have been processed in the following manner.
The outputs of all three detectors described above are in
the form of voltage pulses which in each case are fed into
a scaling circuit consisting of a series of bistable flip-
flop circuits. The input to the subcarrier oscillator is
produced by superimposing the outputs of three taps along
the scaler trains. The higher frequency transitions are
filtered out at the scaler output. Channel designationé

and scaler taps for the four channels are as follows:
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_ Center
Channel Frequenc Detector Scaler Taps
6 1.7 kHz U. V. Photometer 22, 26, 2lO
o} s 1 5 10
7 2.3 kHz SPECS (270 multipliers) 27, 27, 2
8 3.0 kHz Quadrant Photometer 21, 25, 29
9 3.9 kHz SPECS (Funnel) 24, 29, 214

The frequency modulated subcarriers are then combined in a
mixer amplifier and transmitted on a carrier frequency of
137.14 MHz., The transmitter, which was built by Space

Craft Inc., delivers 670mw to the antenna terminals. The
antenna system consists of a turnstile array of four quarter
wavelength monopoles, each of which is fed 90° out of phase
.with its adjacent element. Predicted maximum subcarrier

slant range is approximately 4500 nautical miles.

. C. Magnetic Orientation.

As indicated in Figure 5, an Alnico V bar magnet is
mounted parallel to the detectors for the purpose of
orienting them with respect to the earth's magnetic field,
The alignment is such that in the northern hemisphere the
photometers view downward along the field line while the
SPECS entrance aperture is pointed up the field line, that
is, to sample precipitated particles. The bar magnet ex-
periences a torque due to the geomagnetic field, thereby
imparting angular kinetic energy to the satellite. This
rotation, in the presence of the earth's magnetic field,
results in a time-varying magnetic field which is ex-
perienced by ferromagnetic permalloy rods mounted on the

satellite. Hysteresis losses in these rods dissipate
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energy from the source of the magnetic field variation

(the satellite's rotation) so that the angular kinetic
energy is decreased. Therefore, the maximum potential
energy attainable by the system is also decreased, hence
restricting the amplitude of the motion about B. For one
complete revolution, the angular kinetic energyhis decreased

by an amount given by,
AE = § H . dB , (6)

which is equivalent to the area enclosed by the hysteresis
curve of the permalloy rods for the experienced magnetic
field variation. Therefore, as time progresses and t@e
maximum angular deviation of the magnet from the geomag-
netic vector is decreased, magnetic orientation is ap-
proached, but the energy dissipated per cycle is diminished.
This effect is shown in Figure 7, where the maximum de-
viation is plotted as a function of time. This figure in-
dicates that the method is an effective one (see also

O'Brien et al., 1964).

Before orientation, the particle detector was able to
sample a large range of pitch angles. However, measurement
of the distribution in pitch angle of the counted particles
requires magnetic aspect information. As noted above,
magnetometer readings are available but once every 16 se-
conds and possible extrapolations between these measured
values are many. Indeed, if the period is shorter than the
16-second sampling interval, such extrapolation would be
very difficult. For this reason an analysis of the expected

motion of the satellite and the period of its oscillation
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about the geomagnetic vector is presented.

The.principal axes of the satellite are as designated
in Figure 5. Measurements of the center of gravity indicate
that all products of inertia are less than 1 1lb ft2 (+20%) .
The principal moments of inertia were measured by suspending
the payload on two wires of length 1 with distance w be-
tween them and rotating it through a small angle. The
period of oscillation which resulted upon its release is
related to the moment of inertia about the axis parallel to

the wires and the other known parameters as follows,

5
r = an[Zil ] (7)
[Mngj !
or, Mﬂyigi
i = Ygn212 ¢ (8)
where,

= period of oscillation,
= acceleration due to gravity,

= tdtal mass of satellite,

= 2 ua A’
i

= length of wires,

principal axis, X, y, or z.

H.
il

This equation is approximately correct for small amplitudes
and negligible torsion in the wires. A derivation of this

relation is given in Appendix I. The measured values are:

2

I, = 19.8 £t° 1b + 10%
I, = 20.0 ££2 1b + 10%
1, = 10.0 £t% 1b + 10%

Due to the small values of the products of inertia, we will
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consider the inertia tensor diagonal in this treatment.

The orientation of the éatellite will be‘specified by
defining a space set of axes such that B is directed toward
the vertical and the position of the three principal axes
are given by the Euler angles ¢, 06, and {, as defined by
Goldstein, 1950, (see Figure 8). Note that we have fixed
one point (the center of mass) at the origin of coordinates.
To simplify the calculations, we will assume that the sa-

tellite was despun completely so that initially,
d=28=§=o. (9)

Since the bar magnet is oriented parallel to the x-axis,
the only torque involved is directed along the line of
nodes. Thus, ¢ and } are constant in time and hence always
zero, so that the consequence of the above assumption will

be the elimination of precession and nutation about B.

The Lagrangian for the described system is,

2 2 2
L = %I w,” + %Iywy + %I,0_,” + MB cos 6 , (10)
where,
w, = angular velocity about i-axis,
= magnetic moment of bar magnet,
B = magnetic field in gauss,

and the angle 6 is as shown in Figure 8. The angular
velocities about the body axes can be written in terms of

the Euler ancles as,
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w = $ cos 6 + |
wy = @ sin 06 cos { - 8 sin ] (11)
w_,= @ sin 6 sin { + 8 cos | ,

or, since é = @ = 0,
w =0
x Ll
w = =0 sin ‘ 12
v ; ] (12)
w = 6cos V.
-z

Inserting these values into the Lagrangian, the equation,

of motion for 6 becomes,

a oL 2L _
at 26 28 -9 (13)
or,
. 2 2 os .
(Iysln v o+ Izcos ¥ )8 = - MB sin 6. (14)

This equation is of the same form as that for the simple
pendulum, and therefore will have the general solution (see,

e. 9., Synge and Griffith, 1959),

3 |
8 = Zsin-l[(sin %0) sn{((I sinszf I coszw)>(t - to)IL (15)
y z

where,
®© = maximum value of 6,

to= initial time,

sn( ) = Jacobian elliptic function.

Due to the presence of the damping rods, © will be a de-
creasing function of time. However, we can assume that ©
is constant for short time intervals. The function sn has

the property,
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sn(x + 4K) = sn(x), (16)

where K is the complete elliptic integral of the first kind,

n/2 da
K= [0 (T = %2sinZ0)% ° (17)
in which k is the modulus of the elliptic function, in
this case, k = sin(%6 . The angle 6 will have the same
periodicity as sn( ), that is,
. 2 2 . %
Ty = 4K (Iy81n ¥ + I,cos i) . (18)
(MB) *
Inserting the value of the definite integral K given by
Dwight, 1961, we obtain,
(x sinzw + I coszw) 2
T, = 21 ( 4 Z ) .
0 MB
(19)

2
. {1 + %7 sinz(CVZ) + 5%727 sin4(GV2) +...} sec.

Note that, since the moments of inertia about the y and z
axes are not equal, the period will depend not only on

the local magnetic field strength and the amplitude but

on the orientation of the satellite with respect to B as
well. Therefore, since we have no way of determining the
value of {, we can only set upper and lower limits on the
period at a given time. Also, since © is approximately
constant for a given orbit, we can estimate the latitudinal
dependence of the period by replacing B with B(A), where X\

is the magnetic latitude. Approximating the earth's

field by a centered dipole with magnetic moment,



-37-

3 . .
ME = 8 X 1025 gauss cm , and assuming a constant satellite

altitude of 3900 km, we have,

B

(Mﬂ%%(3sngk+ D%

%

7.2 x 1072 (3 sin’ ) + 1) * gauss, (20)

The magnetic moment of the satellite was measured to be

1.2 x 105 gauss cm3, so the approximate period should be,

’ - -3
T =6.8 x 10 2(3 sin2x+ 1) * .

. (8.4 x 106 sinzw-+ 4,2 x lO6 cosz‘y);E . (21)

2
.-{1 + %7 sinz(GVZ) + E%TZZ sin4(®/2) + ...}'sec.

For example, if A= 75°, = 45°, and ©= 150°, we will
have T = 160 seconds. Although for large amplitudes, the
motion is described by an elliptic function, when the motion
is damped to an extent that @is small, e. g., @~20°, the
oscillations will become more nearly sinusqidal. Also, the
period will decrease with increasing time until @ becomes
comparable to sin® , after which the period will be inde-
pendent of further amplitude decrease. These predicﬁions
will be compared with observed values in the section on

experimental results.

D. The SPECS Charged Particle Detector.

The charged particle detector code-named SPECS, for
Switched Proton Electron Channeltron Spectrometer, was
designed to detect electrons and protons in eighteen energy

intervals in the range 30 ev< E <100 kev (0O'Brien et al.,
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1967). The particle sensors employed are Bendix conti-

nuous dynode secondary emission electron multipliers. We
will begin our discussion of the SPECS instrument by out-
lining the principles of channel multiplier operation and

the motivation for their use in this application.

D.l. Channel Multiplier Characteristics.

The channel multiplier consists of a hollow glass £ube
on whose inner surface is coated a material of an unan-
nounced chemical nature whiéh may be classified as a semi-
conductor (as deduced from its obsérved resistivity) and
as an emitter of secondary electrons, the latter property
being held in common with all substances. Whereas the idea
of such a device is not new (Farnsworth, 1930), the prepa-
ration of a surface of the proper resistivity has only re-
cently become technologically feasible. That is, the con-
ductivity must be somewhat greater than that of én insulator,
which may have favorable secondary emission properties but
would acquire a semi-permanent surface charge upon operation,
but less than that of a conductor, across which the neces-
sary applied potential, as described below, would result in
a nearly infinite current flow. These devices are available
in a variety of configurations of which we have selected
two -- the Bendix Model CEM-4010, in which the 1 mm inner
diameter tube has the shape of a 270° circular sector, and
the CEM-4028, in;which the 1 mm inner diameter tube has a
helical shape, with a conical funnel affixed at the entrance
end to increase the sensitive diameter to 8 mm (see Figures
9 and 10). In this application, the entrance end of each

channel multiplier is at ground potential, granting
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accessibility to particles of all charges and energies,
while at the collecting end a potential of +3500 V is main-
tained. Thus an axial electric field is set up, resulting
in the acceleration of any secondaries which may be formed
within the channel multiplier. During its axial accelera-
tion, a secondary will drift across the tube in a manner
dictated by the velocity and direction of its ejection,
subsequently striking the wall with some probability of
producing one or more tertiary electrons. If the acce-
leration between encounters with the wall is such that

on the average more than one electron will be emitted for
each incident electron, a cascade will result, causing a
large number of electrons to appear at the output in a

time of a few tens of nanoseconds. Therefore, it is ap-
parent that both the initiating process and the cascade
mechanism will be dependent on the secondary emission
properties of the coating material for the type and energy
of the incident quanta and for the average energy attained
by the secondary electrons before striking the wall. The
latter property depends chiefly on the operating voltage
and‘any space charge effects which occur as a result of

the multiplication. Therefore, we will review briefly the
pertinent theoretical and experimental aspects of secondary
emission in general and the sparse amount of work which has

been done on the channel multiplier itself.

The phenomenon of secondafy emission involves two main
processes: (1) the conversion of kinetic or potential energy
of the primary particle into kinetic energy of an electron
of the bombarded material, and (2) escape from the material,

in which the secondary electron must survive internal
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scattering and overcome the surface potential barrier. The
nature of the first process is determined chiefly by the

mass, charge and energy of the primary particle.

In the case of electrons, the energy transfer most
probably occurs as a result of coulomb collisions with the
outer shell, or valence, electrons of the target material
atoms. No theoretical model proposed to date predicts
satisfactorily all the features of secondary emission by
electron impact. However, the predictions of certain
theoretical models compare favorably with experimental re-
sults in many respects. The most successful of these are
generally of two types: (1) a quantum mechanical model of
the collision of a single primary electron with a single
metal electron using the Bloch model for metals (see, e. g.,
Woolridge, 1939), or (2) a classical treatment of the in-
teraction of primary electrons with the conduction electrons
using the Sommerfeld free electron model for metals (see,

e. g., Baroody, 1950). We should note, however, that
ejection of a conduction electron by a single primary can-
not be made consistent with conservation of both energy and
momentum, so that in a strict sense the secondary eiectron
must be considered as initially bound to an atom which can
recoil, thereby absorbing the excess momentum, Nevertheless,
such theories can predict approximately the secondary emis-
sion coefficient as a function of primary electron energy
for a given material. Typical of such relationshipé is the
graph shown in Figure 1l. At very low energies 6, the
number of emitted secondaries per incident primary, is seen
to increase with increasing primary energy, Ep. For these

energies, the secondaries are produced very near the surface
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so that appreciable scattering is not encountered, and the
limiting mechanism is probably the work function of the
solid, the more energetic primaries producing more secon-
daries of higher average energy, resulting in a greater
probability of overcoming the surface barrier. This con-
cept has been substantiated for very low energies (a few
tens of ev) for which & is found to be greater for mate-
rials with low work functions than for those with higher
work functions. The yield continues to increase with
primary energy'until the latter exceeds a few hundred ev,
after which the depth of penetration exceeds the mean free
path of the secondaries and progressively more are lost by
internal scattering as the primary energy is increased
further. The maximum emission, 8 o’ varies approximately
as the square root of the material density. Additionally,
the secondary yield is found to vary with angle of inci-
dence, being greater for larger angles, for which the

penetration depth decreases.

- Another important effect is the reflection of primary
electrons, As predicted by the quantum mechanical treat-
ment of a free particle, there is a finite probabiliﬁy of
reflection whenever a particle encounters a change in po-
tential such as presented by the surface barrier of the
emitting material. This is true even though the height of
the potential is determined by the work function and is
hence much lower than particle energies of interest. A
typical experimental secondary electron energy distribu-
tion is shown in Figure 12, in which the narrow peak at the

primary energy results from this type of reflection. Such
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a curve does not discriminate between true secondaries and
backscattered primaries. However, most of the true se-
‘condaries lie in the energy range 0 - 20 ev, while the
higher energy electrons are mainly primaries which have
rediffused after experiencing multiple scatterings within

the target.

Ejection of an electron by an incident ion, as with an
incident electron, occurs when an electron is excited into
the kinetic energy continuum lying above the surface bar-
rier potential. In the case of positive ions, the source
of the excitational energy can be either the kinetic or the
potential energy of the ion. The latter source (potential
ejection) dominates for the very low ion energies while
kinetic ejection becomes important for higher energies
(E”100 ev). Kinetic ejection is most efficient for ener-
gies of about one kev and above since, due to the unfavor-
able mass ratio, a low velocity ion is unable to transfer

significant kinetic energy to an electron.

For many ions (including H+) potential ejection will
occur by direct Auger neutralization when the ion approaches
within a few angstroms of the surface. This process will
occur only when there are some free electrons in the mate-
rial. Although we do not know the composition of the
channel multiplier emitting surface, we note that the main
difference between a semiconductor and a metal in this res-
pect is that the filled valence band and the conduction
band overlap in the case of a metal coﬁductor whereas there
is an energy gap between the two bands in the semiconductor.

The result is that fewer electrons are energetically able
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to occupy the conduction band in the semiconductor. Never-
theless, those that can will behave just as metallic con-
duction electrons, so we will consider the surface as a
metal for this discussion. Figure 13, taken from McDaniel,
1964, shows, (a) the potential barrier and the conduction
electron energy levels when the ion is at infinity, and

(b) the resulting potential energy diagram when the ion is
within a few angstroms of the metallic surface. Noted on
the diagram are the work function (¢), the conduction band
depth (eo), the ionization potential of the ion (Vi), the
distance of the ion from the surface (S), and the energy
levels of electron 1 (a) and electron 2 (B). There is a
probability that an electron will tunnel through the po-
tential barrier directly to the ground state of the ion,
giving its excess energy to another conduction electron.

If electron 1 were to neutralize the ion in this way,
giving its excess energy to electron 2, the resulting ki-
netic energy of electron 2 outside the metal would be given
by Vi - o - B. The maximum kinetic energy thus obtained,
occurring for both electrons very near the Fermi energy,
would be Vi - 2¢p. Therefore, the process is energetically
possible only when Vi>2m. For lower ionization potentials,
neutralization could occur but without the associated se-
condary ejection. It has been noted by Angel et al., 1961,
that the relative photoelectric spectral response of the
Bendix channel multiplier material is similar to that of
tungsten, implying a work function of about 4.5 volts. The
hydrogen ionization potential being 13.6 volts, we conclude
that the requirement (Vi>2m) for secondary emission by

direct Auger neutralization is probably satisfied for
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protons incident on the channel multiplier surface. As the
ion kinetic energy is increased, the resulting potential
barrier will on the average be narrower, enhancing the
possibility of potential ejection. However, as the velo-
city is further increased, the ion will spend less Eime
near the surface, decreasing the probability that a con-
duction electron will tunnel through the potential barrier
in a given encounter, thereby accounting for the confine-

ment of this effect to the lower ion energies.

At higher ionic kinetic energies, kinetic ejection
occurs with a large probability, the main process being
ionization of target atoms. The maximum depth from which
secondaries can escape is on the order of 10“6 cm, which is
only a small fraction of the penetration depth of energetic
(several kev) incident ions. Therefore, one can consider
the interaction due to ions with their full primary energy.
Using Bethe's formula for the ionization cross section in
the energy range 1 kev to 100 kev (Mott and Massey, 1965),
Sternglass, 1957, arrived at an expression for the secon-

dary yield, 6, of the form,

§ e = E— 1n \ ——_—fM )}, (22)
fo) i

where,
M = ionic mass,
m

= electron mass,

E.= incident ion energy,

Z = atomic number of target atoms,
E = mean energy loss per collision,
I

= mean excitation potential,.
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I is defined by,

Z lInI= 2. Z2 .1ln 1 (23)
n, n n

1 1 1

where Zn is the number of electrons in the (nl) shell

1

and In is their binding energy. The atomic shells which

participate depend on the ion's velocity, the lower velocity
ions interacting only with outer shell electrons. The thres-
hold for the kinetic process is roughly proportional to the
ionic mass, being about 100 ev for the lighter ions. The
secondary yield will have a peak at an ionic energy which

is proportional to the ionic mass and is on the crder of

some kilovolts for the lighter ions. If the yield is ex-
pressed as a function of ion velocity, it becomes indepen-

dent of ion mass for a given charge state and material.

Finally, secondary emission due to photon impact is a
source of background in the present experiment. The quantum
efficiency of Bendix channel multipliers for photons has
been determined experimentally by Johnson and Svenson, 1965.
The chief process in the energy range of channel multiplier
sensitivity is photoelectric emission for which the work

function, as noted above, is similar to that of tungsten.

For most materials the maximum secondary yield for
incident electrons will have a value from slightly less than
one to about ten secondaries per incident primary (see
Bruining, 1954). Concerning the channel multiplier emitting
surface, we can only assert that émax must be greater than
unity for the observed multiplication process to occur.
Furthermore, since the channel multiplier will function

over a wide range of operating voltages, the secondary
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emission yield must be greater than unity over a fairly
large interval of electron energies. An estimated value
of 5 secondaries per primary for Ehax should not, there-
fore, be too much in error. Further evidence for this
approximate value is suggested by the following simple
approach. Typical current gains of 5 x lO7 have been
measured by us at an operating voltage of about 3500 V.
If the average enerqgy gained by the secondaries between
encounters with the wall is near that for the estimated
maximum yield of 5, then the observed gain would require
that the channel multiplier be equivalent to eleven stages
of multiplication. Since the 3500 V potentialvshould

be distributed uniformly along the length of the channel,
the average energy attained by each secondary should be
in the neighborhood of 350 ev. Experimental measurements
by Frank, 1965, of the channel multiplier counting effi-
ciency as a function of primary electron energy indicates
a maximum near this energy. Therefore, to a first approx-
imation, channel multiplier gain is determined by the
operating voltage, reaching a maximum when the average
energy attained by the secondaries corresponds to that

for which % = Ehax for the emitting material.

The actual operation is, however, somewhat more com-
plicated, especially near the maximum gain. It was first
noted by Evans, 1965, that the channel multiplier could
be operated in a saturated gain mode. That is, while
operating voltages of 1000 - 2000 V result in a pulse
height distribution which is very broad and rising toward
lower pulse heights, when the operating voltage is in-

creased to 3000 - 4000 V with gains of more than 107, the



-47-

pulse height distribution becomes sharply peaked. This
behavior is attributed to a gain limiting process occur-
ring as a result of the electron cascade. As discussed
by Schmidt and Hendee, 1966, the saturation effect is
probably caused by the electron space charge which exists
inside the channel during a cascade. Due to such a space
charge, an electron emitted from the channel multiplier
wall wili experience a radial repulsive force tending to
shorten its time of flight, thereby decreasing the energy
which it attains between encounters. Eventually this
average acceleration will decrease to the point that the
incident enérgy corresponds to a & of unity. Thereafter
no further multiplication can occur and the magnitude

of the cascade becomes saturated. This effect is for-
tuitous for experiments employing a pulse counting

method in which there will always be a minimum pulse
height such that a pulse of lower amplitude will go un-
recorded. In principle then, the discrimination level can
be set somewhat below the sharply peaked pulse height dis-
tribution, avoiding significant loss of pulses. If the
count rate is low enough such that another cascade is not
initiated until the space charge of the previous count has
cleared the channel and the emitting surface has recovered
from the net positive charging which it has experienced,
very accurate pulse counting is possible. However, for
higher count rates the effect of residual space and surface
charge will be to limit the gain at a lower level. For
example, there will be more space charge present after a
given amount of multiplication. Therefore, if the count
rate is constant but high enough so that these effects occur,

we should still expect a peaked pulse height distribution
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but a lower average pulse height. Moreover, if the count
rate is rapidly varying we should then expect a broadening
of the pulse height distribution. These effects may be
accounted for by simply assigning a dead time to the chan-
nel multiplier -~ amplifier combination which is approxi-
mately equal to the average time between pulses at which
the mean pulse height falls below the amplifier threshold.
The experimental determination of this dead time will be
discussed in the section on SPECS calibration. Theoretical
calculation of the count rate at which dead time effects
become important is complicated by the phenomenon of ion
feedback, which occurs for high channel multiplier opera-
ting voltages. The large electron cascade near the col-
lection end will ionize any residual gas and the positive
ions will drift up the tube due to the axial electric
field with some probability of striking the wall and ini-
tiating other cascades. This effect is known to occur at
laboratory pressures as low as 10-6 mm Hg. Ion feedback
contributes to the gain but also tends to lengthen the rise
and decay times of the output pulse. Such feedback is not
important at the Aurora 1 altitude, where pressures are

on the order of lO—lO mm Hg.

To a first approximation, the channel multiplier count-
ing efficiency as a function of primary energy for low
input fluxes should closely resemble the secondary yield
curve for the emitting material. However, the gain satura-
tion effect should tend to flatten the response curve in
the region 0>1. As mentioned above, Frank, 1965, has ex-
perimentally determined the counting efficiency of the

Bendix channel multiplier as a function of primary energy
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for electrons and Li+ ions. We will adopt the electron
curve as reported by Frank (see Figure 14). However, in the
absence of experimental data on proton efficiency, we must
attempt to correct the Li+ relation for the ionic mass
difference., It has been determined theoretically (Stern-
glass, 1957) and experimentally (Ploch, 1951) that secon-
dary emission by kinetic ejection for a given material de-
pends only on the ion charge and velocity. Since the
ionization potential of Li+ is only 5.39 V and the estimated
work function of the channel multiplier emitting material

is 4<5 V, the criterion for potential ejection (Vf>2¢) is
not satisfied. Therefore, Li+ can produce secondaries in
the channel multiplier only by kinetic ejection. There

are two difficulties in attempting a straightforward cor-
rection of the Li+ efficiency curve to protons. First, the
ionization potential of H+ (13.6 V) does satisfy the poten-
tial ejection criterion. However, experimental work on
potential ejection has only been performed for noble gas
ions, which have the largest ionization potentials, inci-
dent on metals, which have many conduction band electrons
(Hagstrum, 1954). We would expect the process to be much
less efficient in the case of H+ incident on a semiconductor.
Therefore, in the absence of experimental data and with the
above justifications, we shall assume that the contribution
of potential ejection in the present experiment is negli-
gible. The second problem arises since the Bethe formula
for the ionization cross section is strictly valid only for
energies #1 kev, However, the kinetic ejection process,
when energetically possible, should depend only on ionic

charge and velocity. Therefore, we will correct Frank's
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. . s ,+
curve for channel multiplier counting efficiency for Li

to protons, as shown in Figure 15, by correcting the proton
1.008

energy axis for the mass difference (MH+ = 6.940 MLi+)'

D.2. Physical Analyzer and Associated Electronics.

In the SPECS instrument, energy analysis of an incoming
beam of éharged particles is accomplished by electrostatic
deflection. The analyzer geometry is shown in schematic
form in Figure 16. A particle incident on the SPECS aper-
ture from a direction lying within the look angle defined
by the three collimating baffles will enter the region
between the deflection plates. The plate nearest the funnel
channel multiplier is maintained at ground potential while
the voltage on the other plate is switched once every 0.5
second through the following succession of voltages: +35 v,
+350 v, +3500 v, +350 v, +35 v, -35 v, -350 v, -3500 V,

-350 v, -35 V. At a given plate voltage, particles of one
polarity will be directed toward the funnel channel multi-
plier while those of opposite polarity will be deflected
into the array of five 270° channel multipliers. The angle
through which each particle is deflected will depend'on its
energy per unit charge. In a complete cycle of plate voltage
nominal energy per unit charge passbands as shown in Figure
17 are sampled, thus generating an eighteen-point spectrum
for electrons and protons (ignoring the contributions of
other ions). The exact passbands for the Aurora 1 instru-
ment will be given in the section on SPECS calibration.
Note that certain internal consistency checks are made
available by the chosen geometry. For example, comparable

energy ranges are sampled by Channel 6 and channels 2 - 4
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for plate voltages of opposite polarity, and by Channel 5
and channels 1 - 3 at successive voltages of the same po-
larity. These nominal energy passbands are the result of
approximate calculations, neglecting fringing fields, and
preliminary experimental tests with a breadboard of adjust-
able geometry. The essential characteristics of these
passbands, as regards total energy range and internal con-

sistency checks, are achieved by the SPECS flight model.

The combination channel multiplier constant power sup-
ply and switching deflectioh plate supply for the Aurora 1
SPECS was built by Analog Technology Corporation. Having
a weight of 820 gm and a volume of 525 cm3, this supply
dissipates an average power of 505 mw. The switching
time for each level is less than 8 msec with a peak to
peak ripple of less than one volt appearing at the de-
flection plate. A constant 3500 V (positive) is delivered
to the channel multiplier array with a ripple of 50 mV.
The power supply is driven externally by a 2 cps payload
clock, so the deflection plate voltage level is changed
once every 0.5 second. See O'Brien et al., 1967 for a

more complete description of its operation.

The channel multipliers are operated in the gain sa-
turated mode, as described above, resulting in an approxi-
mately equal charge output for each particle counted. The
charge pulses are ac-coupled into charge sensitive preampli-
fiers which effect their conversion to voltage pulses ap-
pearing at the input to a differential amplifier discrimi-
nator. The charge level which the channel multiplier out-

puts must exceed for a pulse to be counted is determined by
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_the feedback capacitance of the charge sensitive preampli-
fier and the biasing of the differential amplifier. A
Complementary driver at the discriminator output completes
the conversion of the charge pulse to a 7 V - 0 V negative
going pulse with rise and fall time less than 200 nanosec
and pulse width of about 2 microsec. This output pulse is
delivered directly to the scaler circuitry and thence on to
the satellite telemetry. Whereas the funnel channel multi-
plier (Channel 6) is sampled continuously, due to telemetry
limitations chaﬁnels 1 through 5 are subcommutated. The
switching logic is driven by a 10 cps payload clock, re-
sulting in a sample time of 0.1 second per channel. The
subcommutation is accomplished by disabling the inputs to
four of the discriminators and summing all. five outputs. A
block diagram of the SPECS electronics is shown in Figure

18.

D.3. SPECS Calibration.

A laboratory calibration that is accurate and as ex-
tensive as time and other limitations allow is essential for
the interpretation of the output of a space-borne pafticle
detector such as SPECS. The charged particle information
which we hope to gain with such an experiment includes their
number, velocity, and angular distribution with respect to
the local geomagnetic vector. Ideally, one should like to
place the detector in every type of radiation environment
which might be encountered during its useful lifetime in
orbit, thereby identifying each particular résponse with a
given set of conditions. Such a procedure is, of course,

impractical, the usual approach being a selective one by
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which the most germane aspects of the instrument's operation
are tested explicitly, laying a solid empirical basis for
generalizations concerning its other functional details.
Following this general philosophy, our basic calibration
procedure involved a determination of sensitivity as a

function of particle energy and incidence angle.

A uniform, four-inch diameter, monoenergetic electron
beam of adjustable energy and intensity was used for the
measurement of the energy passbands and angular response of
the Aurora SPECS in its final flight configuration. The
electron beam is generated by accelerating photoelectrons
ejected from a twelve-inch diameter aluminum plate which is
illuminated with ultraviolet light mainly at the 2537 A line
of mercury. The accelerating potential is applied between
the aluminum plate and a four-inch diameter grounded screen
which serves as the exit aperture. Between the grounded
screen and the aluminum plate, and connected at equal
voltage intervals along a resistive divider, are eleven
concentric aluminum rings with inside diameters of ten
inches. The resulting electron beam is uniform within a
factor of two over tis diameter and is nearly monoenérgetic
with energy variable up to 30 kev. An experimental verifi-
cation of the narrow energy spread is shown in Figure 19,
where relative beam current is plotted versus retarding
voltage for a retarding grid oriented perpendicular to the
beam. No magnetic shielding is employed, so the low-energy
limit to the usefulness of the beam is determined mainly by
the perturbatioh due to the earth's magnetic field, becoming

more important below about 200 ev,.
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The usual procedure was to maintain a constant beam
energy while varying the angle of incidence with a motor-
driven angular sweep fixture to which the SPECS was
mounted. The pivot for this angular variation was at the
front SPECS aperture, hence the same portion of the beam
was sampled during the entire angular sweep. The angular
response was measured chiefly in the plane of the channel
multiplier array, that is, over the smaller acceptance
angle. Several measurements over the larger angle revealed
a nearly constant (within a factor of two) response over
the 20° acceptance angle at a given beam energy. Moreover,
for a given channel the relative response over this larger
angle was almost identical for all energies within the
energy passband. Subsequent changes in beam energy resulted
in a set of angular response curves such as shown in Figure
20. Due to the uniform count rate err the largé accep-
tance angle, the total response to an isotropic monoener-
getic beam will be approximately proportional to the inte-
g;ated response over the smaller acceptance angle. We have
assumed that this proportionality is exact and have numeri-
cally integrated the angular response curves for the applied
beam energies, thus generating the experimental curves of
relative response to an isotropic beam as a function of
electron energy shown in Figure 21. We define the minimum
and maximum of the energy passband for each channel as the
energy for which the integrated response is 10% of maximum.
Similarly, the acceptance angle limits are defined as those
angles at which the peak response occurred for the minimum
and maximum energies. These calibrations were carried out
at fairly low count rates of a few thousand counts per se-

cond, thereby avoidiné significant saturation effects. The
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energy passband and angular response calibration is poten-
tially very accurate and hence affords us our best knowledge
of the SPECS operation. However, we should note that the
10% energy passbands were measufed with a flat input spec-
trum, that is, with equal intensity at all energies. Ac-
tually, the effective passbands will depend on the input
spectrum, a steep spectrum rising toward lower energies
resulting in a passband which is likewise shifted toward
lower energies. This effect is, of course, of greatest

import for the wider passbands of channels 5 and 6.

whereas, the above calibration’procedure has yielded
fairly accurate information concerning the range of ener-
gies and incident angles which are sampled by each SPECS
channel, we should like to know as accurately as possible
the absolute number of impingent particles within the
energy bands and angular sectors sampled. An absolute cali-
bration is made very difficult by the rather complicated
geometrical configuration of the SPECS analyzer and com-
pounded by the variation of channel multiplier response
as a function of electron and proton energy. We should
note at this point that the latter problem has been ignored
in the determination of the energy passbands since for a
given channel the variation in efficiency is automatically
accounted for in the calibration procedure while the
variation over the total range has been nullified by the
normalization process. We have approached the problem of
absolute calibration in two ways, each of which is beset
by several uncertainties. The first of these involves an
approximate calculation of the total geometric factor in

light of the available calibration data, while the second
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was conducted by introducing an iSotropic'electron beam
from a Ni63 B-source about which the theoretical energy

spectrum and the total intensity are known.

The first method is based on the fact that the geome-
tric factor (the number which, when divided into the detec-
tor output in counts/sec will give the total number of par-
ticles in a unit energy interval which are incident on

al cm2 area through a solid angle of 1 steradian) is de-
termined chiefly by the solid angle which is viewed, the
effective area of the counting device, and its efficiency
for counting the particles of interest. The geometric
factor is a function of particle energy, but if it can be
found for a given energy in a certain channel, a total
geometric factor for that channel can be arrived at through
the previous measurement of relative response versus energy.
Since we have fairly accurate measurements of solid angle
response at our disposal and we know the channel multiplier
efficiency as discussed in the previous section, it remains
only to determine the effective sensitive area for each

channel.

In this treatment, we wish to find the expected geo-
metric factor for each channel by considering a certain
energy, in particular the energy of maximum response.
Whereas, the acceptance angle for a beam composed of all
energies within the measured passband of the channel is
somewhat larger than that for the energy of maximum response,
it is the latter which should concern us in this calcula-
‘tion. The angular response thus defined is typically about

3° in the plane of the channel multiplier array for one
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of the 270O channels (Channel 6 will be considered later).
Concentrating for the moment on the configuration in this
plane, one can show geometrically that if the divergence
of the beam throughout the deflection is determined only
by the spread in incidence angle, at the distance of the
channel multiplier array all particles entering within 3°
of the axis through the area defined by the smallest
aperture can be counted by a 1 mm diameter sensor. We
have assumed of course a constant deflection angle for all
incidence angles. Therefore, in this plane the geometric
factor will be determined by the acceptance angle and the
width of the rear aperture. In the plane perpendicular

to the channel multiplier array, the angular part of the
geometric factor will again depend on the measured accep-
tance angle but the pertinent distance will be the channel
multiplier inner diameter. Thus, for the energy of maxi-
mum sensitivity, each 270O channel will have a geometric

factor given by,
2
g = €AQd cm ster,

where, € is the counting efficiency at the energy of peak
response as deduced from Figures 14 and 15, Q is the accep-
tance solid angle, given approximately by,
3° 90°
Q~[ [ sinpdp a8 = .018 ster., (24)
6=0%p=70°
where, 6 is the small angle and ¢ the large angle, while

A is the sensitive area,

A (width of rear aperture) -

~« (channel multiplier diameter)
4.3 x 10-3 cm2, (25)

I
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Hence, g ~ €(7.74 x 10_5) cm2 ster. In order to calculate
the total geometric factor for a given channel, an energy
factor must be included. We will accomplish this by
simply finding the average value, n, of the normalized
response curves of Figure 21, multiplying g by this factor
and the energy passband in ev. The resulting total geo-

metric factor will thus be given by,
2
G = NEAS AE) cm ster ev. (26)

The results of this calculation for each of the five 1 mm

diameter channels are given in Figure 22,

For the case of Channel 6, the principal area limita-
tion in the plane of the sensor array is again the width
of the smallest aperture, but the acceptance angle at the
energy of maximum sensitivity is slightly larger, being
limited mainly by aperture vignetting rather than channel
multiplier edge effects as in the case of the smaller
channels. In the other plane, the limiting area dimension
is the 8 mm cone diameter, the acceptance angle remaining
about 200. Calculations of the Channel 6 geometric factor

resulted in the values given in Figure 22.

The other method, that is, using an isotropic conti-
nuous pB-source, was also performed but an accurate inter-
pretation of the results must await experimental measure-
ment of the Ni63 energy spectrum. While the theoretical
energy spectrum of the source is known, the effects of
scattering within the source have not been assessed com-
pletely. Therefore, we consider the calculated absolute

geometric factors to be the most reliable at this time.
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As mentioned in Section D.l., there is an inherent
channel multiplier - amplifier dead time during which
successive pulses will not be counted. The effect of
this finite resolving time is an apparent count rate
that is lower than the true count rate except where the
interval between all pulses is greater than the dead time.
The channel multiplier and its amplifier comprise a
system of the paralyzable type. That is, only those
intervals longer than the dead time, p, can be counted.
Hence, for sufficiently high count rates the output will
be decreased to zero, or be "paralyzed". If the statis-
tical fluctuations of the true counting rate are describ-
able by a Poisson distribution, and if the average true
count rate is N, then the probability that no counts

will be observed during a time interval t is given by,

o)
p = ANE) Nt _ Nt (27)
o O.

The probability that a given interval between counts will

be in the range t to t + dt is,
dp =N e T at . - (28)

Therefore, the probability that a given interval will be

longer than the dead time, p, is given by,

-Nt g

[+
PAt>p ij e t
— e_Np.

(29)

The observed count rate for a true count rate of n counts

per second should then be,
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n=N~Ne . ' (30)

Differentiating eq. (30) with respect to N indicates a
maximum to the observed counting rate, n, when Np = 1,

that is,

n = — . (31)

If we can establish that the SPECS channels do, indeed,
obey such a law, and further that p for our counters is
independent of N, then a measurement of the maximum at-
tainable count rate for each channel is all that is re-
quired to determine the relation between true and apparent
count'rate. Note that the function of eqg. (30) is double-
valued in N, so that we must decide in each case whether

N is greater or less than 1/p.

Using the electron beam described in the previous sec-
tion, we were able to achieve the maximum count rates in
channels 1, 2, 3, and 6. Additionally, we performed an
experimental measurement of true vs. apparent count rate
for all channels up to the maximum beam currents attainable.
Using the dead time obtained by inserting the observed
noox into eq. (31) for channels 1, 2, 3, and 6, the predic-
ted relationship of eqg. (30) can then be compared with that
found experimentélly over the sampled range. If the pre-
dicted and observed relations coincide, we should, with
some confidence, be able to apply the relation of eq. (30)
to the entire range of count rates encountered in the
flight. The value of such a theoretical relationship is

emphasized by the fact that channel multiplier gain is
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somewhat dependent on operating pressure and total accumu-
lated counts. Any change in gain will tend to change p by
altering the fraction of pulses which fall below the ampli-
fier discrimination level. However, if the relation of

eq. (30) is found to be satisfied, then a determination

of noox from the flight data is all that will be required
to correct the true versus apparent count rate relation

for the current conditions.

The experimental true versus apparent count rate
curves were measured by the following procedure. The elec-
tron beam was directed at normal incidence into the front
SPECS aperture. 1Initially, a low beam current was genera-
ted and for a given channel an electron energy close to
one edge of the energy passband was applied. Varying the
energy up to the energy qf maximum sensitivity resulted
in a response curve similar to the lower curve of Figure 23.
The beam current was subsequently increased to its maximum
value (approximately-a factor of ten more intense than
that of the first run) and a similar procedure’followed.

A curve such as the upper one in Figure 23 resulted. We‘
made the initial assumption that there are no saturation

effects below a given level, noted by n on the upper

21

curve, i. e., n (see Figure 23). Necessarily then,

21 = Vo1

we have nll = Nll and the ratio of the beam intensities for

the two trials should be given by n Therefore, at

21/P11
each energy we should have,

Nyy = — Npj. (32)
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Using this relation, we correct the apparent count rates
of the upper curve (nzi) up to that value of i for which
i T Mo
curve which has been generated is then used to correct

The partial true versus apparent count rate

the next section of the lower curve. The same procedure is
followed again until the entire upper curve has been cor-
rected to true count rates. 1In practice, however, there

is a background effect such that a number of the initial
counts will not be multiplied by the beam increase factor,
but instead will remain constant. Because of this, a
correction was necessary to satisfy the requirement n < N.
This correction was small compared to the count rates

considered.

An example of the results of this procedure are shown
in Figure 24 for the case of Channel 1. The background
orrection was introduced by initially subtracting a constant

200 counts/sec from both curves. Taking a value for n f

o
5400 counts/sec (~0.1 nmax)' the values plotted in Figiie
24 were obtained. The solid line is the theoretical curve
obtained by inserting the value of p obtained from
noax = ﬁ? into eq. (30). Comparable agreement was obtained
for channels 2, 3, and 6. The relations between n and N
for channels 4 and 5, which were not driven to noox by the
available beam current, were obtained in a slightly differ-
ent manner. After introducing a background correction as
described above, the dead time was determined by approxima-
ting the exponential term in eq. (30) by the first two terms

in the infinite series, i. e.,

n ~N(1 - Np), Np << 1, (33)
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which is valid within 10% for Np < 0.4. Using the ratios
of beam intensities, n21/nll, and inverting eq. (33), we

should have,

Nli(l + n21/nll) = n2i(l + nZip)' (34)

The value of p thus obtained is used in eq. (30), which is
compared again to the experimental points. The theoretical
n versus N relations which we will use to correct for dead
time are given for all channels in Figure 25. An unfortu-
nate yet important point arises here. Eq. (30) is non-
linear in N and cannot be solved analytically for N.
Therefore, when it is necessary to correct count rates in

the flight data, we shall make use of the approximation,
N ~ n(l + np), (35)

whenever Np < 0.4 (guaranteeing 10% accuracy). For higher
count rates, an iterative process, employing the above

approximation as a starting point, will be used.

In addition to the particles which the SPECS instru-
ment is designed to detect, there are other sources of
counts which may be classified as background. The two most
obvious causes of spurious counts are contamination by |

ultraviolet radiation and penetrating particles.

Measurements of the SPECS ultraviolet rejection ratio
have been conducted at Rice and at Bendix Research Labora-
tories. The results are still in pfeliminary form, but
indicate a rejection factor of about 10—6 for Channel 6,

representing the worst case. The most important ultraviolet
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radiation encountered by the satellite is the 1216 A Lyman
Alpha line of hydrogen produced by the sun and resonantly
backscattered by the hydrogen in the earth's atmosphere.
Virtually all the backscattered Lyman Alpha, or geocorona,
will originate below the satellite altitude, so that after
orientation, in the northern hemisphere, the only important
source of ultraviolet contamination should be the sun.
-Bendix has measured the quantum efficiency of their channel
multipliers to be about 1.8% at 1216 A. The average solar

output of Lg being about 5 ergs cm_2 sec—l or 3 X 10ll

photons cm-2 sec ~, maximum counting rates of about
5000 counts/sec should result when the detector is pointed
directly at the sun. On the other hand, the geocorona

should cause less than ~1 count/sec of background.

Energetic primary particles will cause background counts
by either producing bremsstrahlung X-rays in the detector or
satellite walls or penefrating directly through to the
channel multipliers. 1In an effort to reduce this effect,
the shielding afforded by the lightweight magnesium of
the detector and satellite structures was supplemented by
a .100" thickness of lead which was affixed to the top and
sides of the SPECS analyzer section, Thus, a total shield-
ing of about 3 gm cm—2 was effected. Background due to
cosmic rays and other sources present in the laboratory was
measured to be less than 0.1 count/sec for channels 1 - 5
and less than 0.5 count/sec for Channel 6. A more thorough
analysis of the actual problems caused by these.background
sources will be given when they affect the flight data

presented herein.
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Before proceeding, we should mention that Arnoldy
(see Hoffman and Evans, 1967) has measured the absolute
counting efficiency of the Bendix channel multiplier in a
limited energy range (~100 ev to 2 kev) with results some-
what at variance with those of Frank, 1965, which we have
chosen to use due to their wider energy range of applicabi-
lity. Arnoldy's curve is shown in Figure 26. 1In the
section on experimental results, we will discuss this
source of potential error as it applies to our reported

observations.
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ITTI. EXPERIMENTAL RESULTS

A. Satellite Performance.

All satellite systems operated satisfactorily in a
real-time mode from launch on June 29, 1967, until August
11, 1967, with periodic cutoffs for recharging initiated
by the battery voltage monitor. The extended charging
period which began on August 11 may have been caused by
radiation damage to the solar cells during transit through
the inner Van Allen zone. Data transmission resumed for one
day on October 11, 1967, when the earth's motion about the
sun had resulted in a maximum sunlight, dawn-dusk orbit.
The operation of the satellite at this time was much the
same as that at time of cutoff, indicating that the battery
charge level was‘probably the only factor contributing to

the extended data gap.

As -discussed in Section II.C., magnetic orientation
was successfully achieved in about two weeks, the maximum
deviation of the bar magnet from the geomagnetic vector
being less than ~15° after that time. We note, however, in
Figure 7 that there was a three-day data gap during the
period of most rapid orientation. Examination of the out-
put of the quadrant photometer, which is sensitive to the
sun and the sunlit earth, verifies that orientation did
in fact occur. The predicted spin period (Section II.C.),
assuming complete despin after launch, was longer by
approximately a factor of two than the observed period.
However, a clear latitude dependence of spin period was

observed as predicted as well as an initial decrease of
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period with time until the maximum deviation from the geo-
magnetic vector became consistent with that required for
sinusoidal motion. The spin period as deduced from the
subcommutated magnetometer output and the ultraviolet and
visible photometer periodicities was initially about 70
seconds, decreasing to about 40 seconds as orientation

was approached.

Data from the SPECS charged particle detector were
available throughout all periods of satellite transmission.
Channel 6, which experienced relatively high counting rates
(up to 100 kc/sec) produced useful data for the first eight
orbits. Its short lifetime is attributed to channel multi-
plier gain loss as a function of total accumulated counts.
Channels 1 - 3 were active for approximately 100 orbits,
while channels 4 and 5 produced good data for all periods of
satellite transmission, that is, through the 864th orbit.
The failure of these channels, while being of some concern
in the design of future payloads, did not seriously affect
the usefulness of the subsequent data as related to this
thesis. Channels 4 and 5 with the six deflection voltages

provide six-point spectra for both electrons and protons.

B. Data Acquisition and Reduction.

Aurora 1 orbit information is provided by the U. S.
Navy Space Surveillance Systems while data reception was
conducted by NASA STADAN stations at the following loca-
tions: College, Alaska; Ororal, Australia; Wwinkfield,
Englahd; Madagascar; Rosman, N. C.; Quitoe, Ecuador; Ft.

Meyers, Fla.; Johannesburg, S. Africa; and Santiago, Chile.
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Private receiving stations at Tromso, Norway and at Rice
University also participated. The most extensive coverage
was that by the College STADAN station, with the winkfield
and Tromso stations providing valuable data near 0° longi-
tude. All stations recorded the satellite's data trans-
mission as well as the NASA 36-bit time code, with the
STADAN stations recording in addition a Serial Coded
Digital Time code. The orbital information is available
for each minute of Universal Time, thereby providing a
convenient conversion from the recorded time to the
satellite location in terms of altitude and the longitude

and latitude of the subsatellite point.

The charged particle data presented herein are ref-
erenced to the satellite position in the geomagnetic
field by specifying the L parameter each minute and the
magnetic local time each five minutes. The L values are
obtained from McIlwain's computer program (McIlwain, 1961)
which is based on the Jensen and Cain 48-term expansion
of the earth's quiet field. The magnetic local time is
defined by the angle between the magnetic meridians
passing through the subsatellite point and the subsolar
point, magnetic noon (MLT = 12.0) occurring when this

angle is zero (Vegard, 1912).

A sample of the Aurora 1 analog data is shown in
Figure 27. Whereas, in principle this type of data can
be digitized with an appropriate multiplexing system,
the frequent noise spikes and ripple which appear on the
data tapes render the cost of the analog to digital con-

version system impractical. Therefore, the data are read
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manually from strip charts and punched onto computer cards.
Further data manipulation, plotting, etc., is accomplished
with the Rice University IBM 7040 computer, along with an
SDS 92 computer and a California Computer Products Auto-

matic Plotter.

C. Typical Characteristics of Electron Fluxes

Observed at High Latitudes.

During the first few days of orbit, the Aurora 1 SPECS
was sampling a large range of pitch angles due to satellite
tumble and was thus suitable for determining the typical
charged particle energy spectra and pitch angle distri-
butions as functions of position along the orbit. We will
herein confine our attention to the high-latitude (L > 4)
portions of the flight, for which the observed charged
particles will be considered as more or less directly

connected with some type of auroral phenomena.

Cc.l. Response of Channel 6 in the Polar Regions.

The properties of the observed high-latitude particle
radiation that persist on the average for all orbits ana-
lyzed to date are in fact represented quite well by the
output of Channel 6 during the first few orbits. Certain
special cases will be considered later, but the data pre-
sented in this section are to be taken as typical of the
average properties of the polar charged particle population.
We have chosen Channel 6 because its output is transmitted
continuously, thereby avoiding complicated decommutation

procedures, and because its relatively wide passbands allow
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more complete coverage of the energy range of interest with
a three-point spectrum. Of course, such a sample is apt

to disguise some of the spectral details, but these will

be resolved for the areas of interest in a succeeding
section. Moreover, in each case, channels 1 - 5 are in-
vestigated for the internal consistency checks which they
afford. That is, the sum of the outputs of these five
channels at a given deflection voltage is compared to the
Channel 6 output at a deflection voltage of the same mag-
nitude but of opposite polarity as a test for instrument

malfunction or inadequate performance.

In figures 28, 29, and 30 the response of Channel 6
during typical passes through the polar regions is plotted
versus Universal Time and L, with magnetic local time
indicated periodically (see Burch, 1968). Counting rates
plotted are 0.5-second averages obtained at 5-second
intervals. Also shown are pitch angle ranges based on the
subcommutated magnetometer output which was transmitted

once every 16 seconds.

Above L ~ 4.5 there typically are three distinct zones
of electron precipitation:

(1) An "auroral zone,"

(2) A "soft zone,"

(3) The "polar cap."
The spatial coincidence of the first zone with the region
of most frequent auroral activity and the appreciable
fluxes of electrons in the energy range 6200 ev - 25,000 ev
(see Evans, 1967a; Westerlund, 1968) are the motivations

for using the name "auroral zone". This region is



-71-~

characterized by (a) relatively hard electron spectra,
and (b) a tendency toward isotropy except near a = 180o
(northern hemisphere) or & = 0O (southern hemisphere)
where an intensity decrease is usually observed in the
two higher energy channels due to atmospheric scattering

and absorption.

The soft zone noted in figures 28, 29, and 30 is
typified by (a) much softer electron spectra, and (b) rapid
variations in intensity which are most evident in the lowest
energy channel. We note that due to limited time resolution
and rapid motion across L shells, it is difficult to dis-
tinguish between spatial, temporal and pitch angle aniso-
tropies, so that it is impossible to conclude from these
figures whether the soft zone pitch angle distribution
differs from that of the auroral zone. The soft zone ex-
tends from the point of spectral softening at the auroral
zone boundary poleward to the latitude at which the count
rate in the highest energy band falls below threshold
(8 counts/sec) and those of the other two bands decrease to
the levels which persist across the geomagnetic pole. Ana-
lysis of approximately 30 passes indicates that wheréas the
very sharp high-latitude termination of electron fluxes
seen in Figure 30 does not occur on every pass, it is a

typical feature, especially near the midnight meridian.

The segment labeled polar cap in Figure 30 shows the
typical response of Channel 6 between the soft zone and the
geomagnetic pole. Electron fluxes in the two lower energy
bands are relatively uniform in this region, remaining a

factor of 10 to 100 below those in the soft zone. The
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response in the highest energy segment is below threshold
over the polar cap except for statistical variations and
occasional contamination by solar ultraviolet radiation
(see Section II.D.). We will not consider the polar cap
region further except in noting the very weak fluxes which
are encountered there, since due to much smaller geometric
factors, count rates of statistical significance are not

. obtained in channels 1 - 5 in the polar cap region and
data are not available for Channel 6 beyond the eighth
orbit. We should note, however, that the characteristics
of the particle radiation that does exist over the polar
cap are of great importance and future experiments should
be designed in view of the approximate fluxes indicated

in Figure 30 with the vertical axis divided by the Channel

6 physical geometric factor (~10—4 cm2 ster).

C.2. Diurnal Variation of Northern Hemigphere

Particle Fluxes.

Due to unfavorable receiving station locations,
southern hemisphere coverage does not usually include the
complete soft zone. Therefore, we use only northern hemi-
sphere passes in Figure 31. 1In this figure a few northern
hemisphere passes which occurred on June 30, 1967, are
plotted as functions of magnetic local'time and the inva-
riant latitude at which the magnetic field line passing -
through the satellite would ideally intersect the earth's
surface. That is, A = cos—l(L_%) (0'Brien et al., 1962),
where L is given in earth radii. Since the motion of the
earth about the sun is only about lo during a single day,

all these passes occurred at essentially the same geographic
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local time with the tilt of the earth's equivalent dipole
being responsible for the magnetic local time spread. The
dotted lines represent those regions where auroral type
electron spectra were observed while the solid lines indi-
cate the presence of electron fluxes characteristic of

the soft zone as described above. These passes occurred
during times for which the three-hour Kp values ranged
between 2 and 4 with a daily sum for June 30, 1967, of 22,
During such a moderately disturbed period, greatest auroral
activity usually occurs near the spatial center of the
average auroral oval (Akasofu, 1965). 1In Figure 31, the
shaded area represents the region of 70% probability of
occurrence of visual auroras near zenith during a thirty-
minute interval based on observations over a two-year period
(Feldstein, 1966). The dashed line in Figure 31 indicates
the average location at which fluxes of electrons at pitch
angles close to 90° and energies above 35 kev dropped to
cosmic ray background over 300 passes of Alouette 2 from
December, 1965, to July, 1966 (McDiarmid and Burrows, 1968).
The Alouette observations are averaged over seasonal varia-

tions and a wide range of Kp values.

We should emphasize that the dotted line in Figure 31
is not to be viewed as the boundary of stable trapping, in
the sense that electrons of energies higher than 35 kev
can bounce from hemisphere to hemisphere and drift around
the earth for invariant latitudes below this line. This is
especially so for the day side in view of the large diurnal
variation of the "trapping boundary" (see Section I.D.).

It should instead be considered as the boundary below which

electrons can attain such energies, with the stable trapping
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boundary occurring at a somewhat lower latitude (see
McDiarmid and Burrows, 1968). This is not to say that
electrons in the 1 - 10 kev range cannot be stably trapped
above this boundary. We can only state that the average
location of this boundary coincides approximately with that

of the boundary between the hard and soft electron regions.

C.3. Dependence of Northern Hemisphere Particle

Fluxes on Magnetic Activity.

It has been established (Maehlum and O'Brien, 1963)
that the 40 kev trapping boundary moves to lower latitudes
during times of high geomagnetic activity. It should
therefore be of some interést to determine if the boundaries
which we have described undergo any systematic variation
with Kp, a parameter (having values from 0 to 9 as magnetic
activity increases) which is logarithmically related to the
level of worldwide geomagnetic activity during a three-hour

period.

We will designate the invariant latitude of the boun-
dary bereen the hard and soft electron fluxes by Al‘and
that between the soft zone and the polar cap by A2. After
analyzing many passes, it became apparent that during cer-
tain passes, especially on the night side, the position
of Al

This behavior will be discussed at length in a succeeding

was quite difficult to determine (see Figure 30).

section. We have, however, ignored such passes in consider-

ing the movement of A, with magnetic activity. 1In Figure

1

32 we have plotted A, versus magnetic local time for various

1
ranges of Kp for cases where the boundary between the two



-75~

zones is easily recognizable. It is evident in that figure
that this boundary tends to lie at somewhat lower invariant

latitudes during magnetically disturbed periods.

During most passes the boundary designated by A2 is
fairly abrupt and easily recognizable. However, while
this boundary definitely lies at higher latitudes on the
day side than on the night side, it is evident from
Figure 33 that it undergoes no apparent systematic varia-
tion with Kp. It has been shown by Maehlum, 1968, that
A2 is well correlated with universal time, attaining
its highest values in the northern hemisphere when the
earth's dipole axis is tilted toward the sun and its lowest

values when the dipole axis is tilted away from the sun

(see Figure 34, taken from Maehlum, 1968).

C.4. Spectral Characteristics of Precipitated

Electrons in the Polar Regions.

Whereas, the three-point electron spectra presented
in the preceding section are indicative of the typical
characteristics of the fluxes found in the polar regions,
examination of the spectral details reveals a somewhat

more complicated behavior,

In Figure 35 we have plotted the response in four
of the energy bands sampled by channels 4 and 5 during
a daytime northern hemisphere pass when Kp and Kc (the
local College, Alaska K index, which we will use as a
measure of high latitude magnetic activity) both had a

value of 1. Also given are six-point spectra taken at
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two positions along the satellite trajectory. In this and
the other similar plots which.will be presented in this
section, the data points refer to .l-second average fluxes
obtained every 5 seconds, while the base lines are threshold
fluxes, corresponding to count rates of 10 counts/sec. The
six-point differential spectra are actually zero-order
approximations, since we have plotted the passbands defined
by 10% response to a "flat" laboratory spectrum (see Section
II.D.3.). In actuality, the passbands are dependent on the
input spectrum, for example, shifting to lower energies

for a steep spectrum which decreases toward higher energies.
However, due to the discontinuous nature of the spectra
encountered in the hard electron region and the "monoener-
getic beams" which may be present, little is gained by
higher order approximations. We note that the satellite was
oriented within~20o of the local geomagnetic vector during
this period (see Section II.C.) so that only those electrons
with pitch angles between 0° and 30° are sampled. Since
particles with pitch angles less than ~30° at the satellite
altitude will mirror below 100 km, and hence be lost to the
atmosphere, we conclude that these measurements are of

precipitated electrons.

Observations of precipitated electrons during two night
side passes are presented in figures 36 and 37. These
passes occurred during moderately disturbed geomagnetic
conditions (Kp, Kc = 2 - 3). The sharp high-latitude cutoff
is evident in both passes, being at a somewhat higher lati-
tdde in the pass of Figure 36, which corresponds to a time
when the earth's dipole was tilted toward the sun, than

in that of Figure 37, which occurred near the opposite
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configuration. The rapidly varying fluxes in the two
lowest energy bands above the apparent high latitude
cutoff in Figure 37 are not typical, but are further
evidence that the simple picture described in the pre-

ceding section does not occur in every pass.

As demonstrated in Figures 35, 36, and 37, the elec-
tron spectra characteristic of these regions are somewhat
more complex than indicated by the three-channel responses
presented in the preceding section. In each of these
cases, the spectra in the regions L~5-8 during local night
and L~8-20 during local day are relatively flat or
slightly peaked at energies of several kev. They are
also characterized by a rising intensity below a few
hundred ev and a sharp decrease in intensity above~ 10
kev. These spectra are similar to those which have been
observed from sounding rockets directly above visual
auroras (see Section I.D.). Such spectra are typically
observed by the Aurora 1 SPECS near the low latitude
boundary of precipitated electrons during moderately
disturbed periods. The velocity of the satellite pro-
jected to 100 km altitude is about 4 km/sec, so the
spatial resolution obtainable even when the satellite
is not moving perpendicular to the auroral oval is not
sufficient to resolve individual arcs. However, the
presence of these "auroral" type spectra during periods
of high latitude magnetic activity, especially in view
of the much softer spectrums observed to the north and
the very weak fluxes observed to the south, is suggestive

of a direct connection between these electrons and auroral
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phenomena. To support the contention thét these electron
spectra are directly associated with auroral activity, the
data in Figure 38, for a pass which occurred when Kp =

0+ - 1 and Kc = 0, are presented. We note that for this
pass the high-latitude cutoff is still apparent as is a
quite intense soft zone. However, electron fluxes are
largely below threshold for'the regidn where the "auroral"
spectra occurred in the disturbed passes, with very weak '

fluxes noted at lower L values.

Cc.5. Spectral Characteristics of Precipitated Protons

in the Night-Side Polar Regions.

In figures 39 and 40 are plotted the response to pro-
toné in four energy bands during revolutions 156 and 147,
corresponding to the electron data of figures 37 and 38.
The SPECS proton geometric factors are not known as accu-
rately as those for electrons due to the indirect means
which were necessary in deriving them (see Section II.D.).
This fact, coupled with lower counting rates, and hence
poorer statistical accuracy obtained in the proton measure-
ments, should be borne in mind when assessing the profon
spectra presented in this section. Therefore, we shall be
concerned chiefly with the general aspects of the proton

spectra and their relative spatial and temporal variations.

In comparing figures 37 and 39 it is evident that the
precipitating protons for this moderately disturbed period
exhibit a spectral duality similar to that displayed by the
electrons. Within the region where the peaked auroral

type electron spectrum is observed, the protons possess a
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very hard energy spectrum which shows some tendency to
peak in the 10 - 15 kev range, in contrast to the elec-
tron spectrum which falls off rapidly for energies in
excess of 10 kev. Points D and E, for which six-point
proton energy spectrums are given in Figure 39, correspond
to the similarly designated points in Figure 37. As

the satellite moves poleward, there is a rapid transition
to much softer spectra in both electrons and protons.
Note that the lowest energy proton channel responds
appreciably above threshold only in the electron soft
zone, while no protons above 10 kev are detected in this
region. It is also significant that responses in all
proton energy bands are at or below threshold poleward

of the sharp electron cutoff (at IL~8) despite intense

low energy electron fluxes which occur sporadically

up to L~17.

In Fiéure 40 proton data is presented for revolution
147, when Kp = 0+ - 1 and Kc = 0. In contrast to the elec-
tron pattern shown in Figure 38, the protons behave much
as they did for the moderately disturbed case considered
above. That is, both a hard and a soft proton zone afe
in evidence, but with somewhat softer proton spectra
than in the more disturbed case of Figure 39. Note that
in this pass the hard proton zone straddles the low-
latitude boundary of the soft electron zone, extending
about 3 sample periods (~100 km or 100 cyclotron radii
for a 10 kev proton at the satellite altitude) to either
side of that boundary. Therefore, appreciable proton
fluxes are present in the region where electron response

was below threshold (10 counts/ sec). 1In this quiet case,
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no significant fluxes of electrons or protons are recorded

above the sharp boundary at L ~ 1ll.

C.6. Poleward Movement of Auroral Electron and

Proton Precipitation During an Auroral Zone

Bay Disturbance.

From the data thus far presented, one might conclude
that the general particle precipitation pattern is as
follows:

(1) During periods of quiet to moderate planetary and
high-latitude magnetic activity (0 < KP,Kc g 4)'there exXists,
within a few hours of local magnetic noon and midnight, two
zones of electron precipitation. The lower latitude zone
is characterized by "auroral" type electron spectra similar
to those measured by sounding rocket experiments above
visual auroras (see Section I.D.). However, for very quiet
periods (aﬁ least on the night side) electron fluxes in this
region are very weak, indicating a strong dependence of
intensity on Kp and Kc. The other zone, contiguous to and
poleward of the hard electron zone, exhibits very soft
electron spectra with rapid spatial and/or temporal varia-
tions. 1In addition, narrow "spikes" with somewhat harder
spectra, occur sporadically in this region and are probably
the "spikes" observed at energies above 40 kev by McDiarmid
and Burrows, 1965, and others (see Section I.D.).

(2) During this same period, on the night side, proton
precipitation occurs in two zones which coincide roughly,
but not exactly, to the electron zones. The proton spectra
in the lower latitude zone peak in the energy range 1 - 10

kev and are somewhat harder above 10 kev than are the
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electron spectra. The peak shows some tendency to occur at
lower energies during the more quiet periods. During very
quiet periods, for latitudes below the soft electron region,
the ratio of proton flux to electron flux is much higher
than during the more disturbed periods, and could be greater

than unity.

This general pattern does seem to hold for the majority
of cases investigated. However, an important exception
has been noted during periods of moderate auroral zone bay
activity. In this section, we will consider such a case
and its probable relationship to the expansive phase of

the auroral substorm (see Figure 41, and Akasofu, 1964).

The electron and proton data presented in figurés 42
and 43 are for revolution 157, which occurred subsequent
to and during the same period of auroral zone bay activity
as revolution 156 (see figures 37 and 39). A magnetogram
from College, Alaska (about 75O of longitude to the east of
the subsatellite point) is shown for this period in Figure
44, The electron fluxes in only three energy bands are
presented to simplify the plot. Note in Figure 42 that,
whereas a peaked "auroral" type electron spectrum is.evident
for I~5 - 6, a simiiar, but much more intense spectrum is
observed sporadically all the way to the sharp cutoff at
IL~9. We note in Figure 42 that, while in the lower lati-
tude region the peaked spectrum persists in space and time,
the rapid spatial and/or temporal variations which are
usual characteristics of the "soft zone" are also noted in
the higher latitude peaked spectrum. As shown by the

spectra presented in Figure 42, the rapid intensity
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variations are accompanied by gross spectral changes, such
that the peaked electron spectrum (see point I) is frequent-
ly replaced by the much softer spectrum indicated at point
H. Again, no electron fluxes are detected poleward of the
sharp boundary, A2. -
Reference to Figure 43 reveals that the lower latitude
portion of the hard electron region is not accompanied by
any detectable proton fluxes during this pass. However,
relatively hard proton precipitation does begin abruptly
at a latitude somewhat (~200 km) below that at which the
onset of rapid variations in the 1075 ev - 1910 ev electron
channel occurs. Moreover, a change in the character of the
proton precipitation toward greater anisotropy is observed
about 100 km poleward of the latter point. Therefore,
we note that the relatively stable hard proton region is
found to straddle the low latitude boundary of the soft
electron zone and that the proton energy spectra in the usual

soft proton zone are also much harder fbr this pass.

It is evident then, that at least for the night side,
the region described as a "soft zone" for average conditions
has the potentiality to take on quite different characteris-
tics during an auroral zone bay event and, as we will dis-
cuss in the following section, probably defines the post-

breakup "auroral zone".
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C.7. Discussion of Possible Errors Due to Channel

Multiplier Efficiency Measurements.

\

Before proceeding to the next section, we should mgke
the following clarification. The electron fluxes presented
in this section are based on the channel multiplier elec-
tron efficiency measurements of Frank, 1965. In Section II.D.
we noted that Frank's measurements differ considerably
from those of Arnoldy (Hoffman and Evans, 1967) in the
limited energy range of Arnoldy's observations (~100 ev to
2 kev). Therefore, in Figure 45 we have plotted several
of the typical spectra presented in this section using
both efficiency curves (noting that Arnoldy's measurements
apply to only four of the six energy passbands). The solid
lines are obtained with Ffank's efficiency curve, while
the dotted lines are based on Arnoldy's measurements.  For
a smoothly decreasing spectrum, the only effect is that
Arnoldy's efficiencies result in a somewhat steeper slope,
while for the "auroral" type spectra, the effect is to
flatten out the relative peak in the 1 - 10 kev region.
However, the qualitative features of the spectral shapes
as pertain to this discussion are seen to be independént
of the efficiency curve used. The proton efficiencies are
based on the only known ion measurements, those by Frank,

1965.

In the follqying sections the observations presented

herein will be examined in the light of other experimental
results and an assessment will be made of current theore-

tical explanations.
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IV. DISCUSSION

The statistical auroral oval (see, e. g., Feldstein,
1966) is the dominant characteristic of the morphology of
auroral phenomena at low altitudes. It can be said that if
the particles which produce most of these phonomena and the
static and oscillatory electric and magnetic fields which
cause them to precipitate along the auroral oval are ex-
cluded from consideration, then the spatial characteristics
of auroral morphology, if not understood, are known to some
degree of statistical accuracy. However, as noted in Sec-
tion I, the auroral particle and field domains have not to
date become well-defined. The uncertainties are a result
of the difficulty in obtaining an exact theroetical solu-
tion of the solar wind - magnetosphere interaction on the
one hand and a great lack of experimental particle and

field data on the other.

The auroral particle and field problem will not, then,
be solved by this or any other single experiment. The
present experiment does, however, illuminate some of the
more interesting facets of polar charged particle pheho-
mena. This section is meant to place our newly obtained
information in its proper perspective and to serve as a

vehicle for conjecture on the auroral problem as a whole.

A, Relationship of Aurora 1 Data to Previous High-

Latitude Charged Particle Measurements at

Low Altitudes.

In this section, we will review the results of this

experiment in the light of what is presently known about
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high-latitude charged particles at low altitudes. 1In par-
ticular, we will discuss the areas in which Aurora 1 data
agree with, disagree with, and add to the present body of

knowledge as summarized in Section I.D,

Considering first the electron measurements, in Section
III.C.1., we noted that on typical passes through the high-
latitude regions electron precipitation occurs in three
reasonably well-defined regions of latitude, which we re-
ferred to as the "auroral zone," the "soft zone," and
the "polar cap." Due to the very low count rates observed
over the polar cap, we did not obtain statistically signi-
ficant measurements in that region and therefore could not
elaborate further on its properties. However, we were able
to establish several characteristics of the other two zones.
That is, during moderately disturbed periods (Kp~3) on both
the day and night sides the "auroral zone" is characterized
by appreciable electron fluxes in the range 1 - 10 kev and
these fluxes are detected nearly isotropically over the
upper hemisphere, but with the upflux amounting to only
about 10% of the downflux (see Figure 28). These observa-
tions are consistent with satellite and sounding rocket
measurements at much lower altitudes (sée Section I.D.).

In addition, the fact that, at the Aurora 1 altitude

(4000 km) electrons in this energy range are detected and
that the greater number of them are moving downward, indi-
cates that the 1 - 10 kev electrons are probably energized

at altitudes above 4000 km.

We have shown further that the high-latitude limit of

these "auroral” type fluxes undergoes a diurnal variation,
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for magnetic local times within two hours of noon and mid-
night, which approximates that of the average boundary above
which electron fluxes at pitch angles close to 90O and
energies above 35 kev decreased to cosmic ray background

as measured by the Alouette 2 satellite (McDiarmid and
Burrows, 1968). As shown in Figure 31, this boundary also
agrees with the high-latitude edge of the statistical
visual auroral zone (Feldstein, 1966). This result is con-
sistent with the Injun 3 observations that the region of
maximum auroral light output is closely related to (and
perhaps controlled by) the 40 kev trapping boundary. 1In
addition, the regions over thich thesé fluxes are detec-
ted are centered near 68° invariant latitude during local
night and near 70° invariant latitude during local day,

in agreement with the hard electron zones found by the

Lockheed group (see Figure 3).

The soft zone, which is characterized by a much softer
electron flux and rapid variations along the satellite
trajectory is shown in Figure 31 to lie poleward of Feld-
stein's viéual auroral zone and well above the Alouette
trapping boundary. The location of the day-side soft
zone agrees well with the soft electron fegion reported
by Johnson et al., 1967, that is, ~74°-80° invariant lati-
tude. However, they did not detect such a region on the
night side and inspection of Figure 3 shows that their zone
of night-side precipitation was confined to invariant lati-
tudes near and just below 70°. 1In considering this dis-
crepancy, we note that their criterion for the existence
of a "soft zone" was the presence of detectable fluxes in

an 80 ev threshold detector in the absence of same in a
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21 kev threshold detector and that the colatitudes plotted
by them in Figure 3 herein are "centers of gravity" of the
total electron energy precipitated across the zone (Sharp
and Johnson, 1967). With reference to the first point

we note that the night side "soft zone" can contain higher
energy electrons during auroral substorms and further that
it is possible, even during normal periods, that the aver-
age "soft zone" spectra are harder for the night side.

If this were the case, their criterion that the 21 kev
threshold detector not respond above background may not
have been generally satisfied in the night-side zone.
Furthermore, since it is clear from the Aurora 1 data

that under normal conditions the "center of gravity" of
total precipitated electron energy lies nearer the low
latitude edge of the complete zone of precipitation (in-
cluding the soft zone), their night-side distributions
shown in Figure 3 could be made qualitatively consistent
with our observations. Since the "soft zone" variations
are too rapid to allow a measurement of pitch angle distri-
bution during the early tumbling stages of the Aurora 1
orbit, it could be argued that the night-side "soft zone"
electrons were mirroring above the 150 - 300 km altitude
of the Lockheed satellite. However, the data presénted

in Section III.C.4. shows appreciable fluxes of preci-
pitated electrons, i. e., electrons which will mirror

below 100 km.

In Section III.C.3. we defined two boundaries. The
invariant latitude of the boundary separating the regions
of hard and soft electron fluxes was denoted by Al and this

boundary was shown in Figure 32 to have a tendency to lie
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at lower latitudes during periods of greater magnetic
activity. 1In view of the spatial relationship between this
boundary and an arbitrarily defined "boundary of trapping"”
(see Figure 31), and since the harder fluxes are expected
to cause more auroral light emissions, this conclusion

is consistent with the magnetic activity variations noted
in visual observations of the auroral zone and the trapping
boundary observations of Maehlum and O'Brien, 1963. The
invariant latitude (Az) of the other boundary, above which
fluxes in all energy channels are near or below threshold,
shows no systematic variation with magnetic activity but,
‘as noted by Maehlum, 1968, tends toward lower latitudes

as the angle between the earth's dipole axis and the earth-
sun line increases. This boundary is quite abrupt on most
cases, especially in the local night, and, as discussed
below, is thought to limit the poleward extent of the auro-
ral substorm expansive phase (see Figure 41, taken from

Akasofu, 1964).

The investigation of six of the SPECS energy channels
further revealed that the electron energy spectra in the
day and night side "auroral zones" are relatively flat or
in some cases peaked in the energy range 1 ~ 10 kev. 1In
addition, they exhibit a rising intensity below a few hun-
dred ev and a very sharp intensity decrease for energies
above 10 kev. As mentioned above, the shape of the spectra
in the range 1 - 10 kev is somewhat in doubt due to the
conflicting measurements in that range of channel multiplier
counting efficiency. However, the general features of the
spectra are independent of these considerations (see Figure

45) . Such spectra are consistent with the sounding rocket
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differential spectra and the Lockheed "hard zone" integral
spectra discussed in Section I.D., although the presence

of a "monoenergetic beam" cannot accurately be tested due
to the fairly wide passbands of channels 4 and 5. It is
especially interesting to note the relatively stable
appearance of these fluxes in the latitudinal regions of
maximum frequency of auroral occurrence, i. e., L~5 - 8
near midnight and L~8 - 20 near noon, and that they are
generally present for Kpbl. It is also significant that
during very quiet periods (KéVO), at least on the night
side, these fluxes are not detectable by the Aurora 1 SPECS,
whereas a fairly intense "soft zone" remains. This behavior
is consistent with, but more definitive than the Lockheed
result that the total precipitated electron energy is
strongly correlated with magnetic activity (see Section

I.D.).

In Figure 46 we have plotted a typical day-side "soft
zone" spectrum along with a differential spectrum measured
during the Lockheed 1965 flight. It is apparent in both
spectra that most of the energy is contained in electrons

with energies less than a few kev.

In Section III.C.5. we have shown that during an auro-
ral zone bay disturbance electron fluxes with spectra simi-
lar to, but intensities much higher than those detected in
the "auroral zone" are detected in localized regions
throughout the night-side "soft zone." In adjacent por-
tions of this zone, electron fluxes are intense but have a
spectral shape much like that found in the normal night-

side "soft zone." Therefore, we have concluded that the
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night-side "soft zone" is also the "post-breakup auroral
zone." It is further suggested by the Aurora 1 data that
the existing high-latitude boundary of the night-side

"soft zone" will limit the poleward extent of auroral
motions during the expansive phase of the substorm (see
Figure 41). Since this high-latitude boundary (A2) shows
marked dependence on the tilt of the earth's dipole axis,
and since auroral substorms usually occur near local mid-
night, there should be a longitudinal, as well as a sea-
sonal dependence of the poleward extent of the substorm.

To our knowledge, no such tendency has been investigated

to date. The post-breakup electron spectra mentioned above
are in agreement with the rocket observations of Westerlund,
1968, whé, using a SPECS detector, found a double-peaked
spectrum above auroral arcs and a continuum spectrum be-
tween the arcs (see Section I.D.). Also, in Figure 47

we have plotted a spectrum measured by Evans, 1967a, in a
post-breakup aurora and a typical Aurora 1l electron spectrum
observed in the "post-breakup auroral zone" during revolu-
tion 157, and note that they are similar. Finally, the pre-
sence of electrons of "auroral" energies at higher latitudes
during é polar substorm is consistent with the observations
of Lin et al., 1968, that electrons of energies greater
than 40 kev are present during such disturbances at much
higher latitudes than usual, that is, generally filling the
region in which high-latitude "spikes" are observed during
normal passes. In the single example presented by Lin et
al., 1968, the intensity of electrons (240 kev) was fairly
uniform across this zone. However, the large variations

noted in Figure 42 occurred mainly for energies <10 kev, with
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the portion above 40 kev remaining constant within an order

of magnitude.

With reference to the proton measurements which have
been-presented in figures 39, 40, and 43 for three passes
through the polar regions, the following comparisons with
previous experiments can be made: First, for each of these
cases, the proton precipitation is found to occur in the
range L ~# 5 - 10, with essentially no response above thresh-
old outside this region. This is in agreement with the
measurements of the Lockheed group on fhe night side (see
Figure 3). However, we have shown in addition that the
proton precipitation occurs in two zones with the lower
latitude zone exhibiting somewhat harder spectra Quring nor-
mal periods (see figures 39 and 40). The fact that only one
night-side proton zone was observed by the Lockheed group
can probably be explained as follows. Their 1963 measure-
ments (see Section I.D.) were made with a single 4 kev
threshold detector, so that no spectral information was ob-
tained, while in the 1965 flight proton measurements were
obtained only for energies above 10 kev. Referenée to our
Figure 39 indicates that at point E, the two highest energy
bands are below threshold (as they are for nearly the entire
proton soft region). If we extrapolate the spectrum at
point E in the ﬁahner shown, the spectrum in the range 10 -

100 kev can be approximated by J = (8 x 103)E-2'2 protons

v-l sec_l, which represents a total enefgy be-
tween 10 and 100 kev of about .006 ergs cm_2 ster-l sec-l,

-1
cm ster e

which is the upéer limit set by the Lockheed group for
electrons above 10 kev over the polar cap. The soft proton

fluxes shown in Figure 40 for a very quiet pass are markedly
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softer than those in Figure 39 so, even allowing for consid-
erable experimental error, it is quite possible that the
fluxes in this region during the very quiet period of the
Lockheed experiment were below the limit of detectability

by the 10 kev threshold detector.

We also note in figures 39 and 40 that, while the hard
and soft proton regions coincide roughly with the hard and
soft electron regions, they do not coincide exactly. For
example, in Figure 40, when Kp ~ 0 and the hard electron
zone is not detectable, the onset of the hard proton zone
occurs about three sample periods (or about 100 km or 100
cyclotron radii for a 10 kev proton at the satellite alti-
tude) before the abrupt electron soft zone boundary and

extends about the same distance into that zone.

The fact that both proton zones are detected in the
absence of the hard electron zone during this quiet pass
is in agreement with the Lockheed observation that protons
are generally present even when Kp'v 0 and that the correla-
tion between magnetic activity and total precipitated energy
is very much weaker for protons than for electrons (see
Section I.D.). This is also in agreement with the high
proton/electron flux ratio found by Whalen et al., 1967,

in a quiet HB aurora. .

The proton energy spectra are generally consistent with
previous sounding rocket and satellite measurements as dis-
cussed in Section I.D. 1In Figure 46 we reproduce the proton
spectrum which is given for point J in Figure 40 together
with a two-point differential spectrum which we have ob-

tained from a three-point integral spectrum (exponential,
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with e-folding energy of 19 kev) published by Sharp and
Johnson, 1967. Both of these spectra were taken during a
very quiet period (KévO) and are found to be in fairly good
quantitative agreement. This same spectrum also compares
very favorably with Chase and Anderson's (1967) measurements
in which they noted a peak between 750 ev and 1500 ev at

2 x 103 cm-2 ster_l ev_l sec_l in a visible aurora.

In Figure 43 we have shown that the hard proton zone
can expand into the soft proton zone during an auroral zone
bay disturbance. This behavior has been suggested from
ground-based observations (Eather, 1967), but to our know-

ledge has not previously been directly observed.

B. Relationship of the Various Particle Domains to

the Magnetosphere and to Auroral Phenomena.

Examination of a statistical plot of auroral intensity
as a function of geomagnetic latitude and magnetic local
time (see, e. g., Stringer and Belon, 1967) reveals two maxi-
ma, one just before midnight and the other in the early
morning (0600 - 0900 hr). The early morning sector has been
noted by Sandford, 1964, to be characterized by mantle
aurora, which are thought to be produced by electrons a few
tens of kev in energy, while discrete auroral forms and par-
ticles of a few kev energy are more typical of the midnight
maximum region. Whereas, along most of the auroral oval
the averaged intensity varies rather smoothly in space and
local time, the region near magnetic midnight is a confused
maze of isolated maxima. However, we should expect that,

based on discussions by Akasofu, 1964, if observations
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during auroral substorms were omitted, the region around
midnight would take on a more well-defined and stable

appearance.

In considering the nature of auroral particle energi-
zation it is simplest to begin by ignoring times when au-
roral substorms are in progress and to identify the quiet
auroral zone as a single entity with the harder electron
spectra in the early morning hours being a characteristic
of the acceleration and/or precipitation mechanism(s). 1In
this vein, steady-state models of magnetospheric convection,
such as first proposed by Axford and Hines, 1961, have been
successful in predicting the approximate electron energies
and precipitation patterns, including the morning maximum.
whether the convection is driven by viscous interaction at
the magnetosphere boundary (Axford and Hines, 1961) or by
merging between the geomagnetic field lines and a southward
component of the solar field (Dungey, 1961; Brice, 1967) or
by some other mechanism (Fejer, 1964), the models may all
be represented to first order by a closed field line magne-
tospheric model extended in the antisolar direction in some
type of teardrop configuration, with two static electfic
fields. Both of these electric fields are induced by plasma
flow with respect to a magnetic field. The first is the ra-
dial electric field produced by corotation of the ionosphere
(Alfven and Falthammer, 1963). The other, directed across
the magnetosphere from dawn to dusk, is caused by convec-
tion of plasma and field lines due to the solar wind - mag-
netosphere interaction. The resulting potential drop across
the magnetosphere due to this field is estimated by various

methods at a few tens of kev during disturbed conditions
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(Brice, 1967; Carpenter and Stone, 1967; Vasyliunas, 19675
Taylor and Hones, 1965). If we consider the solar plasma
to be injected into the magnetosphere either at some neutral
line or by some diffusive mechanism and the resulting mag-
netospheric plasma to have a significant spread in energy,

the following picture results.

Each particle will experience three drift velocities

(see, e. g., Norhtrop, 1966),

cE x B

(1) v = =352  (Electric field drift) (36)
= _ cW,B x VB . .

(2) vg = B3 (Gradient drift) (37)
- ZCWu-é X ﬁ .

(3) Ve T oR B (Curvature drift) (38)

where, W, and W, are the kinetic energies perpendicular and
parallel to the magnetic vector B respectively and R the
radius of curvature of the field line. For particles with
sufficiently low energy, we will have vE>>vg,vc and the par-
ticles will follow the equipotential lines, the flow pattern
being identical for electrons and protons. However, for
higher energies, such that the gradient and curvature drifts
dominate, the particles will drift across equipotential lines
(electrons drifting eastward, protons drifting westward)
thereby becoming energized. A given particle, which ini-
tially follows equipotential lines, may at some radial dis-
tance experience a dominating magnetic drift and begin to
drift parallel to the electric field. This will occur at

larger radial distances (weaker B values) for the higher

energy particles and at smaller distances, or not at all,
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as particle energy decreases. Such theories (see Nishida,
1966) also predict a region near the earth, within which
the closed equipotentials of the corotation field dominate,
to which the convecting solar plasma cannot penetrate, and
the boundary of this region conforms well to the observed
plasmapause (Carpenter, 1963). Typical flow patterns are
given by Brice, 1967. The dawn-dusk direction of the elec-
tric field is in accord with an electron energy maximum

in the morning hours, although electron energies of tens of
kev will require stable trapping for two or three drift re-

volutions (Brice, 1967).

We can not, however, expect such theories to account
for all the details of auroral particle precipitation as
observed in this experiment until second-order effects have
been included. For example, relative motions of electrons
and protons in the simple electric fields described above
will give rise to charge-separation electric fields which
will act to modify the particle flow. Also, the possibi-
lity of acceleration of ionospheric ions and electrons must

be considered.

An attempt at accounting for many of these second-order
effects was made by Taylor and Hones, 1965. Their work was
based on two main assumptions: (1) That, in view of the
rarity of particle collisions in the magnetosphere, the geo-
magnetic field lines may be considered as equipotentials,
and (2) That high-latitude magnetic bays are caused by a
Hall plus direct current system which flows completely with-
in the ionosphere. They employed an image dipole plus a

talil current sheet to simulate the magnetospheric distortion
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and assumed that the ionospheric electric fields which drive
the polar current systems are mapped throughout the magneto-
sphere by the "equipotential" magnetic field lines. They
then examined the patterns of particles mirroring at low al-
titudes that resulted from the gradient and curvature mag-
netic drifts of electrons and protons in the presence of

these electric fields.

The problems with this model are many. For example,
the assumption of infinite conductivity along magnetic field
lines has been questioned by Swift, 1965, who suggested dis-
sipation by interactions of particles and waves. Regarding
the second assumption, Bostrom, 1967, noted that while
Taylor and Hones derived their electric fields only from
those currents which produce disturbances observable on the
ground, there may be other systems, such as field-aligned
currents, which may not produce such a detectable distur-
bance. Indeed, the identification of that part of the dis-
turbance which is observed on the ground as due to an iono-
spheric Hall current is currently very much in doubt. More-
over, even if the Taylor and Hones model can still be viewed
as approximately correct, their result that the regidns of
electron and proton precipitation are separated with the
entire proton zone lying equatorward of the electron zone
is not compatible with the Aurora 1 observations outlined

in the preceding section.

Nevertheless, in view of the stable appearance of auro-
ral particle fluxes in the region L~5-8 (near midnight) and
I~8-20 (near noon), it is our belief that the general class

of steady-state electrostatic field models discussed above
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best explains the existence of quiet auroral forms.

There are, in addition, several features of tne Aurora
1 data which must be explained by these theories. First, in
accordance with visual observations, the region of stable
auroral fluxes moves to lower latitudes with increasing Kp
(see Figure 32) and this is accounted for in the convective
models but has been predicted as well by many other models
(see, e. g., Dessler and Juday, 1965). Next, even though
very weak precipitation of electrons (240 kev) has been ob-
served by O'Brien, 1964, for Kp~0, it is clear from the
Aurora 1 data that while "auroral' electron fluxes (1 - 10
kev) are quite intense for Kéwl, they are essentially absent
for Kévo. This has not been predicted explicitly, since the
solar wind, while more uniform and not as intense during
these periods, does not stop blowing. There are two possi-
ble explanations: (1) The convection may be damped out by
dissipation in the ionosphere. It has been estimated
(Walbridge, 1967) that the convective driving force must be
able to overcome ~2 x 1018 ergs/sec of ionospheric joule
plus viscous dissipation. Walbridge and others have esti-
mated that the solar wind can bring a maximum of~1020
ergs/sec to the frontal area of the magnetosphere. The
efficiency of the coupling mechanism is not known, but it
is possible that, for a weak and steady solar wind flow, the
total energy as well as the coupling efficiency of the solar
wind could decrease below the level necessary to drive con-
vection. (2) Alternatively, the convection could still pro-
ceed but without particle precipitation (note that during
these times the SPECS instrument was smmpling only those

particles with pitch angles less than about 150). One of
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the difficulties involved with this type of model is the
production of a pitch angle distribution that is observed
to be isotropic over the upper hemisphere (see Figure 28).
According to such models, particle mirror points are
lowered by the perpendicular electric fields with a simul-
taneous increase in W,, with W, increasing to conserve the
second, or longitudinal, invariant. It has not been shown
whether the simple model can produce an isotropic pitch
angle distribution, but if we must invoke some type of
pitch angle scattering, for example by right-circularly
polarized waves (Brice, 1964; Kennel and Petschek, 1966),
then precipitation may not cccur in a very quiet magneto-
sphere for which particle fluxes may be too low for appre-
ciable wave growth to occur. Also, the presence of protons
during these quiet periods could necessitate separate cri-
teria for their acceleration or precipitation. Finally,
the shape of the "auroral" electron spectrum has not been
predicted by any model to date. This type of spectrum has
been observed in visual auroras around midnight and during
X-ray events near noon (see Section I.D.), but is shown by
the present data to persist generally at 4000 km for,K5>O.
If the double-peaked spectrum is interpreted as resulting
from the superposition of two discrete particle polulations
with the more energetic portion explained by one of the
electric field models, then the data for Ké~o indicates that
during these times the low energy component must disappear

as well.

It has been observed that the magnetic field configur-

ation is not satisfactory for particle drifting beyond ~11 RE

(Ness, 1965; Heppner et al., 1967) but instead is



-100-

characterized by field lines directed in the solar direc-
tion above the egquatorial plane and in the antisolar di-
rection below it. These two regions of oppositely directed
field are separated by a ~600 km thick region of field re-
versal. This configuration is attributed to a sheet current
flowing from dawn to dusk across the magnetosphere. Plasma
has been detected (as discussed in Section I) extending to
about 6 RE above and below the neutral sheet, with much
higher density and average energy in the field reversal re-
gion (Bame et al., 1967). The flow velocity across the tail,
being lower than the observed thermal velocities, has not
been detected as yet. This configuration limits the radial
distance, hence the latitude, within which models such as
those described above can operate. Configurations of indi-
vidual field lines have not been determined sufficiently to
locate the position of the limiting latitude with respect

to the auroral zone. We will, in the following paragraphs,
argue that the day-side "soft zone" and the night-side

"soft zone" or "post-breakup auroral zone" as defined in

Section III lie outside this limit.

It is evident from the Aurora 1 data that, whereas the
region of soft electron fluxes on the night side can contain
auroral-type électron spectra during a polar substorm, the
day—side "soft zone" has no such characteristic. Thus, even
though these two zones show similar electron spectra and
both exhibit strong anisotropies, they are not connected via
auroral charged particle trajectories to the same region of
the magnetosphere.l The plasma sheet in the tail has been
shown to bear some relation to polar substorms (Vasyliunas,

1967; Freeman and Maguire, 1967). Therefore, we eliminate
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the regions of the tail near the ecliptic as sources of the
day-side soft electron region. Vasyliunas, 1967, has sug-
gested that an extension of the plasma sheet may exist just
inside the subsolar magnetopause. We would expect such a
region to map into high day-side latitudes, but reject such
a possibility for the soft electron zone, since the parti-
cles in this region should be eneréized to some extent by
the magnetospheric electric fields as described above; If
such a plasma sheet extension does exist, it is probably
related to the day-side region of "auroral type" electrons.
Finally, the day-side "soft zone" could be determined by
the field lines which map onto the surface of the magneto-
sphere, implying injection either at the neutral point

(see Figure 1) or by some degree of merging between the
geomagnetic field and a southward component of the magneto-
sheath field. Brice, 1967, has considered such merging and
estimates that for a ly merged field which is swept back to
100 RE downstream of the earth, a region 3° in latitude on’
the day side would be directly accessible to thermalized
solar wind. Such a picture is consistent with the Aurora 1
data in that we should expect a vefy soft electron spectrum
(see Bame et al., 1967), rapid variations, and no auroral
substorm effects. Nevertheless, this zone has been detected
on every one of about 30 passes, while the merging model re-
quires a southward component of the maghetosheath magnetic
field, which the present data (Fairfield and Cahill,. 1966)
indicate may not always occur. Also, particle detectors at
large radial‘distances on OGO 3 (Vasyliunas, 1967) and Vela
2 and 3 (Bame et al., 1967) have not detected appreciable
particle fluxes near the magnetopause except close to the

ecliptic plane. Therefore, if such merging is responsible
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for the observed day-side fluxes, it probably occurs much
closer to the earth than the 17.5 RE orbit of the Vela sa-
tellites.

The polar cap, in which very weak electron fluxes are
found, is probably connected to the region of the tail beyond
about 6 RE above or below the ecliptic plane. This conclu-
sion is based on the assumption that day side field lines
emanating from just below the polar cap form the magneto-
sphere boundary and on the fact that no electron fluxes have
been detected in the above-mentioned tail regions (Bame et
al., 1967; Vasyliunas, 1967). Therefore, if the polar cap
field lines cross the ecliptic plane, they do so beyond the
radial distance to which the plasma sheet extends. If this
is so, the very sharp soft zone - polar cap transition which
is especially predominant on the night side would seem to
preclude a gradual decrease in plasma sheet densities, re-
quiring instead a steep gradient which may exist but to date
has not been predicted or observed. A more tenable picture
would involve a gradual plasma sheet radial density gradient
with a sharp decrease occurring about 6 RE above and below
the neutral sheet. Such a steep gradient has some basis in

previous satellite data (Bame et al., 1967; Vasyliunas, 1967).

The night-side "soft zone" or "post-breakup auroral
zone" has been described in Section III and shown to possess
extremely variable characteristics during auroral substorms.
In the absence of a substorm, fairly soft electron spectra
and rapid variations are observed in this region. During a
substorm, however, an auroral-type double-peaked spectrum

is observed along with the typically soft spectrum mentioned
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above, and these are encountered alternately as the satellite
traverses the zone. We interpret these rapid variations as
partly temporal and partly spatial, due to auroral arc mul-
tiplicity. Such a poleward motion of auroral forms is con-
sistent with the expansive phase of the auroral substorm as
discussed by Akasofu, 1964, (see Figure 4l). Observations
of high-energy electrons (240 kev) by Lin et al., 1968, has
revealed a similar increase in the latitude at which these
electrons are detected. Lin et al., 1968, concluded from
intensity considerations that the high-~energy electrons ori-
ginate outside the Van Allen zone. We propose that their
observations were of the high-energy tail of the double-

peaked spectrum noted herein.

There has been much recent speculation concerning the
role of magnetospheric magnetic field merging in the auroral
substorm (see, e. g., Axford, 1967; Akasofu, 1967). The
very nature of the substorm, that is, a sudden onset followed
by rapid growth and a slow recovery, is that which might re-
sult from the perturbation of a system in precarious equili-
brium. The magnetic merging explanation is tempting when
one considers the immense store of magnetic potentiai energy
which resides in the open tail of the magnetosphere. As the
earth rotates, magnetic field lines on the dusk side are
continually being swept into the tail while on the dawn side
reconnection proceeds at the same rate. Thus, at any time
an amount of potential energy resides in the tail which has
been estimated by Atkinson, 1966, and others, to be quite
sufficient to drive the auroral substorm while, of most im-~
portance, there exists a state of lower potential energy

that is accessible through magnetic merging. We should note
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that the observations of Heppner et al., 1967, that magnetic
effects in the tail seem to follow the sudden substorm onset,
render doubtful the explanation that merging is initiated by
an impﬁlse from the solar wind, producing in turn the sudden
onset. Rather, at this point we should consider a single
mechanism as producing the onset and acting as the triggering
mechanism for merging, with the latter explaining the expan-
sive phase of the substorm. The triggering mechanism might
occur in the auroral ionosphere, as suggested by Heppner et
al., 1967, or in some other region of the magnetosphere,

but there are no solid proposals at this time.

Maghetic merging across the neutral sheet in the tail
provides a reasonable explanation for the expansive phase,
that is, the rapid (~30 km/sec) poleward motion of auroral
forms which follows the brightening and subsequent breakup
of quiet arcs. Parker, 1957a, has considered magnetic
merging across a neutral sheet in terms of diffusion of the
magnetic field through the plasma, a process requiring times
of the order of 7= c—2(4na 12), where 1 is a length charac-

3

teristic of the spatial variation of B and oy

conductivity. Whereas 1 is not probibitive for localized

is the Cowling

tail structures, o, is essentially infinite in the colli-

sionless neutral sieet so that the field should remain fro-
zen in to the plasma and merging should proceed on a very
long time scale. There are two possibilities which may tend
to decrease the time required for merging. The first of
these involves a local extreme reduction in plasma density
so that vacuum merging can occur in limited regions. This

mechanism should find its greatest applicability in the cusp

region near the earth where plasma densities are low
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(Dessler, 1968).

Thé other possibility is a growing instability which
can occur when the neutral sheet is perturbed by a low
frequency Alfven wave. We will consider such a situation
in the following paragraphs and show that merging can occur
impulsively by this mechanism in times of the order of tens

of seconds for conditions such as those in the neutral sheet.

C. Neutral Sheet Instability as a Possible Cause of

the Expansive Phase of the Auroral Substorm.

It has been noted (Coppi et al., 1966; Hoh, 1965) that
a configuration such as that present in the neutral sheet is
closely akin to that of a sheet pinch containing a neutral
plane, and hence can be unstable to certain types of pertur-
bations. Hoh, 1965, has shown that particle acceleration
will occur in such a situation, while Coppi et al., 1966,
have proposed the neutral sheet instability as responsible
for the auroral substorm. In order to demonstrate the per-
tinence of such a mechanism, the following model is presented
and evaluated in the light of the data from this and other

experiments.

in formulating this or any model, it is desirable ini-
tially to achieve maximum simplicity consistent with the
observations. We will, therefore, consider the magnetospher-
ic tail configuration of Figure 1 and confine our attention
to regions of the tail near the ecliptic plane. It will be
consistent with the observations of Ness, 1965, to consider

a neutral sheet of about 600 km thickness extending from
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the dawn to the dusk magnetospheric boundaries. Further,
we will assume that the geomagnetic field is excluded from
this region by the pressure of the attendant plasma. That
is to say, the only magnetic field in this region is that
produced by the neutral sheet current while beyond some
600 km above or below the ecliptic the dominant field is
the geomagnétic dipole as perturbed by the neutral sheet
current and other currents flowing on the surface of the
magnetosphere., In the region external to the neutral
sheet, the magnétic field has the approximately constant
value of 15y - 30y, with that inside the neutral sheet
decreasing in some manner to zero at the ecliptic plane.
Considering the coordinate system shown in Figure 1, we will
make the further simplifying assumption that the neutral
sheet is of infinite extent in the x and y directions and

that all equiiibrium parameters vary only with x.

We therefore will present a self-consistent description
of a two-component plasma sheet with the following charac-
teristics: _

(1) No external electric or magnetic'fields,

(2) Charge neutrality,

(3) Maxwell-Boltzmann velocity distribution for

both ions and electrons,
(4) Flow velocity along the z-axis which is consistent

with the observed tail fields.

The equilibrium distribution for each particle species
is given in terms of the plasma density, particle mass and
charge, thermal velocities, flow velocity and the electric

and magnetic fields produced by the plasma. That is,
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m 3/2 _%m'vz
03 = Nnj(x)(agi%f) exp (—7?%7-) , (39)
J J
where, m, = particle mass,
kJ = Boltzmann constant,
Tj = kinetic temperature,
nj(x) = particle density,
N = normalization factor,
v = total velocity.

The density, nj(x), can be writtenin terms of the electric
and magnetic potentials produced by the plasma, using the

Boltzmann formula,

-q.% (x) + g.V.A (x
nj(x) = n0 exp [ q1 o( ) kT?j 1 o( )] , (40)
where, the subscript o denotes equilibrium quantities, Qo
and AO the electric potential and magnetic vector potential
respectively, qj the particle charge and Vj the flow velo-
city. 1In E?e above relation, the quantity ij[qj@o(x) -
qujAo(x)] can be regarded as an electromagnetic scale
height for the plasma sheet. From the relation for nj(x),

our assumption of charge neutrality is seen to require that

@o = 0 and that,

Vi Ve
T, 7T, | (41)
i e
if we consider singly charged ions such that q; = - d,-

We are now in a position to calculate the equilibrium
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magnetic field produced by the plasma sheet. Since Qo = 0,
we have no electric field and Maxwell's equation may be re-
placed by Ampere's law,

an 3 (42)

VxVxAaA ==
o c o

- where, 50 is the equilibrium current and c the speed of
light. This equation may be rewritten in terms of the

distribution function as,

- 2- -4__1‘1" - 3-
(V- A) -VA = >J;qjjvcjfojd v, (43)

where ch is the current-carrying velocity. Choosing the
‘Coulomb gauge (V - gb = 0) and noting that ch =v .2,

2]
with the ” denoting a unit vector, we have,
g LV

—-2—0-2- = - ic‘l ) q,fvzfo.d3v . (44)
After normalizing the distribution function, we can solve the
above differential equation for the equilibrium magnetic

vector potential, A =24 2.
o oz

To normalize foj we require that the total number of
particles of type j in a unit volume at the origin be given

by the integral of foj(k=0) and be equal to n_. That is,

Y n? L
N = [(EFE%;)' I exp (— E%E;) d3v ] = Y, (45)

where we have used the fact that Ao(x=0) = 0, Evaluating
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the integral in equation 44, we obtain the differential e-

quation,

d2A -n et
oZ

eV.A

_ _o _ i o=z
= p (Vi Ve) exp (-irgaf) ' : (46)

dx2

where we have used the relation 41l.

‘As shown in Appendix II.A., this equation has the solu-

tion,

2

ln cosh

= KT , (47)

1

(P

(24

o |

Ny

where, 2ckTi -

2 > . (48)
noe 1-rvi (1L + Te/Ti)

The expression for the ion and electron number densities can

then be written,

-2 X
nj(x) = nocosh I (49)

so that L may be interpreted as a measure of the thickness

of the sheet. The equilibrium magnetic field is obtained as

follows,
OA
- = _ _ %oz
Bo V:cAb S x Yy
L
[ 2n,m i X | A
= { - k(T + Te)} tanh T] ¥ . (50)

We are interested in the behavior of this equilibrium

situation when a perturbation of the form, 15‘]_=Al(x)el(wt * KY)Q

is applied. The resulting distribution function will be
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denoted by fj(= foj + flj). Inserting this combination into
the collisionless Boltzmann equation, which is then linear-
ized by considering only those terms first order in the
perturbation, and noting that foj satisfies the collision-
less Boltzmann equation for the equilibrium fields, we are

left with,

of15 , - & - =
>t + v oV flj + mj (v x BO) 'V'vflj +
N R (51)
mj 1 1 v oj !
or,
Efli = - El (E, + v x B,) -V_f (52)
dt mj 1 1 vioj !
where, = l.?_l._ iw a
1 c o c 17
- - aA
B1=VxAl=iuAlx—§;‘Y.
-m.
vvfoj = EE% (vxfojx + vyfojy + (vz - Vj)fojz)'

J

For this type of perturbation, the total time derivative may

be written,
et v S vin
dat X 9% y

so that flj is given by the time integral over the unper-

turbed orbits,

q.f . da
- j o1>( 1
£ _jg kT, Vige * szl) dt.'
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Explicit integration over the charged particle trajectories
in the field ﬁo is distracting in its mathematical details
(see Hoh, 1966). However, we can recover the approximate
form of flj by assuming v, and Vy constant and integrating
over time, deferring to a later paragraph treatment of the
unperturbed particle trajectories, with the result,

g

£
£ = —=21 V.A - i(w + nvy)—lv E

13 ij j L z 1° (54)

We wish to investigate the stability criterion and to this

end we consider the Maxwell equation, V x V x il ='%§ 51, or,
in this case, with il = Alzé' and setting V . il = 0,
2 2
> A J A w
> L =& pq [ v d. (55)
) x D Y2 C 5 Jle 2 15

The integral on the right is evaluated in Appendix II.B.,
assuming low frequencz perturbations, such that w/x << vTj ,
where vTj = (2ij/mj)2. As we will discuss later, low fre-
quency waves not only simplify the mathematics but are
physically the most interesting. The results of Appendix

II.B. allow us to write equation 55 for low frequencies as,

2 2
DA )A A
-Cn(x) —= + 1, 2% | 2 A =0, (56)

)t ) 2 e 2 1

. (o]

5
where, 5 q.2 m _ XT .
c=4r 5 ( 1 ) (—1 + v 2)
¢ 3§ kT, 2nij mj j :
>°a

Due to the assumed form of 2 we expect to be much

2
X

1'
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smaller than the other terms in this equation. Neglecting

this term and replacing QAl/bt and 92A1/9y2 by iwAl and

-x?A respectively, we have,

1
- cn(x)iwAl + (§£é§L - x2>Al = 0. (57)

O

Therefore, iw is given by,

iw = © . (58)

ch n(x)

Since 2L is the approximate thickness of the plasma sheet,
we consider only those x such that [xI < L. 1In this range,

since cosh u = %(eu + e-u), the plasma density may be approx-

imated by,
.5no < n(x) < no, for 0 < x| < L. (59)
Positive values of iw then require x2L2 < 2ﬁiﬁl or,

2_2

® L~ < 1. That is, when nZLz < 1, A. grows with time and

hence we have instability. Of coursi, when x=0, the wave
itself, hence the instability, will vanish, so we find an
ideal neutral sheet configuration to be unstable for
m/x<<vTj and QzAl/sz small if the condition 0 <« x2L2 <1lis
satisfied. This result has been obtained by several authors
(Furth, 1962; Pfirsch, 1962; Laval and Pellat, 1964) in

varying degrees of approximation.

.o -1
The growth rate, (iw) cannot be calculated exactly
from the above relation for iw because of the approximations

made. However, in an exact treatment, Laval et al., 1965,
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have shown that the growth time is on the order of 10 sec-
onds for an electron temperature of 100 ev and densities

of a few per cm3.

To describe a simple physical picture of the instabil-
ity, we refer to Figure 48, taken from Hoh and Bers, 1966,
which indicates the initial distortion of the equilibrium
magnetic field due to the perturbation, Z-;xl=2!&l(x)ei(wt +_xY)§.
This perturbation may be viewed in terms of the currents
which would alter the equilibrium configuration as shown.
As noted in Figure 48, the perturbed currents are always

antiparallel to the induced electric field E so that the

'
energy of these currents is transferred to ﬁi, thereby
energizing the wave by a form of Landau growth. This re-
sults in a growth of the magnetic field distortion until
magnetic merging occurs at.the nodes, which we have shown
above to be separated by a distance on the order of L (the
neutral sheet thickness). The stability criterion derived
above can be interpreted to mean that there must be suffi-
cient separation of regions of oppositely directed per-
turbed currents and electric fields to prevent their mutual

interaction, the required distance being on the order of

an ion cyclotron radius.

It will be of interest to ingquire into the unperturbed
particle trajectories to determine which type of particles
actually drive the instability. Referring to the work of
Parker, 1957b, and considering the region IxX[ <L, so that
tanh f asf , we have for the equations of motion of par-

ticles in the equilibrium magnetic field éo’
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2 d.
m &% _ _ 4,5 X
I ae c z max L ,
(60)
miz.= 4,5 X
2 Cc x max L
I at

Integrating the second of these equations once with respect

to t, we have,

2

X
= - + v .
v c L Bmax Z0o (61 )

N
3 |_I|-Q
[ -

The possible trajectories are many, but may be separated
into those that cross the x = 0 plane and those that do not.
Figure 49, taken from Hoh and Bers, 1966, indicates the gen-
eral features of these two types of orbits. That is, the
noncrossing particles drift in the direction opposite to

V. while the crossing particles trace out a meandering

t;pe of orbit along either the +z or -z direction. Since
the thermal velocity is much greater than the resulting
drift velocity, the crossing particles will be most effec-
tive in transferring energy to and from the perturbed. elec-
tromagnetic fields. Also, due to their lower velocity for
Ti ~ Te' the ions will not be nearly as effective as the
electrons. We can estimate the region to which the crossing
particles are confined by considering an electron at x=0
with an initial velocity in the -z direction with magnitude

v i. e., an average particle. At its maximum excursion

T'
from the x=0 plane, its velocity will be v = vTé and the

corresponding value of x is given by,
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2vT %
X . = ( L) . (62)
max Wg
max
w i =
where, Bpax is the cyclotron frequency at B Bmax and

vT/wBmaX is equivalent to an average electron cyclotron

radius Py SO that,

_ X
*max (2peL) !
(63)
or,

x
Q

nax 35 km ,

for Te = 100 ev, B = 20y, and LL = 300 km. It has been shown
by Parker, 1957b, that in the region |x| < (ZpeL)l‘i the par-
ticle drift velocities are in the -z direction for all par-
ticles crossing the x=0 plane at angles to the -z axis of
less than about 130° while the others drift in the +z direc-
tion. Therefore, most of the electrons drift along the El
direction in the region near the crest of the perturbed
magnetic field as shown in Figure 48, and these are the
electrons which will be giving up energy to the perturbation

fields, while a few will drift against E hence becoming

energized. "
Various types of particle acceleration which can occur
near the neutral sheet have been investigated by Speiser,
1965, and Hoh, 1965. For our purposes, however, it is most
significant that such an inherent neutral sheet instability
could play the dominant role in the expansive phase'of the
substorm through the merging of magnetic field limes and the

resulting transfer of magnetic energy to particle energy.
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The results which we have obtained are correct only for
lngfrequency perturbations, such that w/%<vTj, where
®x L <l. With I~300 km and Tj~'100 ev - 1,000 ev, periods
must be on the order of minutes to tens of minutes or longer.
The existence of wave disturbances in the magnetic tail is
not as yet on a sound experimental basis. However, the
theoretical arguments of Dessler and Walters, 1964, that
variations in the orientation of the interplanetary magnetic
field should cause a "tail wagging" type of perturbation,
and the experimental detection by Anderson, 1965, of an
apparent periodicity of ~5 minutes in tail electron fluxes
(P40 kev) are suggestive that such low frequency perturba-
tions could be of importance. As discussed in Section I.C.,
some experimental support for magnetic field merging in the
tail is found in the observations of Anderson and Ness, 1966,
that high-energy "island" electron fluxes are associated with

broad regions of magnetic field depression.

The fact that electron precipitation is observed in the
night-side soft zone during normal periods (i. e., before
the auroral breakup) casts some doubt on the idea proposed
by Evans, 1968, that the expansive phase of the aurofal sub-
storm results from pitch angle scattering of trapped par-
ticles into the loss cone resulting from an enhancement of
trapped particle fluxes, as described by Kennel and Petschek,
1966. The continuous precipitation of electrons in the night-
side soft zone is more consistent with field lines which
extend into the plasma sheet with the expansive phasé of the
substorm resulting from impulsive injection of energetic par-

ticles.
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D. Summary and Conclusions.

In summary, the Aurora 1 SPECS experiment measured
electrons and protons in the energy range 50 ev < E £ 100 kev
(with the proton measurements,eépecially in the range E<1 kev,
being of mdéh less accuracy than the electron measurements)
in the polar regions at magnetic local times within two hours
of noon and midnight. During periods of slight to moderate
planetary and high-latitude magnetic activity (lfiKp,Kc$ 4),
high-latitude electron precipitation was detected in two
regions of latitude. In the lower latitude region (L~5-8
near midnight, L~8-20 near noon), "auroral" type electron
spectra were observed. These spectra are relatively flat
or slightly peaked in the energy range 1 - 10 kev. 1In
addition, they exhibit a rising intensity below a few hun-
dred electron volts and a very sharp intensity decrease
for energies above ~l0 kev. Electron pitch angle distribu-
tions in this region were Qbserved to be nearly isotropic
over the upper hemisphere, with an atmospheric loss of

electrons noted for energies >500 ev.

Adjacent to.and pole&ard of this region a zone of much
softer eléctrons was obéerved, with spectra tending to peak
near 100 ev and falling.off sharply with increasing energy,
so that nearly all the electrons have energies less than a
few ke&. Large spatial and/or temporal variations, which
precluded pitch angle determinations by the spinning satel-

lite, were observed in this region.

The boundary between these two regions was observed to

undergo a diurnal variation (for the sampled local times)
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which approximates that of the high-latitude boundary of the
average visual auroral zone. This boundary was observed to
lie at lower latitudes during periods of increased magnetic
activity, while the high-latitude boundary of the soft elec-
tron zone was observed to lie at higher latitudes for small-
er values of the angle between the earth's dipole axis and

the earth-sun line (Maehlum, 1968).

The night-side soft electron region was seen to contain
localized "auroral" type electron fluxes during an auroral
zone bay disturbance. During very quiet periods (KP,Kc ~ 0),
electron fluxes in the night-side hard electron region were
below the detectable limit of the experiment, while no
decrease in intensity was noted in the soft electron region,
although the spectra in that region were somewhat softer

than during more disturbed periods.

Night-side proton precipitation was also found to occur
in two contiguous zones, with harder and softer fluxes noted
in the lower and higher latitude zones respectively. These
zones did not correspond exactly to the electron zones.

‘ Rather, the hard proton. zone was observed either to straddle
or to lie just below the low-latitude boundary of the soft
electron zone. No proton precipitation was observed pole-
ward of the high-latitude cutoff of the soft electron

fluxes.

During an auroral zone bay disturbance, the proton
fluxes in the soft proton region became somewhat harder. For
very quiet periods, the protons, unlike the electrons, were

found in both zones with only slightly less intensity, but
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somewhat softer spectra than during the more disturbed

periods.

Of these observations, those which have a precedent
were found to be generally consistent with previous measure-
ments in the same regions. We further concluded that:

(1) Due to the observed reflection coefficient (~.l1 to
.01) for electron energies 21 kev in the hard electron zone,
most of these electrons must have been accelerated at alti-
tudes above 4000 km. However, we obtained pitch angle dis-
tributions only for three-point spectra and hence did not
examine pitch angle variations of the various spectral
details.

(2) Because of the observed universal time dependence
of the position of the high-latitude boundary of the soft
electron zone (Maehlum, 1968), and since, during auroral
zone bay disturbances, the "auroral'"type electron fluxes
were observed to extend up to that boundary, we concluded
that there should be a longitudinal, as well as a seasonal,
dependence of the maximum poleward extent of the expansive
phase of the auroral substorm as observed from the ground
near midnight. .

(3) In view of the similarity of the electron fluxes
observed in the hard electron region near noon and midnight,
the auroral injection and acceleration mechanism(s) must be
operative to much the same degree near noon and midnight,
and that the steady-state magnetospheric electric field
models satisfy this criterion most easily.

(4) Since particle precipitation is seen to occur in the
night-side soft electron zone before auroral breakup, it is

difficult to envisage the expansive phase of the auroral
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substorm as resulting from pitch angle scattering of trapped
electrons into the loss cone. Rather, impulsive injection
of energetic particles, such as could occur as a result of
magnetic field merging in the tail, is probably necessary.
Such a picture could also account for the normal night-

side soft electron zone through a mapping of the plasma
sheet to low altitudes.

(5) since electron fluxes in the hard electron region
were below detectable limits (at least on the night side)
during magnetically very quiet periods, the auroral electron
acceleration and/or precipitation mechanism(s) must be
either inoperative or weak enough to be effectively damped
out (perhaps by ionospheric dissipation) during these times.

(6) The gross similarities between the zones of proton
and electron precipitation and their similar behavior during
auroral substorms suggest a degree of commonality between
the electron and proton injection and acceleration mecha-
nism(s). However, the presence of the hard proton zone
(with somewhat softer spectra than during more disturbed
times) during very quiet periods indicates that, whereas the
proton acceleration mechanism is dependent on the level of
magnetic activity, the protons are not affected as much as

are the electrons.

We were not able to make a definite decision about the
configuration of the polar magneﬁic field lines, mainly
because of lack of sufficient magnetic field and particle
measurements throughout the magnetosphere and magnetosheath.
However, we did conclude that the Aurora 1 data is most con-
sistent with a hard electron zone, or quiet auroral zone,

which occurs on field lines which are sufficiently closed
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that the auroral particle behavior (at least for electrons)

is much the same near noon as near midnight.

Lack of extensive particle measurements in the magneto-
sheath, coupled with the fact that the particle spectra
should be dependent on the distance downstream of the staéna-
tion point (that is, the maximum temperature and minimum
streaming velocity should occur just at the subsolar point
with these parameters approaching the unperturbed solar
wind values far downstream of the earth), made an assess-
ment of the degree of communication between this region and
the low altitude polar regions difficult. However, it is
possible that the day-side "soft zone" is connected in some
way to the magnetosheath (perhaps through merging of geo-
magnetic field lines with magnetosheath field lines or

through neutral point injection).

Regarding the night-side "soft zone", the presence of
"spikes" of energetic electrons and the continued presence
of soft particle fluxes even during very quiet periods sug-
gested that this region is connected to the geomagnetic
tail. To support this conclusion, in Figure 50 we compare
the electron spectrum which we presented for the night-side
"soft zone" in Figure 36 with a typical plasma sheet elec-
tron spectrum published by Montgomery, 1968. Note that
Montgomery's spectrum is plotted for omnidirectional fluxes,
so the Aurora 1 directional fluxes (in the absence of a
measured pitch angle distribution) should be multiplied
by a number of order 5 - 10, resulting in somewhat better
agreement. Even with this uncertainty, there is reasonable

agreement both qualitatively and quantitatively.
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Finally, it is hoped that the results of the Aurora 1
SPECS experiment will serve as sufficient motivation for
further low altitude polar charged particle measurements,
with greater sensitivity and time resolution and at other

local times.
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APPENDIX I: Derivation of Equation for Experimental

Determination of Satellite Moments

of Inertia.

Consider a solid, rectangular-shaped body of mass M

suspended by two massless wires as shown below,

1/ /7170777277777 224227
A

11 «—Y 1
2z Z

where, w is the distance between the wires and 1 is the

length of the wires. If a slight angular displacement, 8,
is imparted about the z-axis, the change in potential
energy of the system (neglecting torsion in the wires, and
assuming that the displacement of the point at which the
wire is attached is perpendicular to the y-axis) can be
written, ‘

V = - Mg cos {sin-l< kﬂ_%iﬂﬂ )} .

where, the angle in braces is the angle between the wires
and the vertical. For small angles, such that siny ~ o,
we have the Lagrangian,

2

L = HIzé + Mg cos (%%) ,

where, Iz represents the moment of inertia about the z~axis
and g the acceleration of gravity. Lagrange's equation
gives,
N N w_
Ize + Mg(21>sin(2l> f 0,
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or, with sin6 ~ 6,

~which is the equation for simple harmonic motion with period

L
1 1% 7
2

T = 4ﬂ<

) -
Mgw

Therefore, the moment of inertia about the z-axis is given
by,

L= Maw T

2 l6ﬂ212
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APPENDIX II: Mathematical Details of Section IV,C.

II.A. Solution of the Differential Equation 46.

We rewrite equation 46 as follows,

= - b exp (ngz)l

and proceed, multiplying both sides by 2(dAoz/dx), genera-
ting,

dAOZ d Aoz dAOZ
2 5 = - 2 b exp (gAOZ).

dax dx dx

Integrating with respect to x, we have,

2

0z = -
[ ” y 2 jb exp (ngz) dAoz + C

or,

dAoz
dx = .

{2 b aa }%
- f exp (gAOZ) S

Integrating over AOz yields,

dA
oz

dx =
2b } % :
{ ?;-gxp (gAo ) + C2

VA

1
Letting u = (2b/g)6 exp (gAOZ/Z), we can rewrite this as,



-126-

ax = 2 du ,

>

2
gu(-u + C2)

which integrates to,

SRRt Ol Ch F 4 ey}
X = a C2 1ln qu C2 + - u” 4 c2 J + C3 .
Since,
- r -1
sech ©~ = = 1n {w (a + J-w + a )} ,
X is given alternatively by,
o )
X = 3 1— C2 sech L + C3.
C
2
The boundary condition, Aoz(x=0) = 0, gives the relation,
>
i
9C, -1{(22_)%}
C3-—'—=sech ac ,
2 92
which is satisfied if C3 = 0 and C2 = 2b/g. Therefore, the

equilibrium magnetic vector potential is given by,

5= e = oMo R

or, substituting for b and g and using the relation

vT =-V,T |,
e’'i 1°e
5
2 2
_ KTy 2 n_e nv.l (1L + Ti/Te) A
A = ___= 1ln cosh x|z .
o) 2¢ckT,
eV. i

1
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IT.B. Evaluation of the Integral in Equation 55.

We are to evaluate the integral,

3
Z Llv. £, dv,
3 qJJ' z 13

or,
g 2
s I ' 3. _
Lo V3R aTey OV
J ]
q 2
j . -1 2 3 _
? ij i(w +x,vy) v, Elfoj d’v Il + 12 .

Considering first the integral Il, integration over velocity

space yields,

J‘vzfoj v = = j

so that for the two-component plasma,

2
{ - ;9—}'n(x) Al .

4k T
e

Multiplying the terms in parentheses by Ti/Ti and noting

that VeTi = - ViTe , it is seen that, referring to Eq. 48,
_ c n({x)
I, = an ) T
(o] L

Evaluation of I, for low frequencies, such that w/n<<vT
where vTJ (2kT /m );i , proceeds as follows. First note

that El = -c (DA /at), so that,

L
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2
z

A
1 3
& foj dv .

s

I, = = 3
€3

-1
2 (w+ xVy) v

x

T,
J

For small w, we make the approximation, (w + xvy) =

(W + v ~ UV since v. = v_, for an average particle.
(w/ Y) y y 3 ge p

Wwhile the integrations over Vo and v, are straightforward,

the simple pole at vy = 0 must be taken into account in

integrating over vy. We consider vy as in general a com-

plex variable and integrate over the contour shown below,

and let R~ o, IS Im(vy)
C2
e->0
Cl
!ﬂe —
-R =0 R
Re(vy)

Since the function vy-lexp (- mjvyz/Zij) is real and

analytic except at vy = 0, the only contribution will be

from the integration around cy - That is,
_ 2
oo_l (m.v ) . {—l (m.v )}
I;VY exp \- 5%;%— dvy = 2mri Ref v, exp \~ E%E¥—
J V., = ]
y
' 2
-1 m.v
= 21i lim v {v exp (— _1_1_>}
y vy 2kT,
v ~0 3
Y
= 2mi ,
and we have,
2 %
m KT A
I =-Eij(j)(7+v>n(x)a——
2 c j kT, ‘2mkT. m ot
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FIGURE CAPTIONS

Fiqure 1l: Sketch of approximate magnetosphere configuration

and several particle domains as viewed by O'Brien, 1967.

Fiqure 2: Spectra of electron counting rates versus energy,
measured in the magnetosheath and plasma sheet. These spec-
tra are relative differential energy spectra multiplied by

energy. (Bame et al., 1967).

Figure 3: Latitudinal positions of the "centers" of the
various regions of precipitation as observed during the
Lockheed 1965 flight. Data from both the northern and
southern hemispheres are included. The centers of the proton
regions are defined as the location of peak flux in a 21 kev
threshold detector. The centers of the electron regions are
the estimated "centers of gravity" of the total precipitated
energy as determined by a 15 ev threshold detector (night
zone), a 9 kev threshold detector (hard day zone), and a
differential detector with center energy near 1 kev (soft

day zone).

Figure 4: Photograph of Aurora 1 satellite, showing solar

panels, antennas, and viewing ports of the two photometers.

Figure 5: Sketch of Aurora 1, showing the various structures,
detectors, and telemetry modules. Principal axes are indi-

cated.

Fiqure 6: Block diagram of a typical channel in the Aurora 1

analog telemetry.
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Fiqure 7: Maximum deviation of the Aurora 1 detector axis
from the local geomagnetic vector as a function of time

after launch.

Figure 8: Euler angles as used in this thesis (Goldstein,
1950).

Fiqure 9: Photograph of a Bendix Model CEM-4010 channel
multiplier. Inner diameter of tube is 1 mm. Tube length

is 101 mm.

Fiqure 10: Photograph of a Bendix Model CEM-4028 helical

channel multiplier.

Figure 11: Typical plot of secondary electron output per
incident primary electron as a function of primary energy.

& is the number of secondaries emitted.

Figure 12: Typical differential energy distribution of

secondary electrons for primary electrons of energy Ep'

Figure 13: (a) The normal electron energy diagram of a
metal; ¢ is the work function, and Go is the depth of the
conduction band with respect to the level of zero kinetic
energy in the continuum. (b) The energy diagram modified
by the approach of an ion (yith ionization potential Vi)
within a distance S of the surface. o and B are the
depths with respect to the level of zero kinetic energy of
the energy levels of electrons 1 and 2 respectively.

(McDaniel, 1964).

Figure 14: Absolute efficiency of a Bendix channel multi-

plier for counting electrons as a function of primary
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electron energy (Frank, 1965).

Figure 15: Absolute efficiency of a Bendix channel multi-
plier for counting Li+ as a function of primary Li+ kinetic
energy (Frank, 1965). Also plotted is an approximate effi-
ciency curve for H+, assuming that the efficiency is a

function only of ionic charge and velocity.

Figure 16: Sketch of the SPECS energy analyzer geometry,
showing approximate locations of apertures, deflection

plates, and channel multipliers.

Figure 17: Nominal energy passbands of SPECS for electrons
and protons. These passbands were generated by calculations
based on a simplified SPECS geometry and experimental meas-

urements with a preliminary SPECS breadboard.

Figure 18: Aurora 1 SPECS system block diagram, showing
high voltage power supply, channel multiplier charge-sensi-

tive amplifiers, and related logic circuitry.

Figure 19: Experimental measurement of spread in beam

energy of the electron accelerator used in calibration of
the Aurora 1 SPECS. The data is presented in terms of the
output current of a faraday cup mounted behind a retarding

grid to which variable voltage is applied.

Figure 20: Typical angular response curves of a SPECS chan-
nel at various electron energies. This particular set of
curves was obtained from Channel 3 (plate voltage 350 V) of

a detector similar to the Aurora 1 SPECS.
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Figure 21: Sketch of relative response to an isotropic
electron beam of the various Aurora 1 SPECS channels as a

function of primary electron energy.

Fiqure 22: Geometric factors (the numbers by which count

rates are divided to yield flux in particles cm_2 ster-l
ev-l sec-l) for the Aurora 1 SPECS channels which are used

in this thesis,

Fiqure 23: Sketch of typical experimental curves of re-
sponse versus incident electron energy for two different
flux levels, which were used in determining the true versus

apparent count rate relations.

Fiqure 24: True versus apparent count rate relation for
Channel 1 of the Aurora 1 SPECS. Solid line is theoretical
curve assuming a Poisson distribution of intervals between

particle counts, while the dots are experimental points.

Figure 25: Dead times and true versus apparent count rate
relations for the six Aurora 1 SPECS channels, based on pre-

launch measurements at a pressure of 10_6 mm Hg.

Fiqure 26: Absolute efficiency of a Bendix channel multi-
plier for counting electrons as a function of primary elec-
tron energy as measured by Arnoldy. (Hoffman and Evans,

1967).

Figure 27: Sample of strip chart output of Aurora 1 analog
data, showing detector scaler switches and housekeeping ana-

log levels.

Figure 28: Response of Channel 6 during a northern



-145-

Hemisphere day-side pass through the polar regions, based
on 0.5~-sec. count rate averages taken once every 5 sec,
Pitch angle rénges are derived from values transmitted once

every 16 seconds. (June 30, 1967; K§~3)'

Figure 29: Response of Channel 6 during a southern hemi-
sphere night-side pass through the polar regions (June 30,

1967; K_~3).
P

Figure 30: Response of Channel 6 during a northern hemi-
sphere night-side pass through the polar regions (June 30,
1967; K~3).

P

Figqure 31: Diurnal variation of the position of the "auro-
ral zone" and "soft zone" electron fluxes. Also shown are
the average zone of 70% occurrence of visual aﬁrora in the
zenith (Feldstein, 1966) and the average latitude above
which the fluxes of electrons (E235 kev) at pitch angles
close to 90O are at cosmic ray background (McDiarmid and

Burrows, 1967).

Fiqure 32: Invariant latitude (Al) of the boundary between
the hard and soft electron regions as a function of magnetic

local time for various values of Kp.

Fiqure 33: Invariant latitude (A2) of the high-latitude
boundary of the soft electron region as a function of magne-

tic local time for various values of Kp.

Figure 34: Invariant latitude (AZ) of the night-side high-
latitude boundary of the soft electron region as a function

of universal time for Kp$4. (Maehlum, 1968).
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Figure 35: Differential flux in several SPECS channels dur-
ing a pass through the polar regions, based on 0.l-sec.
count rate averages taken once every 5 sec. Six-point dif-
ferential spectra are plotted for a few selected points,
with passbands defined by 10% response to a flat isotropic

laboratory electron spectrum. (Day side; Kp’ Kéﬂl).
Figure 36: Same as Figure 35, (Night side; Kp, Kév3).
Figure 37: Same as Figure 35, (Night side; Kp, KéVB).

Fiqure 38: Same as Figure 35, except without six-point
spectra, (Night side; Kév0+ - 1-, Kc=0).

Figure 39: Differential proton flux in several SPECS chan-
nels during a pass through the polar regions, based on 0.1-
sec. count rate averages taken once every 5 sec. Six-point
differential spectra are plotted for a few selected points

with passbands derived by correcting the electron passbands

for proton efficiencies. (Night side; Kp, KéV3).

Figure 40: Same as Figure 39, (Night side; Kp ~ 0+ - 1-,
K =0).
c

Fiqure 4l: Orientations of auroral forms during the develop-

ment of the auroral substorm. (Akasofu, 1964).
Fiqure 42: Same as Figure 35. Night side; Kp’ Kév3).

Figure 43: Same as Figure 39, except without six-point
spectra. (Night side; Kp, Kév3).

Fiqure 44: Magnetogram from College, Alaska, for July 18,

1967, showing variations in the horizontal component of the
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local geomagnetic vector.

Figure 45: Comparison of several electron spectra using the

efficiency measurements of Frank and Arnoldy.

Fiqure 46: (a) Comparison of an Aurora 1 day-side "soft
zone" electron spectrum with a spectrum obtained by the Lock-
heed experimenters in the same region. (b) Comparison of an
Aurora 1 night-side proton spectrum with a spectrum obtained
by the Lockheed experimenters. Both spectra were taken dur-

ing periods of very weak magnetic activity.

Fiqure 47: Comparison of an Aurora 1 electron spectrum ob-
tained during magnetic bay activity (see Figure 42) with an
electron spectrum measured by Evans, 1967a, on a sounding

rocket in a post-breakup aurora.

Figure 48: The magnetic field configuration, electric field,
and currents which result when the neutral sheet magnetic
field experiences a perturbation of the form

A1 = Al(x) exp(iwt + iny) 2. (Hoh and Bers, 1966).

Figure 49: Two classes of electron trajectories in the
neutral sheet magnetic field configuration. (Hoh and Bers,

1966) .

Figure 50: Comparison of a directional differential elec-
tron spectra measured by the Aurora 1 SPECS in the night-
side soft electron zone with an omnidirectional differential
electron spectrum published by Montgomery, 1968, for the

tail plasma sheet.
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FIGURE 22

ELECTRONS : 5
Channel Plate Voltage Geometric Factor (cm ster ev)

4 35 v 8.67 x 1072

5 35 v 1.52 x 1072

6 35 V 7.15 x 10>
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5 350 V 2.46 x 1072

6 350 V 4.75 x 10t

4 3500 V 2.39 x 1072
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PROTONS: 2
Channel Plate Voltage Geometric Factor (cm stexr ev)

4 35 v 6.02 x 10 ¥

5 35 v 1.22 x 1072
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5 3500 V 7.45 x 107"
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TYPICAL SPECTRA

USING FRANK'S EFFICIENCIES —
USING ARNOLDY'S EFFICIENCIES +++-
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ELECTRON SPECTRA DURING SUBSTORMS
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PERTURBED NEUTRAL SHEET B FIELD
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NEUTRAL SHEET ELECTRON TRAJECTORIES
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