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ABSTRACT

A comprehensive theory of conduction in polycrystallfio silicon is
presented, Tho present approach fundﬁmentnlly differs from previous
theories in its treatment of the grainm boundary. This theory regards the
grain boundary as an amorphous conducting medium and invokes drift-
diffusion as the mechanism of conduction. This model explains the
electrical properties of polysilicon in terms of the inherent eléctronic
and structural parameters of the material and is in excellent agreement
with the experimental data. The theory is valid fér arbitrary grain
size, temperature, doping conceantratiom, and applied voltage. Therefore,
this model is suitable for describing electrical characteristics of laser
restructured and/or plasma passivated polysilicon and of devices fabri-
cated therein. Also, the present approach critically examines, theoreti-—
cally and experimentally, the grain boundary scattering potential, qx,
introduced in previous theories. Specifically, the emission mode of con—
duction based on qx is shown to suffer from the incomsistencies in its
voltage partition scheme and theoretical I—v prédictions. The present
model consistently incorporates the effect of mobile carrier redistribu—
tion under bias and accounts for the high field switching in amorphous
grain boundary. Microscopic mobilities used for describing the carrier
transport provides a physical basis for introducing the grain voltage
(Va) across the unit cell of polysilicon system and Va. in turn, distri-
bute; itself to preserve a constant current density therein. This new
criterion yields a new voltage partitioning scheme, and a general expres—
sién for corresponding response function of current is derived in terms

of pertinent system parameters.



CHAPTER ONE

INTRODUCTION

1.1 PRELIMINARIES

Devices fabricated with polycrystalline semiconductor thin films
have existed for a long period of time [1]. In the LSI ;ircnit fabrica—-
tion processes, chemically vapor deposited polycrystalline silicon was
used in the past decade in numerous ways [2], e.g. interconnections, gate
electrodes, passivation and isolation layers in poly 12L » high value
load resistors in RAM’s [3], and monolithic distributed RC filters [4].
Thin film transistors, field ‘effect and Schottky barrier diodes,
photoconductors, luminescent thin film devices also have promising poten-
tial commercial applications [1]. Thin film device technology, in
response - to the ever expanding demand for higher density and faster speed
integrated circuits have progressed to a point where polysilicon devices
are commanding increasing attention [5-9]. A major breakthrough in the
semiconductor industry appears possible if vertical integration (3-D)
could be implemented vis—a-vis the reduction in device dimensions. The
current prevailing consensus is that the 3-D integration of semicomductor
devices will possibly be realized via the use of laser and electron beam
processed polysilicon and grain boundary passivation techmiques [10-36].
Extensive research has already been carried out to fabricate resistors
[10,28], p—n.junctions and Schottky barrier diode [11-14], MOSFETS and
bipolar structures in laser processed polysilicon [15-27]. However, the

low carrier mobility, high series resistance, short carrier lifetimes,



high leakage currents and turn—om voltage, low breakdown voltages, lack
of controllability and reproducibility in its electrical properties are
the main bottlenecks for more pervasive use of polysilicon in the
integrated circuit industries [7-9,27]. Factors which further inhibit the
use of polysilicon are a large temperature dependency of resistivity at
low doping concentration, incomplete impurity activation, and diffusion
and segregation of impurities to the grain boundaries [37]. The recent
development in laser processing technology has changed the sitwation and
has considerably enhanced the possibility for the application of polysil-
icon in VLSI and VHSI circuits [33-36]. It has been demonstrated in
recent years that the beam processing techniques can produce defect free,
device quality single crystal islands in polycrystalline silicon films
deposited on suitable insulating substrates [19,20,22,25]. This increase
in grain size is gemerally acccmpanied by a reduction in resistivity and
increase in mobility. These radiation processed polysilicon thin films
have also been used as low cost, high performance substitutes for silicon
on sapphire , for fabrication of solgr cells and MOS transistors for

large area display [7,38].

1.2 POLYCRYSTALLINE SEMICONDUCTORS

Because of the growing importance of polysilicon inm semiconductor
industries a comprehensive understanding of its physical and electrical
properties has become rather imperative. This section highlights the
various factors which describe the overall behavior, properties and per—

formance of polysilicon [37].

1.2.1 DEPOSITION



Thermal decomposition of silicon containing gas (e.g. silane) on
silicon substrates in atmospheric—pressure cold wall reactors (APCVD) has
been the standard method for chemical-vapor deposition of polycrystalline
silicon. However, in recent years, low—pressure chemical-vapor deposition
technique (LPCVD) has drastically reduced the cost of deposition. Because
of its high yield this method of deposition has been rapidly accepted in
the integrated circumit industry. The deposition temperature is rather low
(620° C) at a pressure of 0.2 to 1 torr compared to APCVD (650° C to

1200° ¢) [371.

1.2.2 CRYSTAL STRUCTURE

The crystal structure of polysilicon determines its optical proper-
ties, rate of oxidation, etching, diffusion of dopant atoms into films
and other electrical properties. [37,39]. Polycrystalline materials are
composed of small grains of single crystal joined together at the boun—
dary [2,40-41], The structure of the polysilicon and grain size are ﬁen-
sitive to the deposition temperature and the thermal processing steps. It
has been observed that the grain size increases with the increasing depo-—
sition temperature and film thickness [39]. However, acceptable surface
roughness, lithography resolution and smaller device geometry limit the
maximum size of the grain [39]. If the deposition temperature is above
600° C, polycrystalline films are formed. Amorphous films are formed at
lower temperature [37]. The crystallite grains are generally believed to
be formed by a2 random and independent nucleation and growth process. The
islands of crystallites grown are randomly oriented and are separated
from each other by the boundary region [2]. The films deposited at 620° ¢

has insignificant change after annealing at 800o C or 1000o C. But grain



size increases significantly at 1100° € and 1200° [37]. The grains have
a columnar structure which increases the diffusivity of dopants compared
to single crystals [2,39]. The diffusion of dopants is difficult to con-—
trol because the process itself depends on grain structure and deposition
temperature. Jon implantation and subsequent annealing is used to achieve

better control.

1.2.3 ELECTRICAL PROPERTIES

Extensive experimental investigation has been carried out [39-47] to
characterize the differences in electrical properties between polysilicon
and the single crystal silicon. Specifically Hall and resistivity meas—
urement have been performed on polycrystalline silicon over a wide range

5 20

of temperature and dopant comcentration (101 - 10 cm—s). These results

are summarized in Fig. 1.1,

1,2.3.1 RESISTIVITY

At room temperature, the resistivity of polysilicon is higher than
that of single crystal by more than a factor of 106 (Fig. 1.1) for small
doping concentration ( 1015 cm_-3 or less ) [39,41]. The resistivity, how—
ever, decreases slowly as the doping density is increased until a criti-
cal concentration, N‘, is reached when it drops very sharply by several
orders in magnitude for a slight increase in doping concentration. At

higher doping levels, the resistivity decreases almost linearly and

approaches that of single crystal to within a factor of 2 to §.

The resistivity is significantly dependent on temperature for low

and medium doping concentration. The plot of logarithm of resistivity
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versus inverse temperature ( 1/kT ) is linear if temperature is not very
low (T > —40°C) [39,41,43]. This Arrhenius behavior of resistivity can
thus be characterized in terms of an activation energy, Ea’ defined as
the slope of this curve. The activation energy is about 0.56 eV at low
impurity concentration. As the doping level is increased the activation
energy slowly decreases at first till N‘ is reached when it sharply
decreases and vanishes at higher concentration. At very low temperature
[43] the slope of 1np versus 1/kT curve, however, decreases gradually and

becomes constant below a certain temperature.

1.2.3.2 MOBILITY

The Hall mobility of polysilicon is, in gemeral, considerably lower
than the corresponding single crystalline mobility at low doping levels
[39-411. As doping concentration is increased the mobility remains
fairly insensitive. Near the critical concentration, Nt. however, the
mobility sharply decreases to a value which is several orders in magni-
tude smaller than the corresponding single crystalline value at the same
doping concentration. With fnrther increase in doping level, mobility
rapidly rises and approaches single crystal mobility within a factor of 2
to 5. The logarithm of Hall mobility, p, has been plotted as a function
of 1/kT (Fig. 1.1). At medium concentration ln(p) decreases linearly with
increasing 1/kT. The slope of this curve decreases with increasing impur—

ity level.,

1.2.3.3 CARRIER CONCENTRATION

The carrier concentration in polysilicon is, in general, lower than

the corresponding value in single crystalline silicon (Fig. 1.2) [39-41].



For low doping concentration it remains very close to the intrinmsic
*
value. As dopant concentration is raised, it increases slowly until N is
.
reached. Above N 1level the carrier concentration rapidly increases and

essentially merges with the corresponding single crystalline value.

e Y o AR A AT LA AT g

1.3.1 SEGREGATION THEORY

Several models have been proposed to explain the electrical proper—
ties of polycrystalline silicon., In these models the polycrystialliae
material is regarded as small crystallites which are joined togather at
the grain boundary. Inside the crystallite the atoms are periodically
arranged as in single crystal with its orientation random with respect to
that of the other crystallite. Thus at a grain boundary the angle between
the adjacent orientation can be very large. This gives rise to a high
concentration of defects and incomplete bonding at the grain boundary.
These defects and the dangling bonds are capable of trapping and immobil—
izing dopant atoms and/or free charge carriers. There are two schools of
thought regarding the effect of grain boundary on the electrical proper—
ties of polycrystalline semiconductors. Ome school believes that the
effective resistivity of polysilicon is large because the dopant atoms
are mainly segregated and trapped passively at the grain boundary
[58,59]. Thus there are less carriers in the crystallite region. However,
this theory fails to explainm the observed mobility minimum (dip) and the
temperature dependences of resistivity. Besides it has been reported
[41] that in the case of boron no appreciable segregation has been

observed for dopant atoms. Failure to explain these observations has led



to a second model for conduction.

1.3.2 CHARGE TRAPPING THEORY

T.I. Kamins reported Hall measurement on polycrystallimne silicon
films deposited on SiO2 surface by thermal decomposition of silane [40].
The average grain size was about 50008 and the doping density of both

acceptor and domor type was varied from 1016 cm_3 to about 1019 or

1020 cm_s. It was observed that the mobility in both n and p type
increases from a low value and reaches a maximum of about 40 cmzlv;sec at

18 cm—3. Kamins explained this observa—

a free carrier concentration of 10
tion by considering that i) a polycrystalline material is composed of
small crystallites joined togather at a grain boundary, ii) because of
the disordered nature of grain boundary there is a large number of
defects arising from incomplete atomic bonding and iii) the dangling
bonds form trapping states and are capable of trapping mobile carriers
from the grain, thereby giving fise to a space éharge regions of very
high resistivity near the grain boundary. This process in turn reduces
the mobility and could increase the resistivity by several orders of mag-
nitudes. Kamins also observed that as the number of carriers trapped in
grain boundary is increased, the trap levels could approach saturation,
Beyond this point it no longer traps any mobile carriers from the grain.
This will eventually lead to a very small width of barrier, compared to
the grain size, which will no longer have limitation on the conductivity
and the material behaves as though it is single crystal. This effect is
more pronounced in the case of samples having larger grain size and

thickness for the same doping density.
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1.3.3 THERMIONIC EMISSION

In 1975, John Y.W.Seto [41] reported the first quantitative theory
describing conduction in polycrystalline silicon films. Based on the
measurement of electrical properties of polysilicon films (implanted with
boron) and Kamin’s trapping theory, Seto proposed a onme dimensional model
for current density where the polysilicon is considered to be composed of
identical crystallites of grain size L cm. The conduction data were then
specified in terms of three physical parameters, viz. the trap level, E,,

t
the trap density, Q _, and L. These trap levels are capable of capturing

t

mobile charge carriers donated by the dopant atoms and become charged.
Depending on whether the total number of carriers available in the grain
is less ( LN < Qt ) or greater ( LN > Qt ) than the available number of
traps, the grain is either completely depleted or partially depleted of
carriers respectively. In this abrupt depletion approximation the
Poisson’s equation reads (Fig.1.3):

2

d
dx2

<t

= aN (1.1)
8

where & is the dielectric constant of polysilicon. Using the boundary
condition that V(x) = Vvo and dv/dx = 0 at the edge of the depletiom

depth (x = 1) gives

Viz) = (qN/2e)(x - 1)% + ¥ 1¢ Izl ¢ L (1.2)
vo 2

where Vvo is the potential of the valence band edge. When the grain is
completely depleted of carriers (1 = 0) the potential energy maximum is

given by

Vg = aLN/8e (1.3)
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For partially depleted case 1 > 0 and VB is given by

2
Vh = thISeN (1.4)

Using Boltzmann statistics, the mobile carrier concentration, p(x), is

given by

p(x) = Nv exp(-[qV(x) - EF]/kT) (1.5)

The Fermi level is determined from the charge conservation by equating
the number of carriers captured to the total number of trapping states
occupied. Finally Seto invoked thermionic emission theory of current

across the grain boundary. The current demsity is thenm given by

- kT 1/2 9B v, e
Jth =qp, (Zm‘n) exp( kT) [exp(kT) 1] (1.6)

where P, is the average carrier concentrations obtained by integrating

p(x) from -L/2 to L/2 and dividing by L. If an<( kT, the conductivity is

given by
V.
_ .2 1 _,1/2 _ %8 (1.7
oc=1Lg P, (an‘kT) exp ( kT)

Using the relationship o = qpp, the mobility is given by

qV,
exp(- -ﬁ*}-) (1.8)

1 1/2

The dip in mobility is described in the following way. When LN < Qt the
potential barrier increases linearly (eqn.1.3) with N until a critical
valne,N‘ is reached such that LN‘ = Qt (Fig. 1.3). Beyoand this concen-
tration the potential barrier decreases as 1/N and rapidly vanishes.
Although Seto’'s model was successful in explaining the general tremnds of

the experimental data it required two artificial factors to fit the data

quantitatively. These two fitting parameters entered the in expression
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of conductivity in the form

qV. .
exp(~ ;;;%) (1.9)

1/2

c = qu2 ( )

-1 _
2nm*kT

with £=0.,12 and n=6.49,

N.C.C. Lu et al [42] included the resistivity of the undepleted cry—

stalline grain, » Within the framework of Seto’s model. This modifica—

Pe
tion was necessary because if pc is neglected, the resistivity of large
grain polysilicon becomes smaller than that of single crystal for doping
level more than 3x1018 cm-a. In this modification the total resistivity
of polysilicon was expressed as a weighted sum of resistivities of

depleted and undepleted regions in the grain. The resistivity expression

thus read

21
P =pg (1 L) + p (1.10)

B
where Pp is the barrier resistivity in the depletion region given by
eqn.(1.9). However, this theory could not attribute any physical signifi-
cance to the artificial factors f and n. The absence of these parameters
in the eqn.(1.6) continued to predict a current demnsity larger than the
‘actuval value by more than an order in magnitude. The values of artifi-
cial factors, f and n, required to fit the data was taken as 0,06 and

1.22 respectively,

In an effort to eliminate omne of the artificial factors, namely a,
from the p expression N.C.C. Lu extended their previous model [42]. This
theory is basically similar, in concept, to the previous theory. However,
they proposed that if instead of the average value of the concentration
Pa one uses the carrier concentration at the center of the grain, p(0),

the artificial factor n is no lomger required in the expression for
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resistivity (eqn.(1.9)). The artificial factor f retained in this model
was then attributed to a smaller value of effective Richardson constant
because of smaller effective mass of the carriers compared to single cry-
stal value. It was suggested that the artificial factor may also
represent a transmission probability arising when carriers are passing
through the disordered grain boundary by eithex scattering or recombina-
tion. Lu et al, however, improved Seto’s charge neutrality equation
which is required to calculate the Fermi level, EF’ for N ¢ N‘ and deple-

&
tion length for N > N :

+ Qt

2N'1 = 1+ 2exp[(EF e qVB)/kT]

(1.11)

4
In this equation N was used instead of N to account for the incomplete
ionization of dopants. The term qYB recognizes the fact that the trap

levels are lowered by qV_ when the grain boundary potential is lowered by

B
the same amount. The theoretical activation energy, defined as the slope
of 1n(p) versus 1/kT curve ( Ea = 3(1n(p))/a(1/xT) ), predicted by this
theory, however, is constant (about 0.425 eV) for N ¢ N‘. whereas the

measured value actually starts from 0.56 eV for low concentration and

gradually decreases with increasing doping concentration. The I-V meas-—
urements taken in the polysilicon were observed to be nonlinear. Lu et al
made an attempt to explain this nonlinear'relationship within the frame-—
work of the thermionic model. Specifically, Lu et al proposed that the

theoretical I-V characteristics shonld be described via the use of hyper—

bolic sine functional format.,

1.3.4 THERMIONIC AND/OR FIELD EMISSION (Fig. 1.4)

[ — A ——
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The previous models, based on thermionic emission mode of conduc-
tion, were able to fit the experimental data at room temperature with the
help of the above mentioned artificial factors. As discussed earlier,
these factors were introduced, primarily, to reduce the current density
at room temperature. However, there was essentially no physical reasoning
upon which the use of these factors could be justified. Besides, at low
temperature (T < -40°C). the data for current density revealed that these
factors were diminishing the calculated value of the current, more than
it should, in these range of temperatures. In other words, the theory
predicts a higher resistance at low temperature whereas the experimental
curves had a gradnal downward bending trend for T < -40°C. The only
remedy for this unsatisfactory situation was to decrease the artificisl
factors at lower temperature which was, of course, even harder to jus—
tify. In order to remove these inherent inadequacies of their previous
models and also to explain the use of £ and n, Lu et al [43] proposed a
new conduction model for polysilicon. In this model, Lu et al, brought in
a concept of grain boundary scattering effect on charge carriers that
replaced the factors from f and n from the current expressions. In order
to simulate the above mentioned scattering of carriers from grain boun-
dary, the authors employed an additional scattering potential on the top
of the usmwal barriers used in the trapping models. This barrier was rec-—
tangular in shape and and has a height x and a width 6. and was attri-
buted to the mobility gap of the grain boundary. As can be expected, the
scattering potential lowered the calculated current density at room tem—
perature because the number of charge carriers which are now able to
cross the grain boundary is decreased. Charge carriers, in this model,

are required to overcome the combined potential barrier by thermionic
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and/or field emission. However, the fit to the resistivity versus 1/kT
curves was achieved by reducing the ¥ and the & as temperature is
decreased. The authors suggested that as the temperature drops, X and &,
whose product represents the scattering stremgth of the grain boundary,
are expected to decrease because there is less phonon scattering at these
temperatures. It should be noted, however, that no effort was made to
justify the aforementioned functional behavior of X and & with tempera-
ture. It should also bé mentioned that these temperature dependences of X
and 8, calculated to fit the resistivity data for doping comncentration of
8.9211017 cm_3 was mnot capable of satisfactorily fitting the

1n(p) vs 1/kT curve, for polysilicon doped with different concentration.

1.3.5 COMBINED TRAPPING AND SEGREGATION MODEL

M.M. Mandurah et al combined the aforementioned two approaches, viz.
the trapping and segregation models [44] to explain resistivity variatiom
with dopant concentration in polysilicon. Recall that the trapping model
concerns with resistivity variation due to the change in barrier height
resulting from trapping of free carriers at the grain boundary, while the
second model considers the dopant segregation to the graim boundary. In
this work the authors noted a difference in resistivity value for same
dopant concentration when dopant types are different. In addition, it was
observed that there is a reversible change in resistivity, for arsenic
and phosphorns‘doping, with higher and lower temperature annealing cycle.
Mandurah et al suggested that this change in resistivity can only be
explained if ome takes into account the dopant segregation effect in the
grain boundary. Using Gibbs absorption equation and Ising-like model it

was shown that segregation effect is dominant in phosphorus and arsenic.
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In the case of boron, the dopant atoms are more likely to be depleted
from the boundary or surface rather than segregating. The average dopant

concentration in the grain (Né) was calculated using the equation :

N—NG AQS Qo
1n( ) = 1ln o= + ——— (1,12)
NG Nsi kTA

where N is the total number dopant density (cm—a).Nsi, the total number
of bulk and grain boundary sites (cm—a). Qs' the density of grain boun—-
dary sites in the s&stem. A is the pre—exponential factor, Qo' the dopant
heat of segregation and T, is the final annealing temperature,

A

1.3.6 TRAP DISTRIBUTION AND DENSITIES

G. Baccarani, B. Ricco and G. Spadini proposed a modified version of
charge trapping model [45] to clarify the electric;1 properties of'
polysilicon in the intermediate concentrations (near N*). This model con-
sidered &-shaped trapping states as in previous theories and continuous
energy distribution of interface states within the band gap in grain
boundaries. Using the thermionic emission theory they found that the
former is in better agreement with the experimental results. Baccarani et
al also pointed out that although trapping and segregation theory have
been regarded as alte;native explanations for high resistivity values,
'Hall measurement provides evidence that in phosporus doped sample the
active dopant concentration is considerably smaller than total doping
concentration., This led them to justify the use of both theories in the
explanation of observed data. The trap density was determined to be

12 =2
cm

3.8x10 in accordance with carrier life time measurement performed

on CVD films.
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C.H. Seager and T.G. Castner [46] characterized the electrical tran—
sport properties of neutron—transmntation-doped-polycrystalline silicon.
Their polysilicon had quasiparallel rod like grain having typical dimen—
sions of 25x25x100-200 um, With four—probe techniques they made zero-bias
measurement of resistance as & function of temperature om both bulk and
individual grain boundaries in this material. It was observed that below
a doping level of 2x1015 cm-3 of phosphorus, the logarithm of resistivity
is linear with temperature with an activation energy of 0.55 eV, With
increasing donmor concentration the activation energy started to decrease
with decreasing temperature. Traveling potential probe measurements were
carried out on heavily doped polycrystalline silicon and it was found
that the impedance of individual boundaries could vary to a large extent.
In other words, there is a large range of potential barriers present
across the grain boundaries., The authors summarized these observations by
concluding that at lower doping densities ( N ¢ 2x1015 cm_3 ), the larg-—
est barriers control the activation energy, although not all the barriers
are of this size. Seager et al examined the mechanism of current flow
when grain boundary potentials are present in the material. The authors

used thermionic emission theory and derived an expression for activation

energy of p :

av
=, 9ln(p) _ . : (1,13)
E, Fkoa/m = WV~ T 31

Using ‘hree types of trap demsities , namely, 1) energy indepedent 2)
monoenergetic 3) exponentially dependent trap distribution , the activa-
tion emergy was calculated for polysilicon. It was found that the
exponential density of states better explained the experimental data than

the other two types of states. The comparisons also led to the conclusion
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that the largest grain boundary state density was 611011 cm_2 located

within Z 0.2 eV from the center of the forbidden gap. The tendency for
the slope of ln(p) versus 1/kT to drop below 220° K is attributed to the
inhomogeneous nature of the material which may give rise to a decreased
activation emergy at lower temperature. Authors suggested that some form

of impurity conduction along the grain boundary may also be responsible

for this behavior.

1.3.7 APCVD VERSUS LPCVD FILMS

T.I. Kamins reported [47] that there is a marked difference between
the resistivities of polysilicon, doped with phosporus, at low éressure
and high temperature, atmospheric pressure. For moderately doped polysil-
icon, the sheet resistance of low pressure films are higher than the
atmospheric pressure films. However, the LPCVD film resistivities
approaches that of high pressure ones as the dopant concentration is
increased to high values. This behavior has been explained by arguing
that the LPCVD films are deposited at a lower temperature and this may

lead to a higher trap denmnsity.

1.3.8 EFFECTS OF ILLUMINATION

H.P., Maruska etlal measured Hall mobility [48] in the dark and under
illuminated conditions in order to evaluate the transport of carriers in
polysilicon solar cells. The grain size of their sample was 1 mm., The
resistivity of the samples were also measured in the above two condi-
tions. In the dark, the resistivities of the samples slowly decreases in
the range of 4002 35§K. then rapidly increases to 200°K, and finally

saturates below 200°K. When the samples were exposed to light, the
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resistivity decreased from its dark value at low intensities, and at
about solar intensities the curve inverts in the range below 350°K and
becomes thermally inactive. The authors suggested that with illumination
of 1ight, the barrier potential is removed. This argument appears reason—
able because the nole gemerated by photon induced band to band excitation
of electron—hole pairs in the n type samples are attracted to the grain
boundary, where they could eliminate the trapped electronms by recombina—
tion process. The measured carrier concentration was found to be indepen—
dent of supply voltage, temperature and level of illumination. The
authors further argued that this is the free carrier concentration of the
grain which shows bulk properties. They defined an effective mobility of
polysilicon which is measured by the Hall effect. Under illuminated con—
dition, this effective mobility approaches bulk mobility at high tempera—
ture. However, at low temperature the intrinsic properties of the
depleted regions (e.g. mobile carriers) influence the conductior mechan—

ism,

1.3.9 DYNAMICS OF POTENTIAL BARRIER FORMATION

K.R. Kumar and M. Satyam presented a modified version of Seto's
model [49] by including the dynamics involved in capturing and releasing
mechanisms of free carriers by the grain boundary in order to estimate
the barrier potential height. The authors, however, included the bulk
resistance into their calculation. By considering the thermionic emission
theory as the mechanism of carrier transport across the grain boundary
barrier, the authors defined an effective mobility wusing an f-factor of

0.25.
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1.4 GRAIN BOUNDARY ALTERATION

1.4.1 HYDROGEN PASSIVATION

As has been discussed thus far onme of the major roles of the grain
boundary is to capture a mobile carriers from the grain and thereby giv—
ing rise to a potential barrier. This potential barrier then deters the
carrier transport across the grain boundary. Recently comsiderable work
has been carried out to reduce the effect of grain boundary by decreasing

the number of traps comtained therein [2,29-32],.

A method for modifying the electromic properties of the grain boun—
dary in polysilicon via the introduction of monocatomic hydrogen has been
reported by Seager et al [29]. It has been suggested that monoatomic
hydrogen and few other species may be introduced within the grain boun-
dary to tie up the dangling bonds which arise from atoms which are not
tetrahedrally coordinated. Thus, the introduction of'hydrogen plasma may
remove grain boundary trap states, The resistivity of these hydrogenated
polysilicon has been found to be lower than the original polysilicon.
Also this passivation of grain boundary changes the temperature charac—
teristics of the grain boundary. The conductance of the virgim polysili-
con decreases as temperature is decreased. In a 1ln(c) vs 1/kT plots,
1n(o) decreases at a constant rate near room temperature and above. How-
ever, at lower temperature the curve becomes non—linear and its slope
decreases. The bydrogen passivated polysilicon shows a weaker temperature
variation compared to the virgin samples., At a high doping concentration
it may lose its activation nature and take the temperature characteris—
tics of simgle crystals where mobility is determined by simple scattering

for majority carriers. The authors also found that (i) plasmas of 02,
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SF6‘ N2 increase the trap demsity of states and as a result resistivity
of the polysilicon increases, (ii) molecular hydrogen has no effect on
the grain boundary state density. Seager et al believe that these pas-—
sivation techniques can significantly enhance the thin film solar cell
performance where the grain boundary recombination of photogenerated

current has the most detrimental effect.

Campbell [30] showed that an enhancement of the polysilicon conduc-
tivity by a factor as large as 103 can occur when the grain boundaries
are passivated by hydrogen plasma. The activation emergy in the sample
was also reduced as a result of this passivation technique. The author,
however, discovered that this passivation technique is reversible. A
hydrogenated sample was heat treated at 500°C for 30 minutes in an oil-
free vacuum of 1.3::10_4 pa. It was found that this film was restored to
its original state. It was assumed that this is due to the vacuum
desorption of hydrogen from the grain boundary. Campbell et al [31]
further investigated the effects of exposing the polycrystallime film to
atomic hydrogen from hydrogen plasma. The conduction properties of hydro-
genated polycrystalline silicon were improved in comparison to the unhy-
drogenated one. In Seto's theory the mobility can be expressed as the

following:

p=poexp[-qVB/KT1 (1.14)

where By is a parameter having units of mobility. Campbell et al [31]
explained that because of plasma hydrogenmation, the number of traps, Qt’
is decreased. As & result, the barrier height for partially depleted
grains and filled traps will be lower at a given concentration. This can

be understood in relation to eqn.(1.1-1.4). The critical concentration
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at which the VB reached its maximum value (or the point the mobility
attains its minimum value) is shifted to the lower concentration region,
This follows because N'= Qt/L' However, for the fully depleted grains,
the value of qVB and hence the value of mobility is expected to remain
unchanged. In their experiment, Campbell et al found that Qt has been
reduced from 3.8::1012<:m-2 by a factor of about 1/3. The authors also com—
pared the electron spin resonance signal (ESR) on both virgin and hydro-
gen passivated polysilicon and found that the spin density of the dan—
gling bonds had systematically decreased. The authors concluded that
different types of traps may exist within the grain boundary. There-
fore, to reduce all the trops different methods of passivation may be
required. For example, as Redfield shows [60], an oxygen trap segregated
in the grain boundary may cause the grain boundary to become more electr—
ically active. Since Si-0 bonds are relatively stable, this may not be
removed by a hydrogen passivation only, and this may contribute to the

two—thirds trap density that remains in the grain boundary.

1.4.2 LITHIUM PASSIVATION

R.T. Young et al investigated the effscts of passivation of the
grain boundary by diffusion of lithium into the n—type polysilicon [32].
The carrier mobility was found to increase for the lithium diffused
polysilicon samples. The authors generated photoresponse map on p—n junc-—
tion solar cells using scanning light spot (SLS) technique. The grain
boundaries have a detrimental effect on the photogenerated currents
through minority—carrier recombination at the grain boundaries [61]. It
was shown that these adverse effects were significantly reduced after the

+
introduction of Li into the solar cell. It was postulated that the Li
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ions can diffuse into the mnegatively charged recombination sites in an
n~type polysilicon and gentralize them. This process, therefore, reduces
the recombination cross sections of trap centers. The authors claimed
that the Li passivation technique may be better than the hydrogen pas-—
sivation because it is difficult to introduce atomic hydrogen uniformly

into the grain boundary.

1.5 MOTIVATION

1.5.1 MATOR DRAWBACKS OF THE PREVIOUS THEORIES

So far we have discussed the previous models which have been pro—
posed to explain the cbndnction characteristics of polycrystalline sili—-
con, These models have brought out some important physical mechanisms
responsible for electrical conduction. However, these models have several
drawbacks which make these theories very unattractive. Seto’'s model
[41], for example, neglects the grain resistivity. But it was found that
for very high doping concentration and for large grain size, the grain
resistivity becomes important., As a result, the model is good only up to
a grain size of 600 R. Lu et al [42]1, included the grain resistivity for
the case of high dopant concentrations., In their theory the crystalline
grain region has been partitioned into two regions, viz the undepleted
neutral region and the depleted space charge region., In the undepleted
region, carriers are taken to be tramnsported via drift mode of conduc~—
tion. The drift current is described by the mobility of the charge car—
riers. In this picture the carriers are constantly scattered by lattice
imperfection and vibration, dopant atoms, and so forth, which reduces the

mobility. When the carriers enter the depleted region of the grain,
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however,it was tacitly assumed to behave as free particles and cross the
grain boundary via thermionic emission. Obviously this description is
unsatisfactory and should run into a major difficulty when the depletion
depth is larger than the mean free path. It should also be noted that the
thermionic emission theory can be satisfactorily applied for high mobil-
ity materials [62]. Note that for the case of high doping concentration
where the impurity scattering is predominant the mobility is reduced by
about one order of magnitude from its intrinsic value [62,41]. In Seto’s
model, the grain boundary width has been neglected. Ve believe, this
approximation is a gross simplification and has led to the use of an
artificial factor to reduce the current density. Lu et al on the other
hand considered a finite thickness of the boundary. However, to account
for the artificial factor, f, a new scattering potential X having a fin-
ite width & has been postulated. As discussed in sec. 1.3 the product X &
was suggested to represent the scattering strength of the graim boundary.
In this regard the width, &, of this scattering potential did not
correspond to the width of the grain boundary., This scattering poten-—
tial, qx, which has been ascribed to mobility shounlder was successful in
reducing the current density and hence the artificial factor, f, could be
dropped from the resistivity expression. Mandhurach et al also introduced
this additional potential and attributed it to the optical band gap of
the disordered grain boundary [54]. Lu et al made a further attempt to
quantitatively explain the bending tendency of ln(p) versus 1/kT curve
over a wide range of temperature observed in polysilicon. In their model-
ing, qx and & have been continuously adjusted as a function of tempera-
ture. The physical justification for this procedure remains unresolved.

Seager et al [46], attributed the bending trend to the random network
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nature of the polycrystalline semiconductors., Young, et al [63] and
Werner et al [64], however, singled out a grain boundary in a bicrystal
and observed a similar bending trend in the 1n(p) versus 1/kT curve. It
is, therefore, apparent that this bending tendency is intrinsically asso—
ciated with the conduction processes within the grain boundary. Wu et al
[57], considered Rutherford scattering of carriers from fixed charge
centers believed to be present in the boundary. However, the resulting
attenuation factor of current was insufficient to explain the data and
also it is unknown whether the temperature characteristics of the result—

ing attenuation factor is consistent with the downward bending trend.

An ultimate goal of modeling conduction is to have a quantitative
understanding of general I-V characteristics. The previous theories have
considered thermionic and/or field emission as a mechanism for transport-—
ing carriers arross the boundary. The expressions for I-V relationship

in this model can be summarized in the form [55]:

I= Issinh(qV/ZkTNg) (1.15)

Here, V is the external voltage applied across the poly—resistor and N8
is the average number of grains contained therein, Is is Schottky emis-—
sion current is given by Is=2kTNg/qu with Rs denoting the small signal
(V K NgKT) resistance value, A major difficulty in using the above I-V
expression lies in that the actual fit to the data requires the introduc-

tion of an unphysical fitting parameter Nef in place of Ng [56]. This

f
parameter for effective number of grains in the resistor, Neff' has to be
varied continnously and nonmonotonically over a range of 300 to 800 in a

doping range of 1015—1018 cm-a, whereas the actual value of Ng was about

150, Additionally, N has also to be adjusted to fit the I-V data at

eff
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different temperatures. Furthermore, eqn.(1.15) appnears to suffer from a
basic built~in inconsistency. The resistance of a polysilicon resistor
at a very high doping concentration (N >1018cnr3) is larger than the

corresponding single crystal resistor by a factor, 2-5. The resistance

at any voltage, V , from the above expression is given by

R

= ) (1.16)
ROYV) = k()72

where z=qV/2kTNg. As the value of z is increased above 5, the resistance,
R(V), drops by more than an order in magnitude. Consequently, the curreat
drawn in a polysilicon resistor becomes higher than that of a single cry-
stal resistor at a same applied voltage. Obviously, this is an unphysical

consequence.

We have seen that, in the previous models, the grain boundary played
the role of trapping the carriers and creating a potential barrier. From
the conduction standpoint, the boundary was regarded strictly as an insu-
lator, and the applied voltage was thus partitioned to the boundary via
electrostatic consideration [54]. The resulting voltage partitioning
consideration leads to a mnegligible voltage drop across the grain boun—
dary for the case of low doping concentration. Conductance measurements
performed on a grain boundary [64] of a lightly doped (N Z lolscm_s)
bicrystal shows, however, that the voltage dropped across the boundary is
about 2 - 3 times larger than that across the grain at room temperature
[64). This clearly indicates that the grain boundary has a very high

resistivity. In addition, its temperature characteristics have been

observed to resemble closely the polycrystalline data.

1.6 ORGANIZATION
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The thesis has been arranged in six chapters. In the first chapter
we have discussed a few pertinent properties of polycrystalline silicon,
previous theories of electrical conduction and their drawbacks, and the
necessity of developing a new conduction theory. In the second chapter,
we summarize the electronic and structural properties of amorphous
polysilicon. Different conduction mechanisms in amorphous semiconductors
are discussed and Passivation and electrical switching theory of amor—
rhous semiconductor are also briefly reviewed. In this chapter we
present a physical basis for modeling charge transport in grain boundary.
Based on the theory of conduction in amorphous semiconductors, we present
a new theory of conduction in polysilicon in chapter three. A brief out-—
line of this theory has been reported elsewhere [65-67]. Here, we
analyze the current response in the limit of small (< XT/q) applied vol-
tage. In chapter four we generalize the small signal theory to the case
of arbitrary applied voltage. Chapter five summarizes the results
obtained from our model and compare with the experimental data obtained
from various sources. In chapter six we give the conclusion and some

limitations of tkis theory and suggest possible remedies.



CHAPTER TWO

THEORY OF AMORPHOUS SEMICONDUCTORS

2.1 PRELIMINARIES

In the past 15 years comsiderable progress has been made in under-
standing the properties of amorphous semiconductors. Amorphous semicon—
ductors are essentially noncrystalline material which lack long range
periodic ordering of their constituent atoms but they are not completely
disordered in the atomic scale [68,69]. The diffraction pattern of the
amorphous semiconductors is characterized by diffuse rings rather than
sharply defined Bragg rings or spots as is observed in single crystalline
semiconductors. As opposed to amorphous semiconductors, polycrystalline
semiconductors are composed of grains. These grains contain a periodic
array of atoms which are surrounded by a boundary layer of atoms. These
boundary atoms serves the purpose of interconnecting different graims. As
the size of these grains decreases, the boundary region of the grains has
a large number of atoms, In the limit of very small grain sizes, the dis-—
tinction between the crystallite grain and the boundary disappears com
pletely. At this point the concept of a periodic microcrystallite
regions loses its meaning. Amorphous semiconductors are normally subdi-
vided into two basic categories: (i) the tetrahedrally coordinated
materials, and (ii) chalcogenide glasses. Silicon and germanium fall

within the first category [68].

Amorphous semiconductors have complex structural configuration. Many

idealized models have been proposed to correlate the structural disorder

30
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to the electrical properties of the amorphous semiconductors. Inm this
chapter the theoretical concepts of electronic states of an amorphous
semiconductor are briefly outlined. We describe the electronic tramsport .
mechanism and summarize the formulae appropriate to describe the conduc—
tion process. A brief review of electrical switching phenomenon and pas—

sivation of amorphous semiconductors has also been included.

2.2 TRANSPORT THEORY OF AMORPHOUS SEMICONDUCTORS

Considerable progress has been made in understanding the properties
of amorphous semiconductors in recent years. Specifically extensive
effort [68] has been made to correlate the structural disorder to the
electrical properties of amorphous semiconductors. This section contains
the theory of the tramnsport mechanism for the carriers contained therein.
In contrast to the crystalline semiconductor, there is no long-range
structural order in amorphous solid. Short range orders such as (i) the
interatomic distances and (ii) valence angles are, however, believed to
be preserved [68]. This is understood in the light of tight binding
approximation theory where atomic wave functions of individual atoms are
primarily perturbed by those of the nearest neighbors. Mott[69] suggested
that the spatial fluctuations in potentials arising from long—range con-—
figurational disorder may result in the formation of localized states in
the band tail in contrast to the sharply defined edges of demsity of
states in valence and conduction band. Mott also suggested a sharp boun—
dary to demarcate two different types of conduction channels, namely the
extented states and the localized tail states. As the name extended
states specifically suggests that the electron wave function in this

energy states are extended over the entire crystal length whereas in the
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localized staetes an electron does not diffuse at zero degree Kelvin., At
higher temperature the electrons in the localized states can move by
exchanging energy with a phonon. The above mentioned sharp energy level
is known as the mobility shoulder and in Mott-Davis model a pseudo—energy
gap is defined in terms of the mcbility shoulder instead of a sharply
"defined band edges. Experimental evidence for localized gap states has
been observed from luminescence, photoconductivity and drift mobility
measurements [68]. The above model also proposes a2 band of compensated
levels near the mid-gap of the pseudo—energy gap which also originates
from defects in the random network, e.g. vacancies and dangling bonds
etc. The ceanter band may again be split into two bands, namely the accep—
tor and donor bands which will pin the Fermi level at the mid gap. Thus
the Mott-Davis model for band structure leads to three distinct channel

for conduction [69,70].

2.2.1 THE EXTENDED STATE MOBILITY

If a charge carrier in the extended states is not stromgly influ—
enced by the lattice disorder, its motion is described by a mobility
associated with a free particle having an effective mass, m‘ and a rela-
tively long mean free path. However, it was pointed ocut that mean free»
path of the carriers are of the order of interatomic spacing and the
charge transport may be described by a Brownian or diffusive type motion

[68]. The diffusion coefficient is given by

2

D= (1/6) va (2.1)

where a = 28 is the interatomic separation and v ~ 1015 sec_1 ié the jump

frequency associated with the interatomic transfer integral, J = hv .,
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Using Einstein’s relation p = gD/kT, the extended state mobility is given

by

m = % q v aZ/kT . (2.2)

ext

The typical value of (o has been estimated to be equal to 2 to 12

cmzv_lsec_l.

t

2.2.2 THE HOPPING MOBILITY

The charge carriers in the localized band tail can be transported
via thermally activated hopping process. Since hopping is a phonon
assisted mechanism, the mobility associated with it will also have a

thermally activated nature

hop = Mo exp[ — H(E)/kT 1] (2.3)

where the pre—expomential factor By is given by

ho = (1/6) v 4 a RZ/xT (2.4)

Bere vph ~ 1013 is the phonon frequency and R the distance covered in one

hop. With H I kT, was estimated to be of the order of

llhop
-1 zv_l .

10 “cm sec_; at room temperature which is smaller than the extended
state mobility by at least a factor of 100, This drop in mobility has

been called the mobility shoulder [68,69].

2.2.3 THE TUNNEL STATE MOBILITY

Carriers in the localized defect states near the midgap can also
move between states via phonon—assisted tunneling which is analogous to

the impurity conduction in heavily doped semiconductors at low tempera—
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ture. The mobility has the following form

/4)

exp - (A/TT (2.5)

?
lltun = p0

Here, quantities,

/4 /2 /

A= 2.1[a3/kN(EF)]1 201/¥T)  are

_ 1/2, | 1
By = [q/4(2m)"" 7] vph[llaN(EF)kT]
represented by a scale factor (e¢) for the spatial extent of wave func-—
tions (inverse length), attempt frequency Von and density of states fac—
tor, N(EF). This mobility is smaller than the above mentioned values by

several orders of magnitude.

2.3 TEMPERATURE DEPENDENCE OF AMORPHOUS CONDUCTIVITY

[ = A e A g

The total conductivity of amorphous semiconductor is, therefore,

given by [69]

o=gq f dE g(E) p(E)£(E) (2.6)

where g(E) is the density of states factor which includes the defect
states near the midgap, localized states in the band tail and the
extended states beyond the mobility shoulder; p(E) is the mobility asso—
ciated with the three conduction channels and f(E) is the Fermi probabil-
ity factor., The temperature dependence of conductivity is thus deter-—
mined by the combined effect of the above conduction channels., For a

given E

F and at room temperature and above, the dominant contribution to

the above integral arises from the carriers in the extended states., This
is because there is an appreciable amount of mobile carriers beyond the
mobility shoulder and.pext is much lgrger than the mobilities associated
with the localized states. As the temperature is lowered, however, the

Fermi probability factor for extended states is rapidly reduced, in which
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case the prevalent channel of conduction should be the hopping of car-—
riers in the bandtail. With further decrease in temperature, charge
transport is, by the same reasoning, due to the tumneling of carriers
between defect states near the midgap. As a consequence, the plot of 1n
o vs. 1/T is not characterized by a straight line over a wide range of
temperatures. Rather, there exist three differemt slopes, each having its
own dominant range of temperature [71]. This theoretical temperature
dependence of ¢ is experimentally supported by the drift mobility meas—
urements in amorphous solids [68]. This bending trend of the slope, when
transcribed into the resistivity curve is strikingly similar to that
observed in polycrystalline silicon [43,461. Herein lies the basic
experimental link between the grain boundary and amorphous solids and
also the attractive possibility of explaining the temperature dependency
of polysilicon resistivity on a gemeral physical ground. As mentioned
earlier, the resistivity data reported by Young et al and Werner et at
[63,64], using a bicrystal explicitly suggests that the bending trend of
1n p vs 1/T curve is determined by the grain boundary property itself.
This, coupled with the strikingly similar and consistent behavior of 1n o
vs. 1/T curve in an amorphous semiconductor lends strong credence to the
point of view, namely that the grain boundary not only gives rise to a
potential barrier, but also provides an actual conducting medium through
which carriers are microscopically tramsported. The effective mean free
pafh of carriers associated with the various conduction channels are
approximately equal to or less than the lattice spacing. Since the grain
voundary is generally believed to consist of at least a few lattice
sites, there is no physical ambiguity for assigning these conduction

channels to the grain boundary.
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The current-voltage characteristics of amorphous materials is
strictly ohmic for low applied voltages. However, as the applied voltage

is increased to a certain critical voltage, V the material converts

th’
from a highly resistive to a highly conductive state. When the voltage is
reduced, the material may revert back to its original state. This
phenomenon is known as the threshold switching. In the case where the
material continues.to remain in the high conducting state even if the
voltage is decreased, the transition is known as memory switching. This
electrical switching phenomena has been observed in amorphous thin films
of silicon, germanium and various semiconducting glasses [72]. Much
research has been done in the field of threshold switching to identify
the mechanisms responsible in this transition [73]. Materials which exhi-
bit switching are typically disordered and contain a large concentration
of carrier traps [72]. Another feature common to these substances is
their low mobility and the corresponding high resistivity. This makes it
possible to apply high electric field across the films [72]. Investiga-
tions in this field has thus far revealed that this switching may be
either electronic or thermal in nature or a combination of both [73]. The
widely accepted viewpoint for this tramsition is the electrothermal
theory. This theory suggests that at high voltage some filamentary
current channels are formed in the material which increases the overall
conductivity of the thin film, This at the end leads to an avalanche-like
condition and causes the film to switch. There has been proposed an

empirical relationship existing betweem the switching voltage, V and

th’

the thickness of the amorphous films [73]. For silicon
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1/2
vth ad (2.7)

where d is the film thickness. The comstant of proportionality, M, has

been determined experimentally to be Z 9.4 102 V/cm1/2[73]

2.5 PASSIVATION OF AMORPHOUS SILICON

Amorphous silicon is normally characterized by a presence of a large
number of dangling bonds [68]. This has been demonstrated by a large
electronic spin resonance (ESR) by Brodsky and Title [74]. in Ge and Si.
For pure evaporated and sputtered material, the ESR signal is very large
and it shows a presence of high density of paramagnetic centers
( 1019 - 1020 cm—3 ). The electron energy levels of the dangling states
lie between the valence and the conduction states of the fully paired and
bonding electrons [68]. If these silicon dangling bonds can not be paired
to each other, it isxpossible to pair them with othexr atomic orbitals,
e.g. hydrogen, nitrogen, oxygen, fluorine etc [68]. It has been observed
that the glow discharge plasma decomposition of silane or sputtering in
the presence of hydrogen tends to reduce the ESR signal, showing large
decrease in the paramagnetic spin centers in the bulk amorphous silicon
[75]. In the glow discharge deposition method, the hydrogen concentration
depends on the deposition conditions such as substrates temperature, SiH

4

pressure, SiH4 flow rate etc. It has been observed that the hydrogen con—
tent decreases as the substrate temperatures is increased [76]. Based on
absorption measurement, it has been estimated that the amount of bonded
hydrogen (a-Si:H) is typically 35-52 atomic percent for substrates main—-
tained at 300°K whereas for 520°K specimen the corresponding number was

lower (14-25 atomic percent) [77]. These a—Si:H has been used to make

relatively efficient solar cells [76]. Thus, the passivation of the



defect states may enhance the possibility of using amorphous semiconduc—
tor thin films in fabricating useful devices. However, it has been
revealed that hydrogen and other additives may enlarge the band gap
(alloying with Si), changing the lattice—electron coupling etc. For that
reason, the amount of hydrogen incorporation in the a—Si has to be care—
fully chosen to optimize the use of a—Si:H in the semiconductor indus-

tries [78].



CHAPTER THREE

CONDUCTION THEORY IN POLYSILICON

3.1 PRELIMINARIES

In this chapter we present a new approach in modeling conductiom in
polycrystalline silicon. This model introduces a conceptually mnovel
treatment for conduction in the disordered (amorphous) grain boundary ——
based on the extended state, hopping and tunneling mobilities, and uses
drift and diffusion theory to describe current in both the single cry-—
stalline grain and amorphous boundary regions. This model is capable of
explaining previous data on conduction in polysilicon, using a fized set
of physically meaningful parameters, determined only by the structural
properties of the material. This comprehensive theory aptly demonstrates
the internal consistency, in stark contrast with other models, by exten-
sive comparison with previously reported experimental iesnlts. Further—
more, the model can successfully predict the electrical properties of

polysilicon for a given set of structural parameters or vice versa.

3.2 SMALL SIGNAL THEORY

The present theory of conduction in polycrystalline silicom is
derived with the following assumptions and simplifications. The validity

of these assumptions will be demonstrated in the rest of the theory.

(a) Polysilicon is composed of uniform size cubic graim which are joined
together at the grain boundary. The current is mainly due to omne-—

dimensional charge transport. We define an uwnit cell of length L, which
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consists of a disordered grain boundary and a crystalline grain.

(b) The grain boundary is amorphous in nature and has a fixed width &.
The density of states in the boundary is described by Davis—Mott energy
band and is specified by a band tail ( A ) and a mobility shoulder

(A' ). Kamin's trapping model is adopted but traps are interpreted as
the non vanishing defect states near the mid gap with a trap density of

Qt/S cm_3 and at a level E_ These trap distribution is either monocenper—

T

getic or gaussian in nature.

(c) Space charge potential is treated by Poisson equation in the abrupt
depletion approximation. The barrier potential is considered flat within
the boundary. As a result the hole concentration remains coanstant in the

grain boundary.

(d) Dopant atoms are assumed to enter the grain substitutionally. The
effect of dopant segregation can be treated in a manner same as Mandhurah
et al [44]. Atoms segregated in the grain boundary are passively accom-

modated by the defect sites.

(e) Current density, J, is due to drift and diffusion of carriers in the
two regions in an unit cell. Hence J is proportional to the product of

carrier concentration, p(x), and the local slope of quasi-Fermi energy.

(f) To calculate the carrier density, the Fermi-Dirac function, f(E), has

been approximated by Maxwell-Boltzmann statistics.

3.2.1 POISSON EQUATION
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Fig.3.1

Energy level diagram of a unit cell in polysilicon
(a) undoped, (b) doped, and (c) doped and biased
conditions. Also shown are the‘density of states
factor, g(E), and mobility, u(E), for undoped poly-
silicon: Va’ ng represent the applied voltages
across the unit cell and the grain boundary,
respectively. A represents the band tailing, and

A' the mobility shoulder.
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Consider a boron doped p—type polycrystalline silicon doped at a
concentration level of NA cm—s. Using the abrupt depletion approximation,

"the Poisson equation is written as shown below.

2 gN
8 1. A W<zl < 8/2 (3.1)
8
8 x
With the boundary condition, V=0 and §¥ = 0, ome calculates the bending

of the band edges. The resulting expressions for the valence band edge is
given by

2

q N
E(x) =E - (—3&)(lz] - m? (3.2)
v vo 2e

in the depletion depth, W. Here, Evo represents the valence band edge at
the grain center (x = |[L/2l). As a result, the energy band of all the

states within boundary is lowered by the barrier poteantial, qVB where

qNA 2
= —Bm_ (3.3)
VB 2e (W-8/2)

Figure 2.1 shows schematically the energy band diagram for undoped, doped
and doped with an external bias voltage. In the case of doped case the
valence band bends down because of the depletion of charge carrier in

accordance with eqn.(3.2).

3.2.2 DRIFT-DIFFUSION EQUATION FOR CURRENT DENSITY

Under bias, the current density in the grain 1is given by
I = pcp(x)SEF/Gx, where B is the single crystalline silicon mobility
which is a function of both NA and temperature T. The hole concentra—

tion, p(x), is given in terms of the quasi Fermi energy, EF’ and at any x

is given by
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p(x) = Nvexp[ - (EF(x) - Ev(x))/kT]. (3.4)
Therefore, one may write

E
v

ﬁi jdx e kT _ Nv jdEF e

B b

(3.5)

When the applied voltage, Va, is much smaller than kT/q, the depletion
width change is almost negligible. Therefore, the band edges and the
quasi-Fermi levels remains very close to the themmal equilibrium value.
Hence upon inserting eqn.(3.2) in eqn.(3.5) and integrating the left hand
side with respect to x over the wundepleted crystalline grain,
viz.,[-L/2,-8/2] and [L/2,5/2] and the corresponding right hand side with

respect to E_, omne obtains

F
qV q,,8b
JLFC(O)/ucp(—le) = 2kT[sinh(57) - sinh(-z-Yﬁ-)] (3.6)

Here ng is a portion of applied voltage, Va. dropped across the grain

boundary. In this integration we have assigned

EL(-L/2) = Eg, - qV /2 (3.7a)
EF(—5/2) = EF0 - qub/Z (3.7b)
Eg(+8/2) = Eo * qub/Z (3.7¢)
Eg(L/2) = Egq + qV /2 (3.74)

In the eqn.(3.6), terms arising from the integration on the right hand

side are, however, linearized because Va << kT/q. Thus we have

(0) _ _ _
JLFc /ucp( L/2) = q(Va ng) (3.8)
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The hole concentration at the center of the graim, p(-L/2), is given by

E

FO
N ~ — (3.9)
p(-L/2) = Nvexp[ (EFO Evo)/kT] = n,e
Fc(O) is a dimensionless factor which results from the intregation on the

left side of eqn.(3.5).

n[(qu/k'r)“ 2] aVp

g (0 _,_ 28, |2¥B JET (3.10)
c L L 1/2
[qu/kT]

where D is the dawson integral defined as [79]

_2 (2
D{(a) = e ? ? e" dt (3.11)
0

3.2.3 THE CURRENT DENSITY IN THE GRAIN BOUNDARY

In the above expression for current density (eqn.(3.8)) one needs to
specify ng in order to obtain current density as a function of Va. To
do that one needs to partition the voltage Va in the undepleted region,
depleted region and the boundary in a way snéh that the current density
remains constant., Within the grain boundary there is no depletion region
and the carrier density is uniform. As a result the grain boundary acts
as a8 passive resistor. In other words, the edge of the band tail and the
quasi-Fermi level undergo a parallel shift from the thermal equilibrium
with a slope, nglﬁ. This implies also that the number of holes trapped
in the boundary remains unchanged as a result of extermal bias. The

current density, J, in the boundary is givea by
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T =qp.p s (3.12)
gb gb &

here qpu represents the effective conductivity o of the boundary

gbpgb gh
channels and is given by the eqn.(2.6). The numerical value of ng is

calculated in the following manner., In the small signal theoxy the effec-—
tive conductivity is strictly givem by the mobility and the carrier con—
centration in the barrier. However, if the voltage across the barrier is
large, the barrier may behave as though it is a thin amorphous film. The

conductivity in this case has to be determined by the switching proper—

ties of the amorphous thin films as discussed in chapter two.

3.2.4 ENERGY STATES IN THE GRAIN BOUNDARY

We approximate the Mott-Davis energy states, g(E), in the boundary,
by the crystalline density of state factor in the valence band and rais—
ing it above Evo by an amount A. The energy states betweei Evo-th+ A and
E —qu— A' represents the localized tail states (Fig 2.1). Below energy

vo

[
level Evo—qVB—A all the states are in the extended states.

Thus
\2m®
m
R _ - m1/2 (3.13a)
g(E + th) ﬂzhs [Evo qVB + A - E]

.
where mp is the hole effective mass and h, the Planck’s constant. The

term qVB appears in these expressions because of the fact thgt all the
energy states in the boundary has beem lowered by the barrier potential,

qV The tail states, however, has been approximated in many different

B.
ways in the literature [2]. One other possibility is
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8 (E)
Bpop E) = -fi‘-"-)-;-(EA - E)S (3.13b)
AE

vhere ghop(E) is the density of states in the localized hopping states,
gext(E) is the density of states in the extended states, EA is the edge
of the band tail and s is some exponment. In our approximation the total

concentration pgb is given by

pgb = J: dE g(E + gyb) £(E) (3.14)
Here, u = Evo - qVB + A, Upon integration one obtains
pgb = p(-L/2) expl ~ (qVB - A )/kT] (3.15)
where p(-L/2) is the hole concentration at the center of grain and is

given by

= %T (3.16)
p(-L/2) = n, e kT

The hole concentraiion below mobility shoulder Py is obtained by

t
’
replacing u by Evo - th - A in eqn. (3.14). Thus Pyt is given by

Poxt = Pgp ¥ (3.17)

ext

Here the y factor is given in terms of complementary error function as

,11/2 , 1/2 ,
- A+ A 2 |A+x A _At+tA (3.18)
Y erfc[ T ] + _[ T ] exp[ kT ]

\In
For simplicity we have chosen comstant valumes of Mozt and "hop in
extended and hopping states. Thus the conductivity within the grain boun=-

dary is given by
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c = Peb [(1 "ext) + (l—y)phop] (3.19)

The above equation is an analytic expression for the boundary conduc-—
tivity in the context of mean value theorem as applied to the general
integral representation of ¢ in eqn.(2.6) and are summarized in Table 1I.

In the above equation we have mneglected any contribution to o , from the

gb
defect states near the mid gap. However, situations may arise when this
contribution may become dominant, especially when EF is near the mid gap

and very low temperature, when it can no longer be neglected.

3.2.5 CURRENT DENSITY EXPRESSION

Upon inserting eqn.(3.12) in the right hand side of eqn.(3.8) and

carrying out the algebra, there results

J = qp(-L/2) (0) Xﬁ (3.20)
ar Refs L
with
(0) (0) (0)
Bogg = n, / [Fc + th )| (3.21)
and
B -
F = f— —~¢ p{-L/2) (3.22)
g gb Pgb
0
p=tF 0 4 ng‘ "1 7 aup(-L/2) (3.23a)
or equivalently
= 1
P =4 Bogg P(-L/2) (3.23b)

The effective mobility (eqn.(3.21)) reflects the composite nature of the
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Table I

Summary of Mathematical Formulas

p(=L/2) = n, exp - EFO/kT

Pep = p(-L/2) exp (A - qYB)/kT

oxt Pop? $ Phop ™ psb(l—'r)

v = oxfcx + -z-zexp-nz
n

"gbpgb = BoxtPoxt + phopphop

-xZI t2
D(x) = o e dt

= . ]
NpL =aQ, *8p 5 N, <N

ZVNA = AQt + Spgb H NA { N*

A+A'!
kT

1/2

See eqn.(3.27) for Q. k= ( )
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polycrystalline systems. In the grain, the mobility is dictated mainly by
the phonon and impurity scatteriag. But in the boundary the mechanism of
charge transport is via hopping and brownian or diffusive type scatter—
ing. The expression for p can be interpreted as a weighted sum of indivi—

dual resistivities of the undepleted, depleted and the grain boundary.

3.2.6 DISTRIBUTED CIRCUIT MODEL

This small theory is emenable to a straightforward interpretation.
The unit cell is a distributed circuit system, because the hole concen-—
tration in W is nonuniform and aiso because hole mobilities are different
in two subregions. These different local resistivities, when summed up
accordingly determine the net resistivity, p. The local resistivity at
any region i is given , in terms of the carrier concentration, p(x), and
mobility, Byo by p(x) = 1/(qp(x)ui). Integrating p(x) over the entire
region and dividing the resulting expression by the length of the regionm,
one obtains the resistivity of the region, i.e.

Py = L [ p(x) ax (3.24)
i

In this model p(x) is given by

p(x) = p(-L/2) : ¥ <xlw/2 (3.25a)
= p(-L/2)exp (- qV(x)/kT) 8/2<1xl<w (3.25b)
= pgb o<lxl<s/2 (3.25¢)

The values of B; are p_ and “gb in the grain and the boundary. Inserting
eqn, (3.25) in eqn.(3.24) and performing the corresponding integration one

obtains the resistivity of the undepleted, depleted and the grainmn
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boundary regions. The polysilicon resistivity is now expressed in terms
of these individual resistivities as & distributed circuit model, i.e.

p = Zipili/L. The resulting expression is identical as eqmn.(3.23).

3.2.7 DETERMINATION OF THE FERMI LEVEL

3.2.7.1 CHARGE NEUTRALITY CONDITION

The conductivity of polysilicon is now fully described umder small
bias when the Fermi level EFO is specified from charge neutrality condi-
tion. For the case where grain boundary is fully depleted, using abrupt

depletion approximation, we have

- qu

N,L =8 _L dE g(E+qVy) £(E,Epy — & _j: dE g(E)£(E,0) (3.26)
Here g(E) is the total density of states within the grain boundary. It
includes the trap or defect states, band tail and the extended states
beyond the mobility shoulder and f(E.EF) is the Fermi factor for hole
occupancy. The trap states are modeled as either a 6-function distribu-
tion at a trap level Et and having a density of Qt cxn'-3 or a Gaussian
distribution having a full width at half maximum point, At' It has been
found that for the interpretation of most of the available data the
former is as good as the latter distribution. But the Gaussian distribu-
tion probably represents the actual defect states better than the first
one. This charge neutrality equation suggests that the total number of
exposed ions (megatively charged) must be equal to the carriers trapped
from the grain, This charge neutrality is valid only for p type semicon—

ductor., The term in the left hand side represents the total number

(cm~2) of negatively charged dopant atoms. The first term in the charge
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neutrality represents the amount of holes present for a certain EFO and
T. The second term represents the demnsity of intrinsic holes present in
the boundary before dopant incorporation. Since minority carriers are
neglected this second term actually ensures that the Fermi level is
pinned at mid gap as NA approaches zero. Absence of this term in the sim—
plified charge neutrality equations normally raises the Fermi level above

the intrinsic Fermi level, E, for very low dopant concentration. This can

i
lead to an erroneous result for activatidn energy. In eqn.(3.26) we have
considered that all the dopant atoms are ionized which is true for most
dopant concentrations when EF0 is few kT above the acceptor level, Ea'
In the case when EFo is close to Ea at the grain center, because of band
bending EFo - Ea increases as one moves towards the grain boundary. For
the case of heavily doped case, the impurity band broadens and merges
with the valence band. All the holes would, therefore, be virtually free
to enter the valence band., Experimental data for hole concentration
tends to support this simplifying assumption. This simplification is,
however, non essential and one can easily incorporate the fact that not
all of the atoms are ionized by considering a spatial dependence of ioni-
zation energy, EA' The transition from completely depleted case to the
partially depleted case occurs when p(-L/2) is equal to the dopant con—
centration. Above this transition concentrationm, NA" EFO is determined
by the fact that p(~-L/2) = niexp(— EFO/kT) = NA' The depletion width, W.
can be determined if one replaces the L by 2W in the above charge neu—

trality condition. The integrations in the charge neutrality equation

can be solved analytically and is derived in the next section.

3.2.7.2 ANALYTIC DESCRIPTION OF CHARGE NEUTRALITY CONDITION
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Consider eqn.(3.26) representing the comservation of charges. The
discussion divides into two parts: (i) holes trapped in the defect
states near the midgap, and (ii) holes residing in hopping and diffusive

bands, i.e. Spgb. The second term has been analysed in section(3.2.4).

The number of holes trapped in the boundary can be defined explicitly

from eqn.(3.26) by

-]

Aq, = J; Q (E + qVp) £(E,EL)E - [ @ (E)£(E,0)dE; (3.27)

o
where the defect density of states has been tramscribed into the total

number of trap states in the boundary via §g(E) = Qt(E)’ The trap states
are taken in our analysis to be of a Gaussian distribution centered at Et

below the midgap:

Qt(E) = Q exp — [(E + Et)zldezl (3.28)

t \|;Ae

The full width at half maximum points is thus given by

A, = 2(122)Y'? Ae (3.29)

The bole occupancy factor, f(E.EF) = [1 + exp(EF—E)/kT]—l. appearing in

the integrand can be accurately approximated by

-1 [ % exp - (0.lx2 +0.52x); x>0
1+ 57 = |

ll - % exp - (O.lx2 - 0.52x); x <O

(3.30)

Upon inserting eqn.(3.28) and eqn.(3.30) into eqn.(3.27), the first term

in eqn.(3.27), for example, takes the form,

KT e-[kT(x-a)/Ae]z—(0.1x2+0.521)

t \|;Ae

Q dx %

Oty 8
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) 2
+ f dx e-[kT(x—a)/A&] [1 - _;_e.'(o.lx -0.52x)] (3.31)

with a = (EF + Et + qVB)/kT. These integrals can be readily performed

and the results are obtained in terms of complimentary error functions:

=1 -
AQt b 2 Qt[G(EF:Etpqu) G(opEtpo)] (3-32)
with
y g A2 0 (3.33)
G(Ep,E ,qVp) = erfel, + Je "(e erfch_ - e erfch)) '
A2 = (E_ + E_+ qV.)/Ae (3.34)
-0 F t B *
2 = (0.26A¢/kT = 4)/11 + 0.1(Ae/xD)*1*/2 (3.35)
22 = (0.268e/kT + 1) /11 + 0.1(8e/kD) 12 (3.36)
Therefore, below N* eqn. (3.26) takes the form
NL = AQ + Bp (3.37)

and EF is determined with qVé = quALZISB. Above N* where EF is known

and given by n.exp - EF/kT = NA and th = quAWZIZs. W is determined from

ZWNA = AQt + 8pgb (3.38)

3.2.8 ACTIVATION ENERGY

As mentioned earlier, the slope of the plot of 1n(p) versus 1/kT is
defined as the activation energy. The temperature dependency of resis-—
tivity is mainly via p(-L/2) and qYB. At very low concentration, NA’ EFo

is nearly pinned down at the mid gap and qVB is mnegligible. As a result
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Ea ~ 0.56 ev., If EFO is not a sensitive function of temperature, i.e.

aEFO/B(I/kT) ~ 0, which is almost true if the Gaussian trap distribution

is assumed ’ Ea should vary as EFO -~ Evo as a function of NA' However,
* *
near NA' qYB term becomes significant. Beyond NA p(-L/2) 2 NA' As a

result, most of the temperature dependence is because of qVB To a first
order approximation the activation energy can be found in the following
manner. Taking the logarithm on the both side of eqn.(3.23b)

1n(p) = -1n(q) - ln(ueff) - 1n(p(-L/2) (3.39)
and differentiating both sides with respect to 1/kT, we have

, 8u_p(-L/2)

a. (F9 -1+ 28 4 v+ ") )
B ¢ L B Lp .p
E = gb” gb
a (0) Sucp(—L/Z)
F o+ o
¢ Meb® gh
UNS - N) (3.40)
+ (Bgy = EIUN, = K, .
Here, U(a) is the unit function defined as
U{a) =1 if a>0 (3.41a)
=0 if a<0 (3.41b)

In the above derivation the temperature semnsitivity of EFO has been
ignored and only the temperature dependence of exponential terms are con-

sidered to contribute to the activation energy.



CHAPTER FOUR

GENERALIZED CONDUCTION THEORY OF POLYCRYSTALLINE SILICON

4.1 PRELIMINARIES

In the chapter three we presented a new approach to modeling conduc-—
tion in polycrystalline semiconductor system. The theory was based on
regarding grain boundary as amorphous conducting medium. This viewpoint
was shown to be strongly supported by its ability to explain the experi-

mental data for resistivity versus temperature in the small signal limit.

In this chapter, we generalize the small signal theory to the gen—
eral case of arbitrary applied voltage. In any I-V theory, proper vol-
tage partitioning constitutes a key element. As discussed in chapter
three, the present approach models the unit cell of polycrystalline sem—
iconductor to comnsist of two conducting media in equilibrium contact and
describes current via the intrinsic carrier mobilities therein. Hence,
this treatment has the inherent advantage of bringing in naturally the
concept of graim voltage, Va. It also results in & voltage partition
scheme within the unit cell, which is drastically different from the pre-—
vious analyses. One may recall that in previous emission theories the
grain boundary was treated as an insulator, Therefore, the external vol-
tage dropped across it via electrostatic considerations is practically
negligible, especially for low doping concentrations. In the present

model, however, the grain boundary voltage, V can constitute a dom—

gb’
inant fraction of Va over a wide range of doping concentration. This

implicitly suggests that the general I-V characteristics can be predom—

55
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inantly influenced by the electrical properties of amorphous grain boun—

dary.

Amorphous semiconductor thin films generally exhibit (i) high resis-—
tivity for small voltage, and (ii) threshold and/or memory switching for
high applied voltage [72,73]. 1In this regard, it is important to mnote
that these switching phenomena, characteristic of amorphous material,
have in fact been observed in undoped polysilicon [80]. We believe that
this experimental observation lends rather direct and additional credence
to the viewpoint that the grain boundary is a high resistivity conducting
medium, which can also be driven to exhibit nonlinear current response by

a high applied voltage.

In this chapter we comprehensively analyse the general I-V charac-—
teristics in polysilicon, incorporating, (i) the field—-dependent conduc-
tivity in the disordered grain boundary, and (ii) the modification in
band bending specifically brought about by the externmal field induced

redistribution of mobile charge carriers.

4.2 GENERAL I-V CHARACTERISTICS

In deriving J for anmy applied voltage and dopant concentration we
use the same approximations as were made in Sec.(3.2). Due to the enor—
mous complexity of high field I~V phenomena a few additionmal assumptionms

or simplifications are made as follows:

(i) Under a bias the depletion depths on both sides of a grain boundary
are taken to change such that the total equilibrium length, 2VW, is
preserved [54]. Equivalently, the number of carriers residing within the

boundary is assumed to remain unchanged under bias. Since the concentra-
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tion profile of carriers within the thin grain boundary is approximately
uniform, both the imref and the edge of band tail should undergo a paral-
lel linear shift therein. Hence, it is reasonable to make this assump—

tion.

(ii) The grain boundary is regarded as a high resistivity conducting
medium for small applied voltage with its resistivity specified via hop-—
ping ond extended state mobilities as in sec. 3.2. With increasing
external voltage, the disordered boundary is taken to be drivem to thres—
hold and/or memory switching or breakdown. This sudden transitiom in I-V
characteristics is modeled phenomenologically in analogy with the diode

breakdown,

(iii) A new additional critical voltage is introduced with regard to
changing depletion depths under bias. With increasing applied voltage
across the unit cell, Va, the depletion depth on one side of the boundary
eventually shrinks to zero. Beyond this critical voltage, Vt, the exter—
nal field induced change in band bending ceases to be operative, and car—
rier concentration profile in the grain remains fixed at the configura-
tion determined at V:. Hence, for Va > V: the grain is taken to be

transformed into ohmic resistor with its resistivity specified at Vi.

(iv) Drift-diffusion theory is used to describe J. However, the diffu—
sion theory of current (or for that matter emission theory) is derxrived
from the assumption that the barrier potential, qV_,, is much greater than
kT [62]. The theory could thus lead to erroneous results for the case of
high applied voltage and low doping concentration, where th £ kT. This
difficulty is circumvented as follows. For N { N¥* and qVB/kT £ 2, the

effect of qVB is neglected and the carrier concentration in the grain is
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taken to be uniform at a value determined from the charge neutrality con-
dition at the grain center. Equivalently, the grain is regarded as a pas-
sive resistor, while the amorphous boundary is treated in a manner as

discussed in (ii).

4.2.1 VOLTAGE PARTITION

Consider again p—type polysilicon doped at a level N cm-s. Undexr a

A
bias, the depletion depth to the left of boundary, WL shrinks from the
equilibrium value W, while WR increases such that,
W + W = 2W (4.1)

L R
Eqn. (4.1) implies a significant modification in the band edge specifi-
cally brought about.by the bias voltage (Fig. 4.1). For convenience, we
use 8 new unit cell of length, L ranging from -V

L
The voltage, Va. assinged to the unit cell partitionms into the boundary

region (ng). undepleted region, (vnd) and depleted region on both sides
of the boundary (VdL.VdR). Expressing depletion depths in eqn.(4.1) in

terms of the corresponding barrier potentials, one may write

v1/2 - 1/2 )1/2 , (4.2)

2Vp

(v, = v_.)

B dL +(VB+V

dR

where VB is the equilibrium barrier potential. Now, Vd is defined as the

total voltage drop in WL. WR;

V.=V _ +V (4.3)

Upon inserting eqn.(4.3) into eqn.(4.2) one obtains a quadratic equation

for, say V_ in terms of VB, V,. Hence there results

dL d

1. .
Vo =3V, vfl/lsz (4.42)
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Fig.4.1 Schematic energy level diagram of a unit cell for
polysilicon under (i) doped and (ii) doped and biased

conditions.
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= 1
Vi =2 V3 * V§/16VB (4.4b)

The total voltage dropped to the left and right of grain boundary center

reads, respectively, as

VL = VdL + ng/Z (4.5a)

V.=V, +V_/2+V (4.5b)
gb u

d

Next, J can be derived in a manner similar to the small signal
theory. As shown in Fig. 4.1, the valence band edge in the interval —WL

to ~8/2 is given under bias by

_ _ _ .2 2
Ev(x) = EvO qVL q NA(x + WL) /2¢ (4.6a)

In the grain boundary the edge of band tail is modified as,

Ev(x) = Evo + A - qVB + (qub/G)x (4.6b)

In the interval, 8/2 to WR one can similarly write,

_ _ _ 2 Y
Ev(x) = Evo + q(VR vud) q NA(WR x)“ /28 , (4.6¢)
while in the undepleted region, WR toL - WL
Ev(x) = Evo + q(VR - Vud) + [qvnd(x - WR)/(L - 2W)] (4.64)

Now, since J and p are constant for a given NA and T in a homogemne-

ous medium, one may write

(3/p) f exp[~E_(x)/xTléx = N_ [ expl~E(x)/KT1dE, (4.7)

We insert eqn.(4.6) into eqn.(4.7) and perform the x—integration in the

crystal grain region, i.e. in [—WL. ~5/2] and [8/2, L - WL] and the
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corresponding EF integration, obtaining

-E_ /%xT
vo _ _ _ _ _ _
JLe Fc/uc = vaT{exp [EF( WL)/kT] exp [EF( 5/2) /xT]

-exp - [EF(SIZ)/kT] + exp - [EF(L - WL)/kT]] (4.8)

where the dimensionless integration factor

-5 K2 per (v — — & AZp¢A
b - evL 1 ZWL 8 . L, D( L) .o (vR vnd)[; ZWR & . ( R)
c 2 L AL 2 L AR
+1-2¥a - e—vnd)/v ] (4.9)
L ud

is given in terms of the Dawson integral, D [79] defined in Sec. 3.2 and

the dimensionless shorthand notations

v, = qV,/kT (4.10)
J J

2 2 2
= - .11
Ay =4 NA(WJ. 8/2)7/2exT (4.11)

Here, the subscript j denotes the different regions in the unit cell.
The quasi-Fermi level, EF’ appearing in eqn.(4.8) can be expressed via
equilibrium Fermi level, EFO and external voltages dropped across the

three regions as

EL(-H) = B - V) (4.12a)
Eg(L - W) = B + ¥ (4.12b)
By (-8/2) = By - % v, ‘ (4.12¢)

= 1
EF(8/2) =By T2 qub (4.124)
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With the use of eqn.(4.12) in eqn.(4.8) and the identification,

p(-L/2) = Nvexp - (EFo - Evo)/kT , (4.13)

p(-L/2) denoting the hole concentration at the grain center, eqn.(4.8)

becomes

qVL qVR
S T _ kT Vep (
€ = P(—L/2)kT(ek —e T _ ocinn —£b, 4.14)

2xT
c

4.2.3 NONLINEAR GRAIN BOUNDARY CONDUCTIVITY

In the grain boundary where the hole concentration, p ., in the hop-

gh
ping band and extended state is uniform, the applied voltage, ng gives
rise to an electric field, ng/8. We now formally express the terminal

J-V characteristics therein in a form

J = ogb(ng)(ng/S) . (4.15)

Here, cgb(ng) has the unit of conductivity and represents the effective
field~dependent conductivity of the grain boundary. In the limit of

small applied voltage cgb(ng) reduces to

o, (0) =

¢b (4.16)

qubpgb
This small signal expression represents the actual conductivity of the
amorphous boundary and has been extensively discussed in chapter three.
th’ gb(vgb)

loses its unsual meaning and can be phenomenclogically represented by

As ng approaches the threshold voltage, V for switching o
ogb(ng) = J/(ng/S) (4.17)

Here, the value of J is now limited by the resistivity of the crystalline

grain,



63

As mentioned earlier, the I-V relationship observed in amorphous
thin films exhibits threshold or memory switching when the applied vol-
tage approaches the threshold voltage [72,73]. This switching phenomenon
usually occurs in disordered material with high resistance, low mobility,
and a large concentration of carrier traps. Since the same switching
phenomena have also been observed in undoped polysilicon film [80], and
since the grain boundary provides the only disordered region of polysili-
con film, it is apparent that this observed‘electrical switching effect
should be attributed to the intrinsic grain boundary property itself.
Furthermore, an apparent electrical breakdown of Ge grain boundary has
been observed by Taylor, st al [82]. 1In the present theory we, there—

fore, describe the voltage dependence of ¢ via this switching and/or

ghb

breakdown.

4.2.4 J-V RELATIONSHIP

The expression for current density in eqn.(4.14) can be cast into a

more transparent form with the use of eqn.(4.15). Upon using the iden-

tity,

ZkIsinh(qubIZkT) = J[q&/cgb(ng)][sinh(qub/ZkT)/(qub/ZkT)](4.18)

in eqn.(4.14) and rearranging tke terms, there results

v, Wy
TXT (4.19)

1) = [pcp(—LIZ)kT/LF](ekT - o )

where the factor

- + 2
feE s 8 qpcp( L/2) SInh(anb/ kT)

c L agb(ng) (qubIZkT)

(4.20)

depends now explicitly on Va. Although the J—expression is somewhat
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'complex in its format, the underlying physics is simple and straightfor—
ward., VWhen Va is applied, mobile holes in the grain are rearranged and,
consequently the depletion depths change. This significantly modifies
the energy band from the symmetrical equilibrium configuration and gives
rise to the Va-dependent form factor, Fc' This, together with the non—
linear conductivity of the grainm boundary is responsible for the non—

linear I~V characteristics in polysilicon.

4,2,5 SELF-CONSISTENCY CONDITION

The current demsity is fully described by eqn.(4.19) with an expli-

a’ This can be achieved

as follows., In the undepleted region, for N > N*, where the hole concen—

cit partition of a given Va into ng. Vd. and Vn

tration is uwniform at a value p(-L/2), J is given by the slope of imref,
i.e.
J = qpcp(—L/Z)[Vud/(L - 2W)] (4.21)

Here, B, is the crystalline mobility. Since J is constant, it follows

from eqn.{(4.15) and eqn.(4.21) that

qucp(—L/Z)

L-2¥W ~
V.=V _ (=3I 1 (4.22)
ud gb & ng(vgb)
Bence, the total voltage, Va. consisting of Vd, ng. and vnd' is given by

qpcp(—le)

Vo=V + Y [1 +i=2¥ =1 (4.23)

d gb 3 ugb(ng

Now, we impose a self-consistency condition, namely that J given in

eqn. (4,19) be identical to the value, say within the grain boundary:

J(Va) = ogb(ng)(nglﬁ) (4.24)
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With the use of eqns.(4.4), (4.5), (4.19) and (4.23), eqn.(4.24) can be

written in terms of a given input yoltage Va and an unknown V com—

gb

ponent. The ng-value can be easily determined numerically from this

transcendental relation (24) and once Vg is determined, V., Vn can be

b d d

found from eqn.(4.22), eqn.(4.23)

4.2.6 CRITICAL VOLTAGE, v‘:

Thus far, Va has been distributed in the unit cell via two physical

mechanisms; (a) the changes in depletion depths, WL, WR' induced by Va

and (b) given this realigmment, the local slope of imref appropriately

adjusted to keep J constant throughout the unit cell. The first process
| 1/2

shrinks to

ceases to be operative any further when W, - § « (Vh -V.)

L dL

zero, i.e., vdL = VB' In this limiting case it follows from eqn.(4.4)

that, VdR = SVh and Vd = 4VB. The value of external voltage correspond-

ing to this final configuration is given from eqn.(4.23) by

L-2¥ | qap p(-L/2)

v‘:=4vB+v‘;‘b[1+ =
c  (V2)
gb 'gb

] (4.25)

where Vzb is the boundary compoment computed numerically from eqn.(4.24).

The physical significance of this limiting case is that any fuxrther
increase in Va does not change the mobile hole concentration profile
within the grain. Equivalently, the grain becomes strictly ohmic. Thus
any increase in current density, AJ, arising from the excess voltage
beyond V:. i.e. AVa = Va - V: in the grain must be attributed to the

change in imref, AEF:
- m, , 9

Since AY is constant, with the identification
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AEF(8/2) - AEF(L - 8/2) = qAVc, one finds

_ m
AY = AVc/ch (4.27)

where AVc denotes the fractional excess voltage applied to the grain and

p: is the grain resistivity given by

m L-8/2 m -1
Pt = (/L) | lap p™(x)1 ax (4.28)
c c
-6/2
Note that the superscript, m is introduced to represent various quanti-

ties at V:.

Now, the voltage dependence of the effective polysilicon resis—
tivity, p beyond V: can be generally discussed as follows. We defime the

resistivity at Vz as

o = —v—:— = -8- m + L-5 o (4.29)
P Ly L pgb L Pe
where
m _ - m . -
po = Vo/(L - 8)J ; Vo=V VL (4.30)
n o=y e (4.31)

are the grain and the boundary component of p, respectively, which are
specified in terms of V:(E V: + Vﬁb) and Vzb from eqn.(4.24). For
AVa > 0, the grain resistivity, P should remain constant at pﬁ. as men~

tioned earlier., Hence, p reads sas

= - m
p = (SIL)pgb(vgb) + [(L 8)/L]pc (4.32)

b(ng).

With increasing AVa, pgb(ng) gradually decreases monotonically, followed

The voltage dependence of p is now clearly seen to arise from pg
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by a sharp decrease near the switching and/or breakdown voltages. Near
these critical voltages pgb(vgb) becomes practically negligible and the
polysilicon transforms into a passive resistor with the effective resis—
tivity given by p?. Therefore, the I~V relationship eventually becomes
strictly ohmic. The incorporation of Vz is essential to insure that J in
a polyresistor never surpasses that in a corresponding crystalline resis-—

tor at amy applied voltage and doping concentration.



CHAPTER EIVE

RESULTS AND DISCUSSION

5.1 COMPARISON WITH EXPERIMENT: SMALL SIGNAL LIMIT
§.1.1 p, p, Ea vs NA:

We now explain the conduction data obtained in the small signal
limit. The procedure is as follows. Polysilicon is characterized by the
average grain size (L-5), boundary width (8) and a Davis—Mott energy band
with trap density (thm-z) and distribution (Et.At). For a given NA and
T, the crystalline mobility (uc) in the grain and the composite mobility
(pgb) in the boundary are specified. The charge neutrality condition
determines EFO and hence qVB. p(-L/2), pgb’ and W. These quantities are

used in the appropriate expressions in our theory

(eqn.(3.21),eqn.(3.23)).

Figures.S.l and 5.2 present the room temperature hole mobility and
resistivity vs. NA’ measured in polysilicon whose average grain size is
about 250 & in diameter [411. The optimal theoretical curves have been
generated, using the physical and material parameters, whose values are
listed in Table II. Note that the present theory does not rely oa the
ideality or scaling factors. Previous theories attributed the mobility
dip near N‘ to qVB which attains its maximum value near N‘ and thereby
reduces drastically the number of holes thermionically crossing the bar—
rier, In contrast, the role of qVB in our theory is to lower the mobil-
ity shoulder and to reduce the number of holes in the extended state con—

doction mode. This, coupled with the fact that Bogt constitutes the dom

inant channel at room temperature is responsible for the dip (see

68
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eqn.(3.21)). The resistivity is again predominantly coatributed by the
boundary, the contribution from the depletion depth being overshadowed by

.
N, (> N), Ego

the level of hole concentration profile is significantly enhanced. Con-

the boundary component. With increasing is lowered and

sequently, 7 decreases monotonically with NA' In the 1limit of large NA’

qVB 0 and p(-L/2) = NA - pgb' Hence, p approaches the crystalline value

to within a factor of 2-3. Fig., 5.3 shows the activation energy, Ea for

p measured as a function of N, in Ref. [44]. The theoretical curve has

A
been obtained from the slope of p vs. Irl curve (see eqn.(3.23)), which
is linear in the temperature range, -40°Cc to 150°C. Ea‘is primarily

determined by EFO via p(-L/2), as expected and the effect of qVB is sig-

L ]
nificant near N on both sides. Because E is pinned near midgap for

FO
small NA’ Ea ~ 0.56 6V, With increasing NA' EFO is lowered monotoni-
cally, and Ea should decrease accordingly to become essentially zero for

3

large NA O 1018cﬁ— ).

Figures 5.4, 5.5 and 5.6 show the data for p, p, and Ea vs. NA’
reported in Ref. [39] from a slightly larger graim polysilicon (L ™ 0.2
pm) . Theoretical eurves have been gemerated in a similar way (see Table
I1) and physical discussions of the data are gemerally the same &s in the
preceding case. A slight discontinuity in Ea curve mnear N* is dumne to the
abrupt depletion approximation used in the theory. The effect of larger
grain size is, (a) to shift N. value to a lower doping level and (b) to
increase the barrier potential for a given trap demnsity, which enhances
the mobility dip (Fig. 5.4). The agreement between theory and experiment
is excellent, as shown in Figs. 5.1-5.6. Our main thrust is, however,

directed towards understanding the general behavior of the data, rather

than to fit the data precisely. A basic assumption of the present
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Table II

Parametor Values Used to Explain Data of Polysilicon

Data Source | E, = Q, i L = ] : £
from (M| (@ | @& | & |
Rof. [19] } -.18 : 3.34 x 1012 { 270A'[7 0 : 0.12
This Work | =171 3x120'? | 235 | 10 | —
Ref. [24] -= -.17 l 1.9 x 1012 } 1220 : 25[25] : 0.06
This Work | -.17 ] 1.5 x 102 | 1550 | 25 | —

A =0.05 eV; A’ = 0,07 oV; A, = 0.083 eV

o 2 -
Boge (300°K) = 12 en’/V.sea.; py o (300°K) = 10 1em?/V. sec.
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Fig. 5.5 Resistivity vs. doping concentration (B-implanted poly-Si):

X represents the data of Ref. [39] and the dotted line

is the crystalline resistivity.
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approach is that many of the inherent boundary properties should be the
same regardless of the average size of the grains, This is illustrated
by the fact that the theoretical curves for two sets of data in Ref. [44]
and [39] have been generated, using common values for Et, At’ pgb and so
forth, The only differing parameters are the measured value of L, the

boundary width &, and Qt (Table XII). This is in contrast with previous
theories where a quantitative fit to the data requires significant read—
justment of the artificial factor itself from f = 0.12 for L ™ 250 R in

Ref, [44] to £ = 0,06 for L ~ 0.2 um in Ref. [39].

§.1.2 p vs. I:

A major advantage of the present theory consists of its capability
in explaining comprehensively the general temperature characteristics of
polysilicon resistivity. The plot of 1n p vs. 1/kT is linear in the tem~
perature range, 150°C to about —40°C. As T is lowered further, say down
to —200°C. the slope appreciably changes and decreases from the high tem—
perature value. To explain this bending trend and to simul taneously pro—
vide a physical basis for the f—factors, Lu, et al. [43] proposed that a
scattering potential, gX, is associated with the grain boundary. The
physical inadequacy im postulating gX will be further dealt with
separately in sec. 5.2. As mentioned earlier, if qxX is attributed to the
mobility shoulder, its position should be kept independent of T as the
demarcation energy level for Feoxt and "hop' Furthermore, since uhop is
phonon-assisted it should decrease with decreasing T, while Koxt should
increase., These temperature characteristics make the demarcation line
more prominent. The lowering of qX with decreasing T, as adopted by Lu,

et al. [43] could have been mathematically justified if Pogt and “hop
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approgched each other with decreasing T, such that the mobility shoulder
disappeared. From a practical standpoint, the necessity of continuous
adjustment of X and & as a function of T itself is a mathematical arti-
fice, which is not only unjustifiable but also undesirable. Furthermore,
because the f—-factor depends on the grain size, qX should also depend
sensitively on L, which is again hard to justify. In our model the bend-
ing of 1n p vs. Irl curve is simply explained as follows. For

Qt ~ 101201:\—2 and L £ 0.3 pm, p is dominantly contributed by the boundary
component. Also, near room temperature or above, conduction through the
boundary is primarily due to Peg® 2S5 pointed out earlier. The differ—
ence in energy between EFO and this conduction channel below the mobility
shoulder, i.e. Ea is large, and hence the slope of 1ln p vs, T'--1 is large.
As T is lowered, Fermi statistics dictate that the prevaleat channel for
conduction be the hopping mode above the valence band edge and the mobil-
ity shoulder. Additionally, EFO tends to be lowered with decreasing T.
This results in decreasing Ea' and hence the value of the slope. Fig
5.7. shows the experimental data for la p vs. Trl reported in Ref., [43].
The theoretical curves have been produced, using eqn.(3.23) for p and
eqn.(3.26) for EFO’ eqn.(3.2) for qVB, and choosing an optimal set of
values for "ext and phop from the range of values available in the
literature [68,69] (see Table II). The agreement between theory and
experiment is excellent and we assert that our theory is equally applica-
ble for any L, large or small, For a given set of NA’ Qt’ L, etc., the
weighting factors for crystalline grain and boundary contributions to p
are specifically given by the material and physical properties of
polysilicon (see eqn.(3.23)). These general predictions of our theory

can be readily tested by experiments.
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We have shown that the present theory can describe unambiguously all
the small signal conduction data. An additiomnal attractive feature of
this approach is the consistency of the formulation. The composite
mobility and resistivity of polysilicon reduce to the corresponding
values for either crystalline silicon or amorpﬂous silicon in appropriate
limits. We next discuss the physical differences between the present

model and the previous theories on a more basic level,

L= — R~ LA A L LA A

5.2.1 THEORETICAL CONSIDERATION

A fundamental difference between the present and previous theories
centers around the scattering potemtial, gx. Note that p was initially
attributed in emission models primarily to the depleted region in the
grain, This led to the overestimation of current by & factor 10-20 and
the necessary attenuation factor was sought by postulating qx in the
béundary. The emission or tunneling process would then be further
deterred by qx. The validity of emission models, therefore, hinges upon
the existence of qx. In our model the major portiom of p is also contri~
buted by the boundary componment for L < 0.3 um. However, there is no qx
and carriers instead diffuse or drift through the boundary medium via
Brownian random scattering ("ext) or hopping ("hop)' An undoped polysil-

icon provides a convenient testing ground for these differing viewpoints.

In undoped polysilicon, there is essentially no space charge barrier
potential although the sample tends to be slightly p~type [3]. Hence,
EFo is pinned near midgap and the hole concentration profile in the grain

and the boundary is uniform at a level Py and pgbi' respectively. Under
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a bias, the band edge and the imref should undergo parallel linear shifts
in & manner similar to the crystallice case, except that there are two
slopes to keep J comstant, in the grain (pcpi) and in the boundary

(ugbpgbi) (Fig. 5.8). Because of these parallel shifts.‘the equilibrium

carrier profile remains unchanged for any Va. In this case, eqn.(3.5)

representing the hole current, Jp = ppaEflax simplifies to,

1

= @& - g (L
o5 4 = EgGL) - Ep(=5L) . (5.1)

("
L=

Dividing the x—interval into grain and boundary xcgions, in each of which

pup is constant, and identifying an = EF(L/Z) - EF(-L/2) one finds

L YcPiPgbPepi’’ L °

T=apln/1-2
Here, the third term in the denominator can be explicitly read off from
Table I as a special case where qVB = 0. The electron current density
can also be obtained fromAeqn.(S.Z) with an obvious replacement of the

proper quantities. The total current is due to these two components:
J =J +7 (5.3)
n

An important conclusion is that J-V relationship in the present
theory is strictly linear in nndoped polysilicon for arbitrary applied
voltage, provided the electrical field at any point does not exceed the
critical field strength for breakdown. This is in direct contrast with
the distinctly nonlinear I-V behavior predicted by emission theories (see
eqn,(1,15)). Because there is no space charge potential in this case,
the nonlinearity, if any, should strictly be dnme to qx [43]. A careful

measurement of current as a function of voltage will, therefore, provide
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an unambiguous experimental test for these two different predictions.

5.2.2 EXPERIMENTAL DATA

Test resistor structures for I~V measurements are usually fabricated
with heavily doped contact pads. For the case of undoped polysilicon the
current measured is then due to two n+—i or p+—i junctions operating in
forward and reverse bias modes in series with the resistor. The effect
of these two junctions have been normally neglected in I-V analysis.
However, these two junctions could significantly mask the intrinsic I-V
characteristics of polysilicom, as has been detailed by Mahan, et al.
[3]. In our I-V measurement these complications have been bypassed by
resorting to the two point spreading resistance probe technique [81].
Undoped 0.4 pm polysilicon films were deposited via LPCVD technique unto

1 pm Si0, layer thermally grown on a p—-type silicon wafer. Two probe

2
points (25 pm in diameter) were pressure contacted onto the film at a
distance 50 pm apart (defined between two nearest rims). For a given
applied voltage, current flowing into and out of probe pads was measured.
For each set of V,I, 100 independent measurements were performed on the
same slice and the resulting mean values and standard deviations were
recorded. Because the thickness, t of the film deposited on an insulating
layer is much less than the probe radius, a, the current is essentially

two dimensional, The measured resistance, AV/I can therefore be con—

verted to the resistivity via the correction factor [81],

p = (AV/I)nt/1n(2s/a) (5.4)

s being the distance between two center points of probe pads. The quan-

tity, a, represents in practice the effective contact radius: because it
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enters eqn.(5.4) via lp-format, an uncertainty in a, by a factor as much

as 2 still does not affect p appreciably.

In Fig. 5.9 we present the resistance, AV/I and the corresponding
I-V data obtained in the voltage range, 0-90 V. The current is clearly
seen to exhibit a strictly limear response to applied voltage. Also
there is no voltage dependence of R over the entire range of V. The
slight dip of R for small V may perhaps be due to the contact potential
between the probe pad and the film. The voltage range used was suffi-
ciently large, so that the grain voltage (L ~ 300 £) covered a range of 2
times the value of kT/q at room temperature. Also, we have chosen a
geometry, in which the potential drop across the film between two probe
points (ln r/a) did not depart appreciably from linearity. Hence, the
averaging effect arising from locally varying electric field was minimal.
Additionally, because of the extremely high sheet resistivity involved in
our measurement the problem of contact resistance, Rc does not appear to
significantly affect the data. The effect of Rc' if any, could have
resulted in nonlinear I-V behavior. The resistivity value obtained via
eqn.(5.4) is about 0.9 M2 cm. This value is consistent with the result
reported by Seto [41] in the limit of a low dopant concentration. This
lends further credence to our resistance measurement and the correspond-—

ing I-V data.

The resistivity of undoped polysilicon can be theoretically
estimated from egqn.{5.3). By using the intrinsic crystalline mobilities
for electrons and holes, and "gb ~ Moyt = IOcmZV-1 for both electrons and
holes and with the choice of & © 108, L~ 300 X, p 1is founq to be about

0.76 M2 cm, This remarkable agreement between theoretical and experimen-

tal p-—values appears to provide additional evidence for the extended
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state mobility operative within the grain boundary. More importantly,
the strictly linear I-V data constitutes a direct experimental evidence
against the existence of q . Rather, the data explicitly supports the

viewpoint that the boundary is a high resistivity conducting medium,

it i ———————— it . Gt Sty

We now correlate our data with the I-V curves taken by Mahan, et al.
[3], using resistors of varying lengths fabricated in undoped polysili-
con., Their work explicitly showed the significant role played by back-
to-back n+-i junctions operating in series with resistors., Because of
this we have reproduced in Fig. 5.10 their I-V data. Mahan et al modeled
the resulting I-V behavior, based on the avalanche breakdown of the
reverse—biased n+-i junction together with the hyperbolic sine functional
I-V relationship within the resistor. The theoretical fit to the data
achieved within.a narrow voltage range (0-10 V) remains unsatisfactory,
and furthermore the disagreement becomes extremely severe when both
curves are extrapolated to the high voltage range, where the nonlimear
voltage drop across the resistor, if operative, could have been a dom

inant factor.

A quantitative analysis of I-V data requires a theory applicable to
junction diodes fabricated in polysilicon. Such a theory is not avail-
able at present. Furthermore, the performances of junction diodes in
polysilicon are generally characterized by widely varying I-V behavior,
depending on annealing conditions used. Nevertheless, the intrinsic I-V
data for undoped polysilicon can be extracted with the assumption, that
n+—i diodes are more or less similar in behavior for all resistors fabri-

cated. In the I-V data by Mahan et al we consider only the current range
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beyond 0.1 na, which is believed to be beyond the breakdown voltage for
the reverse—biased n+—i junction. We next choose two I-V curves
corresponding to two different resistors and read off the voltage differ—

ence, AV between the curves at a fixed curresnt. Now, we have two nomi-

nally identical forward biased junctions operating at the same curreant

but connected to two different resistors, whose difference in length is,
say Al. Clearly, AV is then the amount of extra voltage required to com—
pensate the additional voltage drop across a resistor of length Al, By
finding AV's for different curreants and plotting I vs. AV one can extract

the inherent I-V characteristics for polysilicon resistors.

In view of the absence of n+—i junction diode theory im polysilicon,
this graphical procedure is essential. In Fig. 5.10 we have plotted
several ‘sets of I-V data for undoped polysilicon which have been
extracted in the mannmer described above. We have chosen the I-V curve
for resistor with 4 ym nominal length as the reference line and found AV
for all other curves above 0.2 nA current. These data points are clearly
seen to be accurately described by straight lines, which is in contrast
to the predictions of the thermionic emission theory. The resistivity is
easily determined from the slopes of these lines and was found to be 0.4
+ 0.043 MG cm, a value smaller than our result by a factor of about 2.
These curves do not go through the origin perhaps because of the slightly

+
different breakdown voltages of n —i junctions.,

5.3 DISCUSSION: SMALL SIGNAL THEORY

Ve have shown by comparison with different and independent experi-
mental data that the concept of gX in the context of tunneling or emis—

sion is not valid. This entails a few fundamental theoretical
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implications. If there does not exist qx on top of the conduction
and/or valence band edge for undoped polysilicon where qVB = 0, obviously
emission approaches can not be adopted to describe current. Rather, the
drift and diffusion theory is the only altermative approach available in
this case. Furthermore, the barrier potential, qYB does not increase
rapidly with increasing doping level especially for small grains. This

5 - 1087em™? for 1250 &) of

suggests that over a sﬁbstantial range (101
dopant concentration conduction mechanisms for polysilicon are more or
less similar to those in the undoped case. This unavoidably raises the
question; at what doping density does emission model become operative?
As mentioned earlier, the boundary resistivity for the case of small
grain size is the dominant compomnent of p. Modeling this component by
postulating gqx in conjunction with the emission mode of conduction is
based implicitly on two additional assumptions: (i) carrier mobility
("ext) in the energy range beyond qx or, equivalently mobility shoulder
is the same as the crystalline grain region (same m*®) and (ii) there is

no density of states for carriers within qX so that the tunneling proba-

bility can be calculated, using WKBJ approximation. We have pointed cut

in detail that these assumptions are not compstible with the concept of

mobility shoulder.

Our alternmative approach bypasses these theoretical difficulties in
a simple manner, In our model the unit cell consists of two conducting
media and current is explicitly described via various mobilities

involved. Specifically, are much less than oo and

Pext’ phOp °f Heun
hence there is no need for attenuation factors in various formats., It is
further pointed out that these mobilities are based on scattering poten—

tial but on a microscopic level, viz molecular scattering potentials.
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This approach has been extended to describe the high field conduction
processes, as will be discussed in detail in sec.5.5. Also, the expres—
sions for p and p derived in eqn.(3.21) and eqn.(3.23), respectively,
provide a convenient basis, with which to consider the electrical proper-

ties of large grain polysilicon system.

P — e AU e A - — L e A L =

We examine in this section the effect of 1aser‘restructuring on
polysilicon. The primary result of laser processing of polysilicon is to
increase the grain size. Without resorting to techniques such as lateral
or vertical seeding, spatial or temporal temperature profile shaping or
encapsulation, i.e., with random nucleation during laser recrystalliza—
tion, one can change the grain size from a few hundred Rs to typically 2
to 10 p m, This has been extensively reported [33-36], using either cw
or pulsed laser processing. Concurrently with this increase in grain
size, omne may also expect that the melting and recrystallization
processes substantially modify and, most likely, decrease the trap den—
sity at the grain boundaries, although no experimental observations have
been reported to that effect. This trap density is a key parameter
affecting the overall electrical performance of polysilicon and can be
modified with the use of other alteration techniques such as plasma pas-—
sivation. It is, therefore, important to examine the ensuing changes in
electrical properties, specifically p and p over a wide range of L and
Q.

t

5.4.1 EFFECTS OF INCREASING L
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In Fig. 5.11 we have plotted p vs. NA for different grain sizes at a
fixed Qt (3'10120m—2). p decreases monotonically with increasing NA for
the reasons discussed in sec. 3.2. The rate with which p decreases is
rather drastic near N‘. This is partly due to the abrupt depletion
approximation used in the analysis. In this approximation, the hole con—
centration at the grain center, p(-L/2) changes abruptly across N‘. and
gives rise to the sharp reduction in p. Incorporation of the mébile
holes present in the grain in the charge neutrality comndition naturaily
could have rendered the change in p near N‘ considerably less pronounced.
The effect of increasing grain size, L at a fixed Qt is to shift Nl.l to
the left on the NAfaxis. This is understandable because N‘ can be accu—

rately estimated by a simplified charge neutrality condition, 1i.e.,

+ »
Qt ~ NL., Additionally, with increasing L, p is substantially reduced.

For instance, at NA = 1015<:m--3 p decreases from about 2MQ cm af L = 500 X
to about 5K0 cm at L = 10 um, a reduction factor of 400. Also, above N.
the p-value becomes essentially identical to single crystal velue with
increasing L as the mobility shoulder goes up allowing extended state
conduction through the grain boundaries. These general tremds can be
understood by recalling that p is a composite quantity contributed by
both the crystalline grain and boundary components. Increasing L, there—

fore, physically corresponds to increasing the weighting factor of the

crystalline component and p tends to resemble the crystalline case.

In Fig. 5.12 we present the room temperature p vs. NA curves for the
same set of grain sizes and same Qt as in Fig. 12. Note the appreciable
and systematic shift of the mobility dip toward lower dopant concentra-

*

tion with increasing L. This is because the mobility dip occurs near N

and Nsup* shifts to the left on the NAfaxis with increasing L. For a
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small grain size, say L = 100 X. mobility, at a level smaller than the 5
values, varies only by a factor of about 10 over the entire range of NA
considered. The conduction in this case is entirely dominated by the
inherent grain boundary properties, as mentioned earlier. As L is
increased to about 3000 8. the mobility dip significantly enhances and p
varies by as much as 4 orders of magnitudes over the same NA range. This
is explained in terms of the barrier potential; qVB. in this case is gen—
erated over a broad depletion depth into a large value near N* (7 0.3 eV)
and severeiy reduces the number of holes available for the extended state
conduction. At this value of N¥* all trap states are saturated. Increas—
ing NA above N. should, therefore, result in decreasing W according to Q:
~ ZNAW. Consequently, th W2 decreases rapidly and also the amount of

mobile holes in the grain also increases, i.e. p(-L/2) = NA' Hence, p
should rise rapidly and become identical to the corresponding B, with
increasing L. With further increase in L into the uym region, the mobil-
ity dip flattens and persists over an increasingly broader NA range.
This interesting new result can again be explained in terms of qYB and
the Fermi statistics. For a large L, N‘ occurs at a low doping demnsity.
At this concentration the»Fermi level is not lowered sufficiently to
saturate the entire trap level. Any further increase in NA is, there—

fore, accompanied by two opposing processes; it provides additional holes

in unoccupied trap levels and qVB grows linearly with N, with its deple-

A
tion depth pinned at L/2., Simultaneously, p(-L/2) increases in direct

proportion to NA' These two opposite tendencies built into the mobility

expression nearly compensate each other to keep the mobility dip flat

until all the trap levels are saturated. Beyond this NA value, qVB again

rapidly reduces and the polysilicon mobility rises to a level practically
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identical to e The minimum p—value at the dip is, in turn, determirzd
by the system weighting factors for both crystalline and boundary.;om—
ponents in p. For the case of mobility, the effect of increasing grain
size is not as straightforward as in the case of p. For a low dopant
concentration, for example, the increase in L could actually reduce the

mobility value rather than enhancing it.

5.4.2 EFFECT OF DECREASING Qt

Figure 5.13 preseats the p vs,. NA curves for several different Qt
values for small grain polysilicon (L = 500 X). With decreasing trap
density the p-velues substantially reduce, as expected. Note, however,
that regardless of the Qt value considered, p remains considerably larger
than pc even in the limit of heavy doping. This is again due to the

large boundary resistivity, in a small grain the maximum achievable

pgb;
weighting factor for the crystalline grain component is not sufficient to
mask the effect of pgb' In Fig. 5.14 the corresponding mobility curves
are presented. With decreasing Qt the mobility dip is suppressed, as
anticipated. Nevertheless, p remains considerably smaller than B for

the same reasons as mentioned above, even in the limit of zero trap den—

sity, hence no barrier potential.

5.4.3 COMBINED EFFECT OF CHANGING L AND Qt

s G —————t— e S—

In Figs. 5.15 and 5.16 are shown the room temperature p and p curves
vs. NA for the identical set of Qt—valnes as in Figs. 5.13, 5.14. The
only change in the parameter values used was to increase L from 500 R to

5 pm., As can be clearly observed, the effect of decreasing trap density

in a large grain polysilicon is much more pronounced and attractive. For
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instance, if the trap density can be altered and reduced from a level,
12 -2 11 -2

say 107"cm ©, a value typical of LPCVD polysilicon to about 10" ¢cm ~, the

resulting conductivity could become essentially identical to the crystal-

line value over the entire range of dopant concentration used for device

fabrication. This brings out an interesting conclusion, namely that an

efficient boundary alteration technique, if unsed concurrently with laser

recrystallization techniques could generate a device quality film from

LPCVD polysilicon.

5.5 COMPARISON WITH EXPERIMENT: GENERAL J-V CHARACTERISTICS

We have derived in eqn.(4.19) a general expression for current den-
sity, incorporating the voltage—driven redistribution of mobile holes in
the grain and phenomenologically accounting for electrical switching
processes in the boundary for high applied voltage. Note that at low
voltages (an < kT) this expression naturally reduces to the correspond—
ing small signal result derived in chapter (eqn.(3.20)). We have also
introduced a critical voltage, Vz. so that J in our formulation never
exceeds the corresponding crystalline value. This theoretical comsistency
and appropriate incorporation of essential physical) mechanisms is in con-

trast with the general I-V theory of Lu, et al [39,55].

We now present theoretical results. These results are obtained as

follows. Given average grain size, L and dopant concentration, NA the

charge neutrality condition (eqn.(3.26) and Table I in chapter 3 is used
to determine such quantities as p(-L/2), qV,, W, etc. These values are
inserted into appropriate equatiomns, together with the values for K, and

"gb' The description of J in terms of the input voltage, Va, is then
complete with an explicit specification of o

gb(vgb)' The switching
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effect is generally attributed to electrothermal processes in amorphous
thin films [72-73]. According to this model, high—field injection of
carriers leads to the formation of filamentary conducting chanmel. The
subsequent spatial and temporal growth of this filament induces an
avalanche—~l1ike breakdown condition. There have been proposed various
empirical expressions, which model this field enhanced conductivity. From
the I-V standpoint, these expressions should describe approximately
linear growth of I for small V with & slope characteristic of high resis—
tivity medium, followed by a sharp increase in I near the threshold vol-
tage for switching. We model this field-dependent conductivity,

“gb(vgb)’ in a manner analogous to the junction breakdown [83]:

o  (V -1

g Vab (5.5)

_ - n
) = ogb(O)[l (ng/ngc) 1

Here, cgb(O) is given by eqn.(4.16) and describes the actual boundary

resistivity for ng/V < 1; V represents the critical voltage for

gbc

threshold and/or memory switching and n is a parameter which determines

gbc

how sharply the transition in I-V characteristic occurs near Vg Ve

be*®

have taken V8 = 0.16 volts for 16 & boundary width, corresponding to a

be
value of critical field 106V/cm and the parameter, n was taken to be 3.

In all of the following discussions we have chosen a resistor bar of

length 40 pm and average grain size of 0.275 pm, and Qt = 1012 cm—z.

5.5.1 VOLTAGE PARTITION

A
In Figure 5.17 the fractiomal voltages, vnd/vs. Vd/la. ng/Va,

dropped across the unit cells are plotted vs. NA for fixed, L, Qt and at

~

room temperature and for small grain voltage (Va ~ 0.07 volt)., For low

®
dopant concentration (N, { N ) there is no undepleted region and Va is

A
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Fig. 5.17 Voltage partition in a unit cell vs. dopant concentration

for Va = 0,07 volt.
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dropped across the total depletion depth (Vd) and the grain boundary

(ng). With NA

tivity, pgb' significantly enhances because of the decrease in hole con—

increasing, qVB grows linearly and the boundary resis—

centration beyond the mobility shoulder. Therefore, ng/Va should
increase to keep J constant within the unit cell. Once the trap states
are saturated, the depletion depth, W shrinks and qVB rapidly decreases
with further increase in NA' In this case the voltage fractionm, vud/va
assinged to the undepleted region becomes significant and Vud takes up

the major portion of Va in the 1limit of high dofing density. Note that
over the entire doping

in this voltage ramge V., is always less than Vg

d b
range considered. Equivalently, the resistivity contributed by the
depleted region is less tgan the boundary resistivity. However this
trend is drastically changed as the applied voltage is increased. In
Figure 5.18 we present these fractional voltages vs. NA for larger
applied voltage (Va ~ 0.35 volts). Note that, for low dopant concentra-
tion (N, < N, V

constitutes a larger fraction of Va than Vg Also

b.
is significantly suppressed.

d

the growth of ng/Va with increasing NA

This can be understood in terms of two competing physical mechanisms
operative in this voltage range; (i) lowering of mobility shoulder with
increasing th and accompanying increase in pgb and (ii) considerable
reduction of effective boundary resistivity arising from field enhanced
conductivity, as ng approaches ngc. For NA > N‘. the undepleted region
in the grain again shares an increasingly appreciable fraction of Va for
the same reasons as discussed above. In Figure 5.19 we present the vol-
tage partitioning for a very large applied voltage (Va ~ 0.7 volt).

»
Below N, V., constitutes now a major portion of Va, while ng/Va has been

d

reduced drastically to a small value. This reversed situation of voltage
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partitioning between depleted and boundary regions for large Va, can be
understood as follows: As the grain voltage, Va. is increased the
b rapidly approaches the critical switching voltage.

Since the grain boundary can not sustain external voltages greater than

corresponding Vg

vgbc' any further increase in Va has to be dropped across the depletion

depth., The small kink in these curves are due to the approximation used

in this analysis (see (iv)).

Figures 5.20, 5.21, 5.22 present the voltage partition as a function

of applied voltage for several different doping concentrations

(10*% - 10%% ca3). 1In Figure 5.20 is plotted V,,/V, vs. V,. Note that

for entire doping concentration considered, ng/Va either remains flat or
decreases with increasing Va. This can be expected because cgb(ng) is
approximately flat at low voltages and is enhanced very sharply near

A . The dependence of V ,/V_ on N,, for small voltages, is correlated
gbc gh' a A

to that of qVB as discussed earlier. For low and/or intermediate doping

concentration, where pgb is relatively large, a substantial portion of Va
should be dropped across the boundary. This means that with increasing
Va the omset of electrical switching is approached relatively quickly.
Hence, any further increase in Va has to be accommodated within the
grain, and ng/Va should decrease approximately as V:l. For high dopant

corncentration, where the depletion depth is very small, i.e. Vd ~ 0, VA

divides between Vnda Po *(L - &) and Vg » 8., Since pgb and Pe

b pgb

are of the same order of magnitude in this case and the boundary width,

8, is small, ng be

. .
a function of Va is presented. For NA { N, the general trend of this

voltage fraction can be understood via the relationm, Vd/Va =1 - ng/Va.

approaches V8 rather slowly., In Figure 5.21, Vd/Va as

»
while for NA >N, Vd/Va rapidly decreases because of shrinking depletion
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depth. In Fig. 5.22, the applied voltage dropped across the undepleted

grain region, Vﬁd/va’ is plotted against NA' As can be clearly observed,

Vud shares an increasingly appreciable fraction of Va with increasing NA

and eventually constitutes a major portion of Va. This suggest that Vnd
could be an important factor, influencing the overall I-V characteristics
especially for the case of high doping concentration and high applied

voltage. Neglect of this term could thus lead to erroneous I-V results.
It is important to point out that in previous emission models this vud—

component was neglected in the voltage partition scheme. In this regard,

the present approach fundamentally differs from the previous theories.

5.5.2 COMPARISON WITH EXPERIMENT

A key feature of this present I-V theory is that Va is distributed
via the relation, V « Jp where J is constant and p in each of three dif-

ferent regions in the wnit cell is determined explicitly for given NA. T

and Va. The theory by Manduraﬁ, et al [54] considered the effect of
mobile carrier redistribution under the influence of extermal voltage.
Ref. [54] distributed Va into Vd and ng. presumably for the special case
where there is no undepleted region. Since the grain boundary is taken

&4s an insulator in their model, ng is determined by electrostatic con—

siderations associated with changing depletion depths (see Eq. (28) in

Ref. [54]). An interesting consequence of this analysis is that for

small NA’ say 1015 c:m_3 the voltage fractionm, ng/Va is practically zero

while V,/V 2 1, and for large N,, V _/V ~ 1., These results are in

d 'a A" "gb’ 'a
marked contrast with the present results discussed above. These two dif-
ferent theoretical results can be experimentally compared in terms of the

conductance data reported in Ref. [64]. Using boron—doped (NA = lolscm_s)
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bicrystal bar of 12 x 3 x 0.4 mm3 with grain boundary bisecting the long
edge, Wernmer et al [64] measured crystalline (6 x 3 x 0.4 mms) conduc-

tance, Gc and grain boundary conductance, G Near the room temperature

gb’
the ratio, Gc/ng was about 2-3. This ratio, when tramscribed into frac-
tional voltages, Vﬁd/Va, Vd/Va. and ng/Va (Appendix I) leads explicitly
to the conclusion that ng/Va > 0.5. This reslt unambiguously supports

the present voltage partitioning scheme.

§.5.3 I-Y CORVES We now come to the final results of this theory, namely
the I-V characteristics. The general curreant response to input voltage,
Va. can be conveniently and compactly discussed by recasting eqn.(4.19)
into a new format as follows. Upon multiplying both sides of eqn.(4.19)
by area, A, of the resistor and small signal resistance, Rs(psNgL/A) with

Ng denoting the average number of grains in the resistor, there results

IR =M™V ,N,T,L)V (5.6)
S a

where Pe is given by eqn.(3.23) and V is the total voltage applied across
the resistor. Note that the output, IRs. has now the unit of volt and is
related to the input voltage, Va, through the dimensionless response

function, [’ given by

o  Sa _Zar (5.7)
= -F—;- .« [e X XTI 1/(aV, /¥T) '

In the 1imit of small applied voltage, the response function reduces to
unity, as expected. Hence, the output for small Va is always described
by straight line baving unity slope. Thus, the nomlinearity in I-V rela-
tionship, if any, sbhould come via this Va—dependent response function and

is exhibited as a deviation from this straight line.
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In Fig. 5.23 we present IRs VS, Va for several different doping con-

centrations (1015 - 1020

15

cm_s) at room temperature. For low dopint lev-
els (< 2.5 x 10 cm_s), where th £ 2kT, the crystailine grain behaves
as a passive resistor and the nonlinearity arises solely from the field
enhanced conductivity of the graim boundary. As NA is increased (4 x

10¥° - 2.5 x 107

cm_a). qVB becomes much larger than kT. In this case,
the redistribution of mobile holes in the grain further enhances non—

linearity as can be clearly observed in the figure. As N, is further

A
increased, qVB now rapidly reduces and vud takes np substantial fraction
of Va. Consequently, the I-V relationship should closely resemble the
corresponding single crystallime case. It should be noted that some of
these IRs curves have not been st;etched beyond V: due to limitations in
ordinate scale. However, it is important to point out that all of these
curves should eventually become strictly linear beyond their respective
v,

a

As can clearly be observed in Fig. 5.23, the nonlinear behavior of

IRs VS, Va can be drastically differemnt, depending on the doping level
used, for example. Equivalently, the response function, [’, describing
A’ T, Qt' L etc.

This comprehensive characterization of ” in terms of material and struc-—

this nonlinearity should depend rather semsitively om N

tural parameters of polysilicon is in contrast with the previous I-V

theories. Lu et al [39,55] described IRs vsS. Va behavior by

—aVv
sinh(2kTN )

= [ ———
IR =1L i 1v , (5.8)
ZktNg

Note that the nonlinear response function introduced by Lu et al depends

only on the applied voltage dropped across the unit cell, V/Ng. This
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implies that the nonlinearity in IRs vs. V curves is strictly dictated by
the stremgth of applied voltage for unit cell, regardless of the doping
concentration NA' It is, therefore, apparent in this approach that any
departure of IR8 vs. V curves from this simple prediction can only be

accommodated by adjusting the applied voltage per cell, viz. by introduc—

ing Ne in place of N8 as a function of N, and T. The present theory

£f A
basically differs from the previous approach in that the nonlinearity is

not only caused by Va but also by othexr pertinent system parameters.
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CHAPTER SIX

CONCLUSION

6.1 PRELIMINARIES

We have presented a new theory of conduction in polysilicon. The
present theory differs from previous theories in the formulation of the
grain boundary and the description of conduction within it. We assume
that the boundary is an amorphous conductor in equilibrium contact with
crystalline semiconductox. Current, therefore, is described via drift-
diffusion theory. frevious theories have taken grain boundary as an
insulator or a barrier-in—-vacuum., Current, therefore, was accounted for
via thermionic and/or field emission of carriers. These contrasting
viewpoints have been examined in light of experimental data and theoreti-
cal consistency. It should also be emphasised that this alterngtive
viewpoint has been explicitly guided by a few key experimental observa-

tions:

(i) p vs. Trl data, taken in the limit of small applied voltage and
closely resembling the corrosponding data in amorphous solids, provided a
direct clue for the amorphous mnature of grain boundaries strongly
influencing the overall conduction properties of polysilicon. We also
feel that the strict linearity existing in p vs. Tr1/4 data, observed in
undoped polysilicon [84], constitutes a further experimental support for
the present point of view. Note that this temperature characteristic of

p is, in the present approach, a natural consequence of tunneling mobil-

ity, whereas in emission models, this data may again require a new tem-
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perature variation of qx and 8 in Ref. [43].

(ii) The threshold switching effect observed in polysilicon [80] for
high applied voltage further attests, we feel, to the validity of the
present approach, This sudden transition would be difficult to be under—
stood within the framework of emission models. Note that in undoped
polysilicon there is practically no barrier potential and also the exter—
nal voltage dropped across the boundary is negligible [54]. This leaves
virtually no physical mechanisms by which to explain this nonlinear I-V
behavior in these models., The present viewpoint regarding the grain
boundary, on the other hand, has an inherent advantage to incorpbrate
this nonlinear switching effect as a natural comsequence of high field
I-V phenomena in amorphous semiconductor films. We conclude our discus-—
sion by summarizing essential physics pertaining to these conduction

processes.

6.2 VOLTAGE PARTITION

Emission models based on postulating qx suffer from the fundamental
inconsistency in their voltage partition scheme. Consider, for example,
undoped polysilicon or polysilicon with low dopant concentration. A vol-
tage, V applied to a resistor bar was taken to distribute uniformly in
each grain ;“a). Since the barrier potential is practically nonexistent
in this case, the voltage assigned electrostatically to the 'boundary
insulator’ is mnegligible (see equation (28) in Ref. [541), and Va drops
mainly in the grain. The energy diagram of the resistor is illustrated

in Fig. 6.1.



117

Fig. 6.1 Schematic illustration of emission mode of 2-grain

polysilicon system.
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Consider thermionic current. In emission models, carriers are

regarded as free particles. Therefore, those carriers which overcome the

first barrier, qX1 on the left are automatically capable of passing
through the rest of the barriers, i.e. remaining barriers do not provide
any additional resistivity. Obviously this is in direct contradiction to
the assumption that V divides egually among the grains. That is, invok-
ing grain voltage (Va) to describe current is not physically justified.
Even a thermalization procegses (pc) of charge carriers in each grainm,
i.e. phonon and/or impurity scattering does not eliminate this incon—
sistency. For the case under consideration, i.e. for a completely
depleted case it is not possible for these emission models to bring in

these essential scattering processes. This is a fundamental drawback.

Additionally, with V increasing, all of the electroms available in
the conduction band to the left of qxl can be thermally emitted across
qxl.- This means that current should be saturated beyond a certain vol-
tage range. This picture is agaim in comtradiction with the hyperbolic-

sine function I-V characteristics asserted by these theories,

In contrast, the present theory is firmly rooted in carrier scatter—
ing processes, both in crystallime grain (uc) and disordered boundary
(usb). and is, therefore, entirely consistent with the uniform partition

of V into each unit cell.

6.2.1 CRITICAL VOLTAGES

In this theory, we have partitioned the voltage applied across the
unit cell into three different regions therein, namely, the undepleted

crystalline grain region (Vu ), depletion depth (Vd), and the grain boun-—

d
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dary region (ng). The basic guideline for this voltage distribution has
been the continuity of current demnsity throughout the unit cell. We have
shown for the first time that the Vﬁd-component can constitute a major
fraction of Va for high doping concentrations above N#*., Hence the gen-
eral I-V characteristics in polysilicon should, in this case, approach
the corrosponding I-V curves in single crystalline silicon. We have also

shown for the first time that the Vg —component can take up substantial

b
fraction of Va over 8 wide range of N. This, coupled with the fact that
the boundary width is small could lead to electrical switching within the
amorphous boundary region. However, the quantitative model for this
field enhanced conductivity is not available at present. We, therefore,
have incorporated this effect phenomenologically in the I-V analysis. We
believe that this boundary switching may constitute a major mechanism
responsible for rather complex and nonlinear I-V characteristics observed
in polysilicon. We also feel that a comprehensive experimental and
theoretical characterization of I-V behavior requires further study on
switching processes in polysilicon together with extensive and explicit
I-V data as a function of N, T, and V. Additionally, we have introduced
the concept of a critical voltage, Vi associated with changing depletion
depth under bias. Beyond Vz, the crystalline grain transforms into a
passive and/or ohmic resistor and the current density in polysilicon

never exceeds the correponding single crystal value, in contrast with

previous theories.

6.3 1n(p) VS, T *

The experimental data for 1n(p) vs T—1 curves constitutes a key area

in which to test the opposite viewpoints regarding grain boundary. The
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slope of In p at a given T is a measure of the activation energy at that
temperature, namely the emergy spacing, AE between EF and the prevalent
conduction channel. Lu, et al. [43] adjusted, in essence, this AE via
T-dependent qx to fit the data. This mathematical procedure was theoret—
ically shown to be unphysical and was experimentally pro@en to be
invalid. In the present approach AE is naturally dependent on T because
of different conduction channels existing at different energy levels in

the disordered boundary.

Inasmuch as the present approach is based on using conduction
mechanisms operative in amorphous semiconductors, a clear contention of
the theory is that carriers trapped near the midgap should also be amen—

able to tunneling conduction. As discussed earlier (sec. 6.1) the p-T

data reported by Kobka, et al. [84] is extremely significant in this con-
text. Using undoped polysilicon, they measured p in the temperature
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range, -14°C to 120°C. and showed that 1ln p vs. plot is strictly

linear. Note that EF is pinned at midgap for undoped polysilicon and the
probability of charge carriers residing in hopping and diffusive bands is
practically zero, Therefore, the conduction through grain boundary
should be via tnnneling. The temperature dependence of Reon given in
eqn,(2.5) predicts precisely this experimental curve. This constitutes
one of the most direct experimental evidences that grain boundary is an
amorphous semiconductor, in which all the carriers participate in conduc-—

tion under bias.

6.4 ARTIFICIAL FACTOR, £

Lu, et al [39] originally introduced the f—factor in the form,
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~1 KT 1 aVy
P £ 2 P yT

q“2Wp(-L/2) VT
with L denoting the thermal velocity of carriers in the medium. For L
£ 0,3 pm, p in the present theory is essentially given by the boundary

component. Hence, confining to Boxt or equivalently Dext one can write

Vg
exp'ii? .

y ~ —XI 1
qup(‘%L) Voxt

where the quantity, v Dext v exp(A/kT)/8 has the dimension of a

ext =
velocity. These two expressions have the same mathematical form, and the
quantities vT. vext can be formally regarded as an effective recombina—

tion velocity, (VR) in Schottky diode. In the present theory Y has been
specified by structural and physical properties of the grain boundary,
while in emission theories A2 has been represented by the thermal velo—
city. Since the grain boundary is not metaliic, carriers can not be
regarded as free particles. We feel that use of Vi in emission models
led to an overestimation of current, necessitating the introduction of

the f-factor.

(d) Limitations of the Present Theory

We have approximated polysilicon to comnsist of identical cubic
grains and considered one—dimensional conduction processes. The effect
of grain size distribution has not been taken into account. This simpli-
fying assumption may exclude some of the pertinent physical mechanisms
operative in polysilicon. For example, at the same dopant density two
grains of different sizes may have different Fermi levels for N { N¥, 1In
equilibrium, therefore there should ensue a band bending for the two

grains to share a common E Consequently, a resistor consisting of

FO*
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different size grains may be associated with many mini-"diodes” (Fig.
6.2) due to this band bending. Also, actual paths of charge carriers
could possibly be dictated by a two—dimensional random network. The
resulting current may themn exhibit a rather complicated mnonlinear
behavior. If, on the other hand, the distribution of grain sizes can be
tightly controlled, the description of I-V characteristics becomes sim—
ple, and the theoretical results presented here can be a useful basis for

understanding the experimental data.

Also, for polysilicon, experimental data for band tail (A) and
mobility shoulder (A’) are not available at the present time. We have
therefore determined these values parametrically with the aid of optimal
fit to data. As mentioned earlier, the values for Poxt’ "hop have been
chosen within the range available in the literature. Nevertheless, we
feel that because grain boundary width is small, these mobility values
associated with polysilicon could be larger than the corresponding mobil-
ities in bulk amorphous semiconductors. If this could be supported by
theoretical analysis in the future, it is possible to achieve better fit
to the data with the choice of A, A’, such that the energy gap im the

boundary could better simulate the optical bandgap data reported for

amorphous silicon.
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APPENDIX I: ANALYSIS OF CONDUCTANCE DATA OF REF. [64]

[ TRRAL A AT AL AL LT S

Werner et al measured crystalline (6 x 3 x 0.4 mma) conductance, Gc

and the boundary conductance, G

(NA = 1015cm—3). The ratio, Gc/ng’ was about 2-3 at room temperature.

gb’ in a bicrystal doped with boron

Using the photocapacitance data, they also measured the boundary trap

density, Qt' to be about 1.4 x 1011 cm—z. Using the values of NA

in the charge neutrality condition, ome can estimate the depletion depth,

and Qt

W. One finds W~ 0.55 pm for the trap level, Et’ at midgap and W ~ 0.38

pm for Et = 0,15 eV below midgap. The corresponding barrier potential,
qVB, are 0.25 eV and 0.12 eV, respectively. Now, using eqns.(3.10) and

(3.23) in Part I ome can write the ratio of resistances Rnd' Rd in the

undepleted and depleted crystalline regions, respectively, as

A fqav. lqv
Sa_ 28 g % 3
R - L-27 ¢*P (% ’[D Nt

ud

Upon inserting the values of L (1.2 cm) and W estimated above, this ratio
is found to vary from 0.12 for qVB = 0.25 eV to 0.0012 for qVB = 0,12 eV.
This clearly indicates that the voltage dropped across the depletion

depth, Vd’ is much smaller than Vud' Also, the lower bound for ng can

be estimated from the reported conductance ratio in the form,

Gc/ng = (ng + Vd)/vud' Since Gc/ng = 2-3, and Vd/Vud ¢ 0,12 omne can

conclude that V. >V _and V _/V > 0.5,
gb ud gb a "



