


Abstract

Wireless Side-Channels in MIMO Full-Duplex Systems

by

Jingwen Bai

In this thesis, we propose a new approach for enhanced interference

management via wireless side-channels in advanced wireless systems such

as MIMO full-duplex systems. The rise of multiple radio interfaces, such

as WiFi (operating in unlicensed ISM bands) and cellular (operating in

licensed bands), with near-default inclusion in smartphones, allows for

a new use of the ISM bands to manage interference in cellular bands,

by creating wireless “side-channels” between mobile users. In a multi-

user MIMO full-duplex system, an in-band full-duplex base station with

multiple antennas communicates with multiple up- and downlink users

in the same time-frequency slot. We characterize the impact of side-

channels in managing interference from uplink users to downlink users in

such MIMO full-duplex system.

First, we experimentally quantify the likelihood of establishing ISM

side-channels between smartphones in WiFi-free areas such as highways.

Next, we study a side-channel assisted two-user MIMO full-duplex sys-

tem and characterize its generalized degrees-of-freedom and diversity-

multiplexing tradeo↵. For such a system, we show that the optimal perfor-

mance is achieved by our proposed vector bin-and-cancel strategy which

leverages Han-Kobayashi message splitting.



Then, we study a side-channel assisted multi-user MIMO full-duplex

system from a cross-layer protocol design perspective. Our protocol design

integrates automatic repeat request (ARQ) at the medium access control

(MAC) layer with enhanced interference management via side-channels

at the physical layer (PHY). Our proposed joint PHY-MAC protocols

exploit the ARQ information o↵ered by the MAC layer to reduce the data

retransmission time and improve system goodput.

Finally, we study a multi-cell multi-user MIMO full-duplex system,

where new forms of intra- and inter-cell interference appear due to the

full-duplex operation. We characterize the up- and downlink ergodic

achievable rates for the case of linear precoders and receivers. The rate

analysis includes practical constraints such as imperfect full-duplex radio

chains, channel estimation error, training overhead and pilot contamina-

tion. We show that with large antenna arrays at base stations, the gains

from full-duplex are available at the network level despite the increased in-

terference in the full-duplex networks. Moreover, full-duplex networks can

use fewer antennas to achieve spectral e�ciency gain over the half-duplex

counterparts. We also demonstrate that under realistic multi-cell MIMO

full-duplex network scenarios, side-channels are e↵ective in significantly

improving the spectral e�ciency of cell-edge users.
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Chapter 1

Introduction

1.1 Motivation

Wireless communications, especially cellular networks, have had an immense societal

impact. Each year sees a growing demand, both in the number of users and the

data rate per user. As a result, each generation of the cellular networks is designed to

support higher peak data rates. The increase in peak rates are achieved by innovations

in all network layers, but perhaps the biggest burden of the increase lies with the

physical layer in the network. Looking at the evolution of cellular communications,

one observes that an increase in peak data rates is a result of both increases in the

allocated spectrum and spectral e�ciency. That is, networks use more bandwidth

and use it better with each cellular generation.

For next generation networks, there are a number of candidate technologies that

are under serious consideration. Among those candidate technologies, we will study

three candidate technologies in this thesis. The first two, Massive MIMO [1] and full-

duplex wireless [2], are already influencing the next-generation standards discussion.

The third candidate idea, ISM side-channels, is based on an older idea of cooperative

decoding but used in a novel method in this thesis to counter interference in cellular
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networks.

In the seminal paper [1], it was demonstrated that as the number of base station

antennas grow faster than the number of users, then the processing required at the

base stations can be simplified to conjugate beamforming; this regime of operation

is referred as Massive MIMO. Thus, complex transmission strategies like zero-forcing

are not required to achieve optimal performance. In addition, the base stations do

not need to coordinate with each other to manage inter-cell interference. The result

has prompted the interest in use of a large number of antennas at base stations to

get capacity gains with simple processing. An additional benefit of massive MIMO

includes reduced node transmit power for energy savings [3]. The experimental evi-

dence on the benefits of massive MIMO [4, 5, 6] has already sparked strong industry

interest and 64-antenna configuration is now being considered for 5G systems.

The second candidate technique is in-band full-duplex communications. In-band

full-duplex wireless allows simultaneous transmission and reception using the same

frequency band, and thus opens up new design opportunities to increase the spec-

tral e�ciency of wireless systems. Full-duplex wireless communication is one of the

emerging techniques which can significantly improve the spectral e�ciency of wireless

networks [2]. The feasibility of a full-duplex radio has been demonstrated by many

research groups (see [2, 7, 8, 9, 10] and references therein). Combining MIMO with

full-duplex allows new communication patterns. For example, when a multi-antenna

infrastructure node is full-duplex capable, multiple uplink and downlink users can

be served in same time-frequency slot to improve the spectral e�ciency many-fold

compared with a single-antenna full-duplex system.

A side-e↵ect of the full-duplex operation is that additional interference is intro-

duced because there are more simultaneous active links. Hence, there is a possibility

that the full-duplex gain can be o↵set by the loss due to additional interference. For
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Figure 1.1: When a multi-antenna full-duplex infrastructure node communicates with
multiple half-duplex uplink and downlink users, the uplink users will cause interfer-
ence to the downlink users.

instance, in a single-cell multi-user MIMO full-duplex system (see Figure 1.1), the

simultaneous transmission in uplink and downlink will cause interference from the

uplink users to the downlink users, which can limit the system performance.

The new challenge of increased interference provides the segue for the third candi-

date technique, which is the use of ISM bands to create device-to-device side-channels

for managing interference. The motivation comes from the fact that the mobile devices

are now equipped with multiple radio interfaces that allow them to simultaneously

access di↵erent parts of the spectrum, e.g. cellular and ISM bands. The ability of

simultaneous access to multiple parts of the spectrum provides an opportunity to use

multiple bands in new and unique ways. In this thesis, we will consider the use of

device-to-device (D2D) wireless channels between mobile devices, to serve as side-

channels to aid main-channels communication with the infrastructure nodes. For

example, the main network could be in a cellular band while the wireless side-channel

could be on an unlicensed ISM band. Unlike the conventional use of D2D links,

we propose to use the wireless side-channel for enhanced interference management to

improve the cellular capacity in advanced systems such as MIMO full-duplex systems.

Since all three ideas increase system capacity, the natural question is whether the
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three ideas of massive MIMO, full-duplex and ISM side-channels can be combined to

improve overall network capacity. Thus, the main question in this thesis is analyzing

the impact of using the three candidate technologies together on both single-cell and

multi-cell network capacity, and identifying the di↵erent regimes of operation.

1.2 Related work

In this thesis, we have studied a new use of multiple orthogonal bands for enhanced

interference management in advanced wireless systems such as MIMO full-duplex

systems by creating wireless side-channels to aid the main-channel communication.

We characterize the impact of side-channels in managing interference from uplink

users to downlink users in a multi-user MIMO full-duplex system, where an in-band

full-duplex base station (BS) equipped with multiple antennas communicates with

multiple up- and downlink users in the same time-frequency slot.

The simultaneous operation of two orthogonal bands has been studied for many

purposes. A common method is to use concurrently two radio interfaces, one to

access a cellular band and another to access an ISM band network (notably WiFi)

at the same time and is now an integral part of cellular provider data strategy to

o✏oad cellular tra�c to WiFi networks [11]. The simultaneous operation is also

used to support wireless tethering, which allows devices to share one cellular link

over WiFi. In the conventional D2D communication literature, the use of orthogonal

bands involves establishing peer-to-peer communication [12], forming virtual MIMO

for cooperative communication [13] (and the references therein). The use of multiple

orthogonal bands has also become the core study of the next generation of the wireless

systems. Carrier aggregation has been studied in the current LTE standard [14]. LTE-

Unlicensed (LTE-U) and Licensed-assisted access (LAA) have been proposed in the

3GPP standardization group [15] to aggregate licensed and unlicensed spectrum so
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that LTE system can operate even in the unlicensed band.

Our other major focus in this thesis is the analysis of multi-user multi-cell multiple

antenna networks, with full-duplex infrastructure nodes and a mix of half- and full-

duplex mobile nodes. Towards that end, there are two lines of work in the area of

multi-user MIMO full-duplex networks. The first line of work focuses on information

theoretic limits while the other line of work focuses on practical network design at all

layers.

Multi-cell analysis of cellular systems is in fact very challenging. As we will discuss

in later chapters, the number of parameters increases rapidly with each new cell in

the network and more importantly, the network connectivity becomes increasingly

complex. Combined with the fact that full-duplex wireless has become popular only

recently, there are only a limited number of papers that analyze multi-cell MIMO

full-duplex networks. Towards that end, we discuss [16, 17, 18, 19, 20, 21, 22, 23, 24];

note that not all papers are multi-cell studies.

In [16, 17, 18], only a single-cell MIMO full-duplex case is studied. In [17], the

degrees-of-freedom of a single cell with a MIMO full duplex BS are studied. Since only

a single-cell system is studied, the proposed schemes are a combination of interference

alignment and zero-forcing beamforming. Similarly, in [16], degrees-of-freedom of a

multi-user MIMO full-duplex network with half-duplex mobile clients are derived, and

the regimes where the inter-node interference can be mitigated to yield significant

gains over the half-duplex counterpart are identified. The achievability is based on

interference alignment and requires full channel-state information at the transmitter

(CSIT). The authors also study the case with partial CSIT where only the BS acquires

downlink channel values to avoid collecting network-wide CSIT at all transmitters in

the system. The authors show that the key to achieving the sum degrees-of-freedom

upper bound with only partial CSIT is the ability of the base-station to switch antenna
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modes that can be realized via reconfigurable antennas. In [18], the authors study a

single cell scenario with a MIMO full duplex BS and full-duplex mobile clients. The

exact regress-of-freedom region has been characterized which demonstrate that inter-

node interference can be managed to provide significant gain in degrees of freedom

over the conventional half-duplex cellular design.

In [19], the authors propose opportunistic scheduling to mitigate inter-node inter-

ference in a single-cell MIMO full-duplex network, which is especially useful for the

case where there is a large number of single-antenna half-duplex users. The proposed

method optimizes the uplink and downlink scheduling jointly and exploits multiuser

diversity while treating interference as noise. The key result is that in homogeneous

networks, opportunistic scheduling achieves the same sum capacity as would have

been achieved if there was no uplink-to-downlink interference, as the number of users

grows large. Finally, in [20], a new distributed power control method is presented,

again to mitigate inter-node interference in a single-cell MIMO full-duplex network.

Similarly, there are only a limited pieces of work that have studied the network

design in MIMO multi-user multi-cell networks. We highlight four such papers in

this section, and others are discussed in later chapters. All the papers [21, 22, 23]

present practical approaches to mitigate the interference in full-duplex networks. In

[21], scheduling and power control algorithms with BS cooperation in the multi-

cell SISO full-duplex networks is investigated and [22, 23] studies the MIMO case.

The performance analyses are based on extensive simulations, largely because of the

challenge of analyzing complex scheduling and power control methods. In [24], the

authors study the multi-cell problem when the BSs have full coordination. This

converts the problem into a network MIMO problem, and essentially allows one to

treat the multi-cell problem as one giant MIMO cell. This, in turn, allows the use of

interference alignment to achieve the highest possible degrees of freedom. While this
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approach provides insights into the maximum possible degrees of freedom, it relies on

full coordination and proposes a very di�cult transmission method - both of them

extremely challenging to implement in practice. Compared to the above works, we

focus on the case when there is no BS coordination and hence we cannot convert the

problem to the more tractable single-cell problem. In addition, we allow only simple

linear processing at the BSs, namely conjugate beamforming, and hence complex

schemes like zero-forcing or interference-alignment cannot be employed.

1.3 Main Contributions

Our main contributions are summarized below.

1.3.1 Side-channels opportunity and potential capacity gains

We experimentally quantify the opportunities of using ISM side-channels between

smartphones in WiFi-free areas such as highways. With our designed Android ap-

plications for link measurement and California rush hour tra�c data, we show that

there is a high probability for an ISM side-channel to exist on highways with reliable

link quality during the rush hour.

We demonstrate a potential use of ISM side-channels to significantly reduce inter-

ference in a MIMO wireless system and increase the overall cellular network capacity,

by flexibly accommodating both multi-user beamforming and full-duplex operation.

With ISM side-channels, we can leverage techniques like decode-and-cancel [25] and

user-cooperation [26] to manage intra-cell interference in a single-cell MIMO system.

The capacity loss due to intra-cell interference can be completely recovered by ex-

ploiting the ISM side-channels among users. The simulation results based on our

WiFi side-channel measurements show that a multi-user MIMO full-duplex network
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with 20 antennas at BS using ISM side-channels can achieve 6-fold capacity gain

compared with a multi-user MIMO half-duplex system, and 12-fold gain compared

with a TDMA system, and recover the full-duplex multiplexing gain which previous

schemes without ISM side-channels fail to achieve.

1.3.2 Single-cell multi-user MIMO full-duplex system

We study a side-channel assisted single-cell multi-user MIMO full-duplex system. We

show that its capacity region is achievable within a constant bit by a vector-bin-and-

cancel scheme. Further, we characterize its generalized degrees-of-freedom (GDoF)

for time-invariant channels and diversity-multiplexing tradeo↵ (DMT) for slow-fading

channels with di↵erent levels of channel uncertainty at the transmitter. We quantify

how the side-channel improves the GDoF and DMT compared to a system without the

extra orthogonal spectrum. The insights gained from our analysis reveal: i) the trade-

o↵ between spatial resources from multiple antennas at di↵erent nodes and spectral

resources of the side-channel, and ii) the interplay between the channel uncertainty

at the transmitter and use of the side-channel.

Next, we develop a protocol for assistance via side-channels for a side-channel

assisted multi-user MIMO full-duplex system from a cross-layer design perspective.

Our side-channel protocol integrates automatic repeat request (ARQ) for retransmit-

ting erroneous packets at the medium access control (MAC) layer with an enhanced

physical layer (PHY) interference management scheme via side-channels. We propose

two di↵erent joint PHY-MAC protocols which exploit the ARQ information o↵ered

by the MAC layer to reduce the data retransmission time and improve system good-

put. The first protocol is a proactive side-channel assisted ARQ protocol which uses

the side-channels proactively irrespective of the downlink feedback and is based only

on conventional uplink ARQ feedback. The second side-channel protocol is a reac-
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tive protocol which triggers the use of side-channels based on the conventional uplink

ARQ feedback and our designed downlink ARQ feedback mechanisms. We analyti-

cally evaluate system goodput of both protocols and show that the proactive protocol

provides higher goodput compared to reactive protocol at the cost of higher energy

consumption for the use of side-channels.

1.3.3 Multi-cell multi-user MIMO full-duplex system

We analyze a multi-cell multi-user MIMO full duplex system and characterize its

uplink and downlink ergodic achievable rates when low-complexity linear receivers

and precoders are used. We consider the case where each BS has multiple antennas

with full-duplex capability while each user has a single antenna with either full-

duplex or half-duplex radio. Practical constraints such as imperfect self-interference

cancellation, channel estimation error, training overhead and pilot contamination are

considered in our analysis.

We further analyze the system performance in the asymptotic regime where the

number of BS antennas grows infinitely large. We show that the transmit power

of BSs and users can be scaled down proportionally with an increasing number of

BS antennas to maintain a fixed asymptotic rate. Our analysis reveals that the im-

pact of imperfect self-interference cancellation, intra-cell and inter-cell interference in

the multi-cell multi-user MIMO full-duplex networks disappear as the number of BS

antennas becomes infinitely large. Further, under the assumption of perfect chan-

nel knowledge, the full-duplex system asymptotically achieves 2⇥ spectral e�ciency

gain over the half-duplex system. We also show that when channel estimation error

and channel training overhead are considered, the 2⇥ asymptotic full-duplex gain is

achievable if all users being served are full-duplex capable.

Lastly, we numerically evaluate the system performance at finite SNR and with a
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finite number of BS antennas. Our numerical results reveal that to achieve the same

spectral e�ciency, significantly fewer BS antennas are needed in a MIMO full-duplex

network compared with that in a MIMO half-duplex network. Also, under realistic

3GPP multi-cell network scenarios [27], the overall full-duplex gains can be achieved

despite the increased interference introduced in the full-duplex networks. Finally,

we demonstrate that the use of side-channels can significantly improve the spectral

e�ciency achieved by the cell-edge users.

1.4 Organization of the Thesis

The rest of the thesis is organized as follows. In Chapter 2, we study the likeli-

hood of establishing a reliable wireless side-channel link between users and the po-

tential of using the side-channels to increase the overall cellular network capacity via

enhanced interference management. The results in Chapter 2 were originally pre-

sented in [28]. In Chapter 3, we derive the capacity region of a side-channel assisted

two-user MIMO full-duplex system to within a constant bit, achieved by a vector

bin-and-cancel scheme. We also characterize its generalized degrees-of-freedom and

diversity-multiplexing tradeo↵. The results presented in Chapter 3 were originally

published in [29]. In Chapter 4, we propose two di↵erent ARQ protocol designs

with side-channels in a single-cell multi-user MIMO full-duplex system, which enable

an enhanced PHY scheme with side-channels by exploiting the ARQ information

o↵ered by the MAC layer. In Chapter 5, we provide a large antenna analysis for

a multi-cell multi-user MIMO full-duplex system when simple linear precoders and

receivers are used. Our analysis incorporates practical constraints such as imper-

fect self-interference cancellation, channel estimation error, training overhead and

pilot contamination. We numerically evaluate our system performance under real-

istic 3GPP multi-cell network settings. The results in Chapter 5 are also reported
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in [30]. Chapter 6 concludes the thesis.



Chapter 2

Availability and Potential of Wireless

Side-Channels

2.1 Introduction

Almost all smartphones today can simultaneously operate in two orthogonal frequency

bands, i.e., ISM and cellular bands. The ISM bands are commonly used by WiFi

and Bluetooth, and the cellular bands for cellular voice and data. While WiFi in-

frastructure is considered “ubiquitous” in metropolitan areas, the truth is that its

deployment is limited to very low mobility environments; most common WiFi cov-

ered zones include homes, o�ces, malls and restaurants. Due to its short-range and

limited support for hando↵s in high mobility scenarios, large outdoor swaths of cities

may have limited, very weak or no WiFi coverage. We focus on the areas where WiFi

coverage is practically unavailable such as highways.

In this chapter, we propose and study the potential for an additional use of ISM

bands to create side-channels for interference management to increase the overall

cellular network capacity. The proposed use is neither data-o✏oading nor data-

forwarding. The side-channels are established between mobile clients and controlled



13

WiFi� Bluetooth� ISM Side-channel 
Radio�

User Controlled� Cellular Provider Controlled�

Shared ISM  
band antenna�

Figure 2.1: The proposed use of ISM side-channel, as an additional radio to access
ISM bands when available and controlled by cellular providers.

by the cellular provider in only WiFi-free zones, and used to manage intra-cell inter-

ference in advanced MU-MIMO techniques; see Figure 2.1. We understand that our

model of cellular controlled ISM bands appears to be problematic at first, since ISM

channel use has always been under the control of end-users. We expect that users

will still have the highest priority to control ISM band (e.g. for WiFi or tethering).

Our proposed solution will only be active when the user has no use of the ISM band

and opts in to allow cellular providers to manage the use of the ISM side-channels for

improved capacity for the client.⇤

We will leverage the ISM side-channels among mobile clients to boost data rate

of cellular transmissions by enhanced intra-cell interference management. We will

consider the advanced upcoming techniques like multi-user MIMO (MU-MIMO) and

full-duplex communication as our examples for the use of ISM side-channels. In both

MU-MIMO and full-duplex, multiple flows are active in the same cell, which leads to

intra-cell interference as shown in Figure 2.2.

In Section 2.2, we quantify the opportunities of using ISM side-channels among

smartphones in WiFi-free area such as highways. Using our designed Android appli-

cations, we measure WiFi link quality between two smartphones either placed within

one vehicle, or in separate vehicles. The measurements provide an estimate on the

⇤Our focus is only on capacity improvement in this chapter, and many important issues like
energy e�ciency and security will be addressed in future work.
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range of ISM band links between smartphones. We find that up to a distance of 50

meters, we can obtain an average received power greater than �80 dBm.⇤ Combin-

ing with highway tra�c data accessible in California, we derive an estimate on the

probability of establishing ISM side-channels on highways during rush hour. We find

that during rush hour, there is a 69% chance for an ISM side-channel to exist within

50 meters on highways with reliable link quality.

Base
Station

A

B C

D

E

Cluster     in Figure 2C1

BS3 in Figure 2

(a) Cluster C1

Cluster     in Figure 2

BS3 in Figure 2

BS2 in Figure 2

C2a b
c

d

ef

(b) Cluster C2

Figure 3: ISM-in-Cellular Side-channel: The black links represent communication on the cellular bands
and red links are inter-device links on the ISM bands.

rations between users. Thus in highly clustered mobile scenarios, there may be no way for multiple antenna
processing at the base-stations which avoids interference at the nodes in Cluster C1. Note that in contrast
to the above discussion, BS1 can serve mobiles M1 and M2 using orthogonal beams due to wide spatial
separation between the users. Perhaps the most complicated of the situations occurs when a highly clustered
set of users cross two cell boundaries, the Cluster C2, where they cause interference in both cells and most
current standards (3G/4G) suffer significantly in this regime.

The different situations faced by BS1, BS2 and BS3 imply that the network resources needed to serve
different amount of user traffic are different in different parts of the network. Thus, while BS1 may have
enough degrees of freedom to serve the light load, BS2 and BS3 need to discover more resources to serve
higher loads. LAWS converts the problem of clustered users into an advantage. We explain with an example
implementation.

Example: ISM-in-Cellular Side Channel: Since the mobile devices can send and receive in ISM
bands, it allows them to connect directly to each over the ISM bands. The device-to-device link is on a
band which is different from the cellular band which is used to communicate to the base-station. Note that
our discussion will be forward-looking, and hence not be concerned by how these bands are used today
but how they can used by networks of tomorrow. Further note that the traffic destination and source is the
base-station, so the other devices are not data sinks. Instead, the ISM band side channel can be flexibly
leveraged for multiple purposes as highlighted in Sections 1.3.3 and 1.4.

Figure 3 shows that when the mobiles nodes are clustered, then their inter-node distances are small
enough for them to connect over lower-than-cellular power bands like ISM. Since there is nearly 200 MHz
of bandwidth available in ISM bands (80MHz in 2.4GHz and 120+ MHz in 5GHz), the amount of bandwidth
for the side links far exceeds any of the current cellular standards. Thus, while nodes A, B, C, D and E
communicate with the base-station on a cellular band, they can talk to each other on the ISM bands.

The spectral side-channel also exposes more spatial degrees of freedom, by allowing mobile nodes to
pool their antenna and power resources. Here again clustering becomes an advantage – when nodes cluster,
there is a possibility of leveraging ISM channel as a spectral side-channel and at the same time, that side-
channel exposes distributed spatial degrees of freedom. �

5

C

BS

A

B

Figure 2.2: In a MU-MIMO full-duplex system with half-duplex mobiles, there is
inter-beam interference among the downlink users (for example, between A and B)
and uplink-downlink interference (for example, from C to A and B).

In Section 2.3, we compute the potential increase in capacity due to ISM side-

channels. We analyze information-theoretic cellular capacity increase with ISM side-

channels in the future advanced wireless systems. Recent results on experimental

evaluation of MU-MIMO [31] and full-duplex infrastructure for short to medium range

communication [7, 8] demonstrate the potential significant improvement on spectral

e�ciencies over all previous existing wireless architecture. However, one detrimental

factor which limits the performance of such architecture is the intra-cell interference

among the users in the same cell. For instance, in the MU-MIMO downlink, serving

multiple downlink users simultaneously via transmit beamforming techniques [32] will

incur inter-beam interference owing to the imperfect channel state information at the

transmitter. On full-duplex base stations, there is a potential to schedule the up-

and downlink pairs in the same resource block, hence the uplink stream may interfere

⇤WiFi radio noise floor is typically �95 dBm, so �80 dBm indicates an SNR of 15 dB.
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with the downlink stream especially in a dense environment. In a MU-MIMO full-

duplex system shown in Figure 2.2, there is inter-beam interference between downlink

user A and B, and uplink-downlink interference from uplink user C to downlink users

A and B. We demonstrate that with ISM side-channels, we can leverage techniques

like decode-and-cancel [25] and user-cooperation [26] to manage intra-cell interfer-

ence. The capacity loss due to intra-cell interference can be completely recovered by

exploiting the ISM side-channels among users. The simulation results based on our

WiFi channel measurements show that a multi-user MIMO full-duplex network with

20 antennas at BS using ISM side-channels can achieve 6-fold capacity gain compared

with a MU-MIMO half-duplex system, 12-fold gain compared with a TDMA system,

and recover the full-duplex multiplexing gain which previous schemes without ISM

side-channels fail to achieve.

2.2 Availability of ISM Side-Channels

In this section, we estimate the likelihood of establishing ISM side-channels between

smartphone users, in places where there is no WiFi coverage such as highways. In

highways, as shown in Figure 2.3, there are two di↵erent types of opportunities to

establish ISM side-channels: intra-vehicle where the smartphones are in the same

vehicle and inter-vehicle where the smartphones are placed in separate vehicles.

We first measure the channel strength of WiFi links between smartphones in both

intra- and inter-vehicle environments. We use WiFi as a proxy for this future ISM

side-channel only for link quality measurements, since it is the only easily accessible

radio available in ISM band embedded in the form-factor device of the envisioned

use. ⇤ The measurement data provides us with estimates on the range of WiFi links

⇤An actual implementation of ISM side-channel may re-use parts of WiFi PHY and/or MAC,
but our emphasis is only to characterize the theoretical benefit of using the ISM band.
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between smartphones possible in highways. Then we use the highway tra�c data,

combined with our range tests, to estimate the number of times two smartphones can

be within each other’s ISM band communication range.

We note that several experiments have been reported for vehicle-to-vehicle ded-

icated short-range communication (DSRC) in [33]. However, DSRC measurements

are often performed to mimic vehicle mounted transceivers and antennas, which are

potentially more capable than smartphone radios and antennas. To get a more re-

alistic smartphone-to-smartphone link range estimate, we chose to perform our own

independent tests using current WiFi hardware in smartphones.

Figure 2.3: Intra-vehicle and inter-vehicle ISM side-channels among clients.

2.2.1 Methodology

Two Android smartphones (HTC One M7 and Nexus 4) were used in all our experi-

ments to set up the WiFi connection for measurement. We let one smartphone (i.e.,

“server”) initiate a WiFi Hotspot and the other device (i.e., “client”) can request

to join this network. After the connection is complete, the channel strength can be

measured from the client side.

We developed two Android apps, one for server and one for client. The two apps
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were developed on a Windows 64-bit platform: JDK 1.6.0 37, Eclipse Helios Service

Release 2 as the development IDE and Android SDK 4.3 (API 18). The client app

records the WiFi received signal strength indicator (RSSI) and SSID, along with the

timestamp of each measurement, GPS location of the device.

2.2.2 Channel measurement results

We conducted measurement campaigns to measure the WiFi channel strength for

both intra-vehicle and inter-vehicle environments. In our experiments, we collected

1000 samples for each measurement recording.

For the intra-vehicle experiment, one smartphone was placed at the front seat

of a compact car, and the other smartphone was positioned at the back seat of the

car with a separation of 1.5 meters. The resulting average RSSI is �34.5 dBm with

a standard deviation of 5.5 dBm. Due to size limit of the vehicle we had for the

experiment, we also conducted a high-scattering indoor experiment to mimic the

intra-vehicle environment such as van or limousine. This campaign was conducted

inside the engineering building at Rice University where a cluttered room was filled

with chairs, desks, and people walking around. We placed the two smartphones at dif-

ferent distances, and measured the corresponding WiFi channel strength. Figure 2.4

illustrates the empirical WiFi link quality between smartphones in a high-scattering

environment which mimics the intra-vehicle environment. Within 10 meters range

test, the RSSI varies from �41 dBm to �63 dBm which corresponds to an SNR of 32

to 54 dB (assuming the WiFi noise floor is �95 dBm). The result shows that we can

expect a reliable ISM side-channel to exist between smartphones in the same vehicle

within 10 meters range.

Another measurement campaign was performed to characterize inter-vehicle en-

vironment. We conducted the experiment in a parking lot at Rice University. Two
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vehicles each of which has a smartphone inside were parked at di↵erent distance sep-

aration. In Figure 2.5, over the range up to 50 meters we tested, the average RSSI

is always above �80 dBm which indicates an SNR of 15 dB. Thus we can expect a

reliable side-channel to exist between inter-vehicle smartphone users within 50 meters

range. We expect that as device-to-device communication gains more traction, the

link quality and range may improve over time.
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Figure 2.4: RSSI versus distance for high-scattering environment which mimics intra-
vehicle environment.

2.2.3 Analysis with highway tra�c data

We used the rush hour tra�c counts from annual tra�c data provided by Califor-

nia department of transportation [34]. During the rush hour, the physical tra�c is

very congested. More physical congestion will likely result in higher network con-

gestion since more users will be served in the cell. It is also a more relevant use

case of ISM side-channels since this is exactly when cellular systems may need to in-

voke more complicated methods to increase system capacity. From rush hour tra�c
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Figure 2.5: RSSI versus distance for inter-car environment.

counts at all count locations on 900 California highways including Interstate, Califor-

nia State Route, and United States Route, we first compute an approximate vehicle-

to-vehicle (V2V) range which is defined as

V2V range(meter)=
Avg Rush Hour Speed(meters/hour)

Rush Hour Tra�c Counts(vehicles/hour)
.⇤

Figure 2.6 shows the histogram of V2V range. We see that 69% of the time, one can

expect another vehicle within 50 meters range. Given that our previous experiments

showed that the inter-vehicle WiFi link exists for ranges less than 50 meters, and

assuming at least one smartphone per vehicle, we conclude that during rush hour, one

can expect 69% of the time we will have at least one inter-vehicle ISM side-channel.

Of course, if there are multiple smartphones in one vehicle, then the probability of

establishing an intra-vehicle ISM side-channel with reliable link quality is almost one,

since most vehicles are less than 50 meters in length.

⇤We used 40 miles/hour as an average highway rush hour speed.
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Figure 2.6: Estimate on the availability of ISM side-channels based on V2V range
distribution.

2.3 Impact on Cellular Capacity of Future Wire-

less Architectures

MU-MIMO and full-duplex communication are two promising techniques which can

substantially improve the spectral e�ciency over the traditional wireless system such

as TDMA. However, as we will discuss in the following sections, the intra-cell inter-

ference originated in the new wireless systems can lead to substantial performance

degradation. We will show the significant capacity gains with ISM side-channels for

improved interference management. We assume a base station is equipped with M

antennas, serving K downlink and L uplink users in the cell, and M � K, L.
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2.3.1 Half-duplex MU-MIMO downlink

2.3.1.1 Inter-beam interference

One common approach used in MU-MIMO downlink is zero-forcing beamforming (ZFBF)

[32]. The ZFBF system can achieve the full multiplexing gain (i.e., min{M,K} = K)

for MU-MIMO downlink. When the transmitter has perfect channel state informa-

tion (CSIT), ZFBF can completely eliminate multi-user interference, which creates a

parallel, non-interfering channel to each user.

However, in a practical MU-MIMO system, a base station with large number of

antennas faces the challenge of acquiring large number of channel coe�cients, which

need to be estimated and fed back to the base station within a small fraction of the

coherence time. The situation is further complicated by the fact that the channel

coe�cients will incur pilot contamination [35] if the pilots for channel estimation are

sent at the same time as the pilots of neighboring base-stations. Thus the channel

knowledge acquired by the base station is not perfect. The ZFBF system is extremely

sensitive to the accuracy in CSIT. The imperfect CSIT not only leads to a decrease

in the desired signal power but more importantly, makes it impossible to form a

very sharp beam toward each user without causing interference to others. Therefore

unavoidably there exists inter-beam interference among the users in a practical ZFBF

system.

To capture the imperfection of CSIT, a finite rate feedback model was introduced

in [36], in which each user quantizes its channel instantiation to a finite number of

bits that are fed back to the transmitter at the beginning of each block in block fading

channels. Then the base station computes the beam weight vector according to the

quantized channel. Because of the quantization error, the inter-beam interference can

not be completely eliminated. From [36], we can find out the upper bound to the

rate of ZFBF system with a finite-rate feedback where the feedback quality is fixed
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at high signal-to-noise ratio (SNR):

RFB(SNR)  K

✓

1 +
B + log2e

K � 1
+ log2e+ log2(K � 2)

◆

, (2.1)

where B is the number of feedback bits per user. From (2.1), we can see that the full

multiplexing gain vanishes due to inter-beam interference if the feedback quality is

fixed, namely, B does not scale with increasing SNR. Thus RFB does not scale with

respect to SNR.

2.3.1.2 Capacity Improvement

In this section, we first analytically show the capacity benefits of leveraging ISM

side-channels to manage the inter-beam interference in ZFBF system. In a dense

environment, via ISM side-channels, we can perform user-cooperation [26] among

the mobile users. In the user-cooperation scheme, the base station does not acquire

any CSIT, thus it will blindly transmit signals to the downlink users using only K

antennas. Each user will first amplify-and-forward the received signal to other users

via the ISM side-channels. Then each user can perform receive beamforming based

on the its own channel knowledge and the transferred channel knowledge from other

users to null out the interference. The partition of time slots of the user-cooperation

scheme is shown in Figure 2.8 as compared with ZFBF with feedback.

At high SNR, the rate of user-cooperation via ISM side-channels [26] can be ap-

proximated as

RISM(SNR) ⇡ Klog2(SNR). (2.2)

Thus with ISM side-channels, the full multiplexing gain can be recovered even without

CSIT, which significantly improves upon ZFBF with a fixed feedback quality. Also

note that without CSIT, the multiplexing gain in the MU-MIMO downlink is only
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one [37].

Now we will verify our analysis with simulation results based on our measurements.

The simulation parameters are listed in Table 2.1. We assume as the number of user

density increases, the inter-user distance reduces. Figure 2.7 depicts the downlink

cell capacity as a function of the downlink user density. We can see that the user-

cooperation significantly improves upon ZFBF with finite feedback where the number

of feedback bits per user is 10. As the density of the downlink users increases, the

inter-beam interference due to finite feedback in ZFBF system become severe, thus

limiting the cell capacity and number of users which can be served in the area. Also,

the capacity of ZFBF even with perfect CSIT will start to decrease as the number

of downlink users become larger. This is because some portion of the total transmit

power is dispersed to create more nulls per user, which leads to a decrease in the

desired signal power.

We note that the ZFBF with perfect CSIT will perform better than user-cooperation

due to the fact that ZFBF with perfect CSIT uses all base station antennas to provide

higher power gain, while for user-cooperation, since we eliminate the acquisition of

CSIT, we only use a subset of the antennas for downlink transmission. However, when

we have asymmetric tra�c demand (i.e., both uplink and downlink tra�c), we can

exploit the remaining antennas to support uplink streams which allows full-duplex

operation, as described in the next section.

2.3.2 MU-MIMO full-duplex with half-duplex clients

In this section, we will demonstrate how ISM side-channels will enable a flexible

wireless system design, a new wireless architecture of MU-MIMO full-duplex which

would not be feasible due to the intra-cell interference (i.e., both inter-beam interfer-

ence and uplink-downlink interference). Then we will show the significant capacity
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Figure 2.7: Cell capacity of downlink tra�c as a function of the downlink user density.

improvement of our MU-MIMO full-duplex system via ISM side-channels.

2.3.2.1 Uplink-downlink interference

With ISM side-channels, only K out of M antennas at the base station are needed

to achieve the full multiplexing gain in MU-MIMO downlink. When we have asym-

metric tra�c demand of both up- and downlink flows , we can employ the remaining

M�K antennas to enable full-duplex operation at the base station [8] by adopting

di↵erent kinds of spatial isolation techniques such as polarization, directionality and

absorption. With full-duplex capability at the base station, ideally up to M �K

uplink streams can also be supported simultaneously in addition to the K downlink

streams using receive beamforimg techniques. However, in a dense environment where

all users are within the communication ranges of each other, it is inevitable that the

uplink streams will interfere with all downlink streams since both the up- and down-

link streams are in the same resource block as shown in Figure 2.2. Not only we can
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not harvest the benefits of having full-duplex operation, but also we will harm the

downlink users. The gain of full-duplex will vanish because of such uplink-downlink

interference [38] especially in a clustered environment.

In [25], we show that one simple scheme called decode-and-cancel via ISM side-

channels can completely recover the full-duplex multiplexing gain. In decode-and-

cancel, the uplink user will encode its main-channel (cellular band) message using an

independent codebook and send the coded messages to the downlink user through

the ISM side-channel. The downlink user then will decode the uplink message from

the side-channel, form the main-channel interfering signal locally, and subtract out

the interference from the main-channel. The decode-and-cancel scheme involves only

single-user decoders, and allows the uplink user to encode the message using di↵er-

ent modulation and coding schemes which can be adapted to the ISM side-channel

condition.

2.3.2.2 Channelization of ISM side-channels

In this section, we will illustrate how cellular providers can provide a more flexible and

structured way for intra-cell interference management via ISM side-channels; this is

one of the main reasons to let cellular providers handle the use of ISM bands without

user intervention. First, the base station will orthogonalize the downlink and uplink

transmission of pilots for channel estimation as shown in Figure 2.8. During the

training period of uplink channels, the downlink users can overhear the uplink pilots

to estimate the interference channel between the up- and downlink users. Then the

base station will start the data transmission for downlink and reception for uplink

simultaneously. Since usually the ISM band has much larger bandwidth than that of

the licensed band, we can divide the whole bandwidth of ISM band into two parts,

one (BW1) is for downlink user-cooperation to resolve inter-beam interference. The
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other part (BW2) is used to manage the uplink-downlink interference.

In each sub-band of ISM band, we will partition the time slots for the corre-

sponding participating users. As illustrated in Figure 2.8, the kth downlink user

amplifies-and-forwards its received signal to other participating downlink users in

time-slot TDk
in ISM band BW1. The ith uplink user will use decode-and-cancel

scheme to broadcast the coded copy of its message in time-slot TUi
in ISM band BW2.

The downlink receivers will then decode the uplink message in ISM band BW2, and

subtract out the interference from the main-channel using the channel knowledge of

the interference channel. Finally, downlink users can perform receive beamforming

with the help of user-cooperation.

Training

Training Silent Data Transmission

TrainingSilent Data Reception

DL
UL

Feedback Data TransmissionMU-MIMO DL

ISM-band BW1
. . .

ISM-band BW2
. . .

MU-MIMO 
Full-duplex

DL user-
cooperation

Decode-and-cancel 
for UL-DL 

TU2
TU1 TUL

TDKTD1 TD2

TC

Figure 2.8: Comparison of channel training - data structure between MU-MIMO full-
duplex via ISM side-channel and half-duplex MU-MIMO downlink in a given coher-
ence time Tc. The time-slot partition of the ISM band for downlink user-cooperation
and uplink-downlink decode-and-cancel is also given.

In comparison, in the MU-MIMO downlink, the base station first sends pilots for

channel estimation, and then each user will feedback the estimates to the base station

which requires O(M ⇥ K) time slots since there are K users and M antennas at the

base station. We can see that the overhead of obtaining CSIT is prohibitive especially

in large antennas regime, which considerably limits the rate of data transmission given

the coherence time Tc.
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Area 50⇥50 square meters

Base station antennas M = 20

Maximum number of users K + L = 20

Uplink and Downlink SNR 35 dB

ISM Side-channel RSSI Refer to our measurement

in Figure 2.5

Main-channel QPSK uncoded system

under Rayleigh fading

Table 2.1: Simulation parameters.

2.3.2.3 Capacity improvement

Based on our analytical calculation [38], we can achieve a maximum multiplexing

gain of M with ISM side-channels for improved intra-cell interference management,⇤

while the multiplexing gain of MU-MIMO downlink system is K, and for TDMA

system, the multiplexing gain is only one. Hence theoretically our system with ISM

side-channels can at most improve the capacity of MU-MIMO downlink by M
K
-fold

and traditional TDMA by M -fold.

We now illustrate the capacity gains by simulation; the details are listed in Ta-

ble 2.1. Figure 2.9 compares the cell capacity of four systems: 1) TDMA where all

the antennas are used to serve one flow at a time; 2) half-duplex ZFBF downlink with

perfect CSIT where all the antennas are used for downlink transmission; 3) full-duplex

ZFBF with perfect CSIT where a subset of antennas are used for downlink and the

rest are used for uplink; 4) MU-MIMO full-duplex via ISM side-channels where no

CSIT is required for the downlink and the uplink streams are decoded via receive

ZFBF. We have a fixed up- and downlink user density. We find out our MU-MIMO

full-duplex system via ISM side-channels achieves the highest capacity among the

four. The capacity gain over ZFBF with perfect CSIT half-duplex downlink can be

⇤Under the condition that the ISM side-channel strength is above certain SNR dependent thresh-
old.
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as high as 6⇥ in this particular case and is proportional to M
K
-fold which agrees with

our theoretical analysis. The gain over TDMA is as high as 12⇥. Further, we can see

that without ISM side-channels, even with perfect CSIT the full-duplex gain vanishes

as the number of downlink users increases. In contrast, leveraging the ISM side-

channels of mobile users can substantially alleviate the uplink-downlink interference

thus recovering the 2⇥ full-duplex gain.
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Figure 2.9: Cell capacity of asymmetric tra�c with a fixed up- and downlink user
density.

We also present the capacity benefit of ISM side-channels with respect to avail-

ability range distribution of ISM side-channels. In an area of 50 meters length, we

can compute the conditional probability distribution based on our empirical results in

Section 2.2.3.⇤ In Figure 2.10, we show the expected capacity, i.e., Ed

⇥

Capacity(d)
⇤

,

where the capacity is a function of the inter-user distance d. The expectation is taken

over the conditional probability distribution. We can see that the expected capacity

⇤The conditional probability for a given distance range(x,y] can be computed as Prob
�

(x,y]
—distance50

�

.
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of our ISM side-channels system performs the best among the four, and the gains

scale with increasing SNR.
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Figure 2.10: Expected capacity of asymmetric tra�c as a function of SNR.



Chapter 3

Vector Bin-and-Cancel in Two-User MIMO

Full-Duplex System

3.1 Introduction

In this chapter, we will study how the side-channel will impact the system perfor-

mance in a two-user MIMO full-duplex system. In Figure 3.1, a full-duplex capable

BS communicates with two half-duplex mobiles simultaneously to support one up-

link (UL) and one downlink (DL) flow. A major bottleneck in this network is the

inter-mobile interference from uplink mobile (node M1) to downlink mobile node

(node M2), because of which the degrees-of-freedom of the network collapse to one

when all nodes are equipped with single antenna (SISO) [38]. As a result, we pro-

posed a distributed full-duplex architecture [38] to leverage the wireless side-channel

to mitigate inter-mobile interference. In the case of MIMO scenario, one driving ques-

tion is if and how the spatial degree-of-freedom, i.e., number of antennas at the base

station and mobiles, will be correlated to the spectral degrees-of-freedom o↵ered by

the side-channel.

In our setup, we assume that uplink node M1 has Mu transmit antennas, the
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�
�

BS 

M2 

�
 

M1 
�

 

Downlink 

Uplink 

Inter-mobile 
Interference 

Wireless 
Side-channel 

Figure 3.1: MIMO full-duplex network: inter-mobile interference becomes an impor-
tant factor when the full-duplex infrastructure node communicates with uplink and
downlink mobile nodes simultaneously.

downlink node M2 has Nd receive antennas, the full-duplex BS has Md and Nu trans-

mit and receive antennas, respectively. The bandwidth of the side-channel between

the mobiles is W -fold compared to the main-channel. We summarize the main results

in this chapter as follows.

1. In the time-invariant channels, we obtain the capacity region to within a con-

stant bit achieved by a vector bin-and-cancel scheme. We also analyze the role of

channel uncertainty at the transmitter and characterize the GDoF as a function

of antenna numbers and side-channel bandwidth under di↵erent assumptions

of CSIT. The insights gained from GDoF reveal the tradeo↵ between spatial

resources from multiple antennas and spectral resources of the side-channels as

well as the interplay between the channel uncertainty at the transmitter and

the use of side-channel. In the case when BS has more antennas than mobiles,

if there are more downlink receive antennas than uplink transmit antennas, i.e.,

Nd � Mu, there is no benefit to obtain CSIT since with and without CSIT

achieve the same degrees-of-freedom. On the other hand, if Mu > Nd, hav-

ing CSIT require less side-channel bandwidth to achieve no-interference per-
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formance. Thus we conclude that having more spatial degree-of-freedom at

the interfered downlink receiver or larger side-channel bandwidth can simplify

transceiver design by ruling out the necessity to obtain CSIT.

2. In slow-fading channels, we derive the general DMT under di↵erent assumptions

of CSIT. Specifically, we quantify the bandwidth of the side-channel required

to compensate for lack of CSIT such that the DMT without CSIT achieves

the optimal DMT with CSIT. Interestingly, in the case when Md = Nu =

M � Mu, Nd, the required bandwidth is inversely proportional to the number

of antennas at the BS, i.e., W / 1
M
. The caveat is that the side-channel channel

SNR, in the meantime, has to grow with the number of antennas at BS. The

result provides guidance towards system design: larger number of BS antennas,

e.g. recent discussions on massive MIMO [5], can help reduce the required

side-channel bandwidth to combat inter-mobile interference.

We also observe the dependency of CSIT and the antenna number ratio between

the mobiles. For the symmetric DMT, when Mu > Nd, without side-channel,

the lack of CSIT will result in performance loss. However, larger side-channel

bandwidth will help bridge the performance gap. On the other hand, when

Nd � Mu, there is no benefit to obtain CSIT to achieve no-interference DMT

since, with and without CSIT, one requires the same amount of side-channel

bandwidth to completely eliminate the e↵ect of interference. Hence in the pro-

tocol design, the scheduler could possibly group downlink user with more receive

antennas to eliminate the overhead of acquiring CSIT.

3. We evaluate the required side-channel bandwidth to achieve the no-interference

GDoF and DMT under di↵erent channel models such that the e↵ect of inter-

mobile interference can be completely eliminated via side-channel. The key

di↵erence in the findings between the two channel scenarios, for instance, when
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Md = Nu = M � Mu, Nd, is that in GDoF analysis under time-invariant chan-

nels, the required W does not depend on the antenna number ratio between the

mobiles; while in DMT analysis under slow-fading channels, required W is a

function of the antennas number ratio A = max(Mu,Nd)
min(Mu,Nd)

and W / 1
A
. The impact

on the system design is that we should schedule up- and downlink user pair

with higher antenna ratio to cancel out interference with reduced side-channel

bandwidth.

Notations: We use A† to denote Hermitian of A, and |A| to denote the determinant

of A. We use (x)+ to denote max(x, 0). We use CN(0, Q) to denote a circularly

symmetric complex Gaussian distribution with zero mean and covariance matrix Q.

We use IN to denote identity matrix of rank N . We use f(⇢)
.
= g(⇢) to denote

that lim⇢!1
logf(⇢)
logg(⇢)

= 1. We use A � B to denote that matrix B � A is a positive-

semidefinite positive (p.s.d) matrix.

3.2 System Model

In this section, we describe the system model to be used for the rest of the chap-

ter. We assume the full-duplex BS is equipped with Md transmit antennas for the

downlink and Nu receive antennas for the uplink. The uplink mobile M1 is equipped

with Mu transmit antennas and downlink mobile M2 is equipped with Nd receive

antennas. Besides the main-channel which includes uplink, downlink and interfer-

ence link, there also exists an out-of-band wireless side-channel between the uplink

mobile and downlink mobile. We refer to the channel model shown in Figure 3.2

as (Md, Nd,Mu, Nu) side-channel assisted MIMO full-duplex network. Let Wm and

Ws denote the bandwidth of the main-channel and side-channel, respectively. Pa-

rameter W = Ws

Wm
represents the bandwidth ratio of the side-channel to that of the
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Figure 3.2: Channel model: (Md, Nd,Mu, Nu) side-channel assisted MIMO full-duplex
network.

main-channel.

Since one of the transmitter and receiver is co-located in the same node, the

base-station BS, the uplink message received by the BS is causally known to the BS

transmitter for downlink transmission. As a result, the side-channel assisted full-

duplex network can be viewed as a Z-interference channel with implicit feedback and

an out-of-band side-channel.

We assume that the channel parameters in our system model consist of two

components: a small-scale fading factor due to multipath and a large-scale fad-

ing factor due to path loss. We denote the small-scale fading channels matrix as

H = {Hd, Hu, HI, HS}, where each entry in H represents the small-scale fading

channel matrix for the downlink, uplink, inter-mobile interference channel and the

side-channel, as shown in Figure 3.2. We assume that all entries in Hk, where

k 2 {d, u, I, S}, are mutually independent and identically distributed (i.i.d.) ac-

cording to CN(0, 1) and all channel matrices are full rank with probability one. We

will consider two di↵erent scenarios for the small-scale fading.

• Time-invariant channels : H is fixed during the entire communication period.

• Slow-fading channels : H remains unchanged during each fade duration or co-

herence time, and varies i.i.d. between distinct fade periods.
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As for the large-scale fading factor, it captures the channel attenuation due to

distance. Thus the channel attenuation between the transmitter and receiver is the

same for every transmit-receive antenna pair. Hence the channel attenuation for each

channel is denoted by a scalar �k, where k 2 {d, u, I, S}. The transmitter at BS and

uplink node M1 have a maximum power budget Pd and Pu, respectively. To simplify

the notation, let ⇢d = �dPd, ⇢u = �uPu, ⇢S = �SPu and ⇢I = �IPu, which denotes the

average signal-to-noise ratio and interference-to-noise ratio at each receive antenna

with additive Gaussian noise of unit variance.

Next, we describe the channel input-output relationships as follows.

3.2.0.4 Uplink

The node M1 will split the transmit power between main-channel and side-channel,

i.e., �̄Pu and �Pu for main-channel and side-channel data transmission, respectively.

We define �̄ = 1 � �,� 2 [0, 1]. Thus the received uplink signal Yu 2 CNu⇥1 at BS is

given by

Yu(t) =
q

�̄⇢uHuXu(t) + Zu(t), (3.1)

where Xu(t) 2 CMu⇥1 is the uplink vector signal; Hu 2 CNu⇥Mu represents uplink

channel and Zu(t) 2 CNu⇥1 is the receiver additive Gaussian noise which contains

i.i.d. CN(0, 1) entries.

3.2.0.5 Downlink

The received downlink signal Yd 2 CNd⇥1 at the node M2 is a combination of the

downlink signal and the interfering uplink signal, and is given by

Yd(t) =
p
⇢dHdXd(t) +

q

�̄⇢IHIXu(t) + Zd(t), (3.2)
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where Xd(t) 2 CMd⇥1 is the downlink vector signal; Hd 2 CNd⇥Md is the downlink

channel matrix and HI 2 CNd⇥Mu is the inter-mobile interference channel matrix;

Zd(t) 2 CNd⇥1 is the receiver additive Gaussian noise which contains i.i.d. CN(0, 1)

entries.

3.2.0.6 Side-channel

We assume that the number of side-channel antennas are same as the main-channel.

Thus the received signal YS 2 CNd⇥1 at the node M2 is given by

YS(t) =
p

�⇢SHSXS(t) + ZS(t), (3.3)

where XS(t) 2 CMu⇥1 is the side-channel vector signal; HS 2 CNd⇥Mu is the channel

matrix of the side-channel; Zd(t) 2 CNd⇥1 is the Gaussian noise added to the side-

channel which contains i.i.d. CN(0,W ) entries. Note that the noise variance of each

entry in the side-channel is W times larger than that in the main-channel.

The power constraint of the input signals is given as:

1

L

L(k+1)
X

t=1+Lk

Trace

✓

E[Xi(t)Xi(t)
†]

◆

 1, k 2 N, i 2 {d, u, S}, (3.4)

where in time-invariant channels, k = 0, and L denotes the entire communication

duration; in slow-fading channels, L denotes the coherence time.⇤

We define the strength level of di↵erent links with respect to nominal SNR, ⇢, in

decibels†

↵i =
log⇢i
log⇢

, i 2 {d, u, I, S}. (3.5)

⇤In the rest of the chapter, we omit the time-index t in the expressions.
†We can set ⇢ = ⇢d or ⇢u such that either ↵d = 1 or ↵u = 1.
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Note that the above normalization allows di↵erent links to have disparate strength.

3.3 Approximate Capacity Region and General-

ized Degrees-of-Freedom

A full-duplex node can be viewed as “two nodes,” with a co-located transmitter and

receiver, that are connected by an infinite capacity link. Inspired by this interpre-

tation, in [38], we proposed a distributed full-duplex architecture which is enabled

by a wireless side-channel of finite bandwidth when the transmitter and interfered

receiver are not co-located. When channel knowledge is known globally, we showed

that a bin-and-cancel scheme achieves the capacity region to within 1 bit/s/Hz of the

capacity region for all channel parameters in SISO case [38].

In this section, we will study the capacity region in MIMO case under di↵erent

assumptions of channel uncertainty at the transmitter. CSIT plays a critical role in

MIMO interference channels. With CSIT, the transmitter can design the precoding

matrix to steer the direction of the transmit signal to achieve higher rate. However,

the cost of obtaining CSIT is also prohibitive since the receiver has to feed back

the channel knowledge within the coherence time which incurs operational overhead.

Thus it is crucial to explore the role of channel uncertainty at the transmitter in

system performance. We assume that the receiver-side channel information is always

available as the receiver can track the instantaneous channel from the training pilots.

In what follows, we will study the capacity region in time-invariant channels. Next, we

will present how CSIT and the use of side-channel is correlated, we also characterize

the spatial and spectral tradeo↵ between multiple antennas at di↵erent nodes and

spectral resources provided by side-channel.
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3.3.1 Capacity region to within a constant gap With CSIT

3.3.1.1 Outer bound

Lemma 1. Given the channel realization H, the capacity region C(H) of the side-

channel assisted MIMO full-duplex network is outer bounded by

Rd  Wm

✓

log
�

�

�

INd
+ ⇢dHdH

†
d

�

�

�

◆

, Cd,

Ru  Wm

✓

log
�

�INu + �̄⇢uHuH
†
u

�

�

◆

, Cu,

Rd +Ru  Wm

✓

log
�

�

�

INd
+ ⇢dHdH

†
d + �̄⇢IHIH

†
I

�

�

�

+W log

�

�

�

�

INd
+

�⇢S

W
HSH

†
S

�

�

�

�

+ log
�

�

�

INu + �̄⇢uHu(IMu + �̄⇢IH
†
IHI)

�1H†
u

�

�

�

+Nd

◆

, Csum,

(3.6)

Proof. See Appendix A in [29]. Note that if the interference channel (⇢I) or side-

channel quality (W⇢S) exceeds certain threshold such that Csum � Cd + Cu, the

capacity is just trivially outer bounded by the first two individual constraints in

(3.6).

3.3.1.2 Achievable rate region

A vector bin-and-cancel scheme based on a simple Han-Kobayashi coding strategy

achieves the following rate region when CSIT is available. The scheme will be eluci-

dated later in Section 3.3.2.

Lemma 2. The achievable rate region RBC(H) of the side-channel assisted MIMO

three-node full-duplex network for time-invariant channels is

Rd  Cd � Wmc1,

Ru  Cu � Wmc2,

Rd +Ru  Csum � Wm(c1 + c2),

(3.7)
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where

c1 = min{Md +Mu, Nd}log(max{Md,Mu}) + m̂I,

c2 = (mu +WmI)logMu +mX log(Mu + 1), m̂I = mIlog

✓

1 +
1

Mu

◆

,

md = min{Md, Nd},mu = min{Mu, Nu},mX= max{Mu, Nd},mI = min{Mu, Nd}.

(3.8)

Proof. See Section 3.3.2 for description of the achievability and Appendix B in [29]

for the rate calculation.

Based on the lemmas above, we will state the result of constant-bit gap to capacity

region under time-invariant channels in the following theorem.

Theorem 1. For the side-channel assisted two-user MIMO full-duplex network un-

der time-invariant channels, the achievable rate region RBC(H) is within max{c1, c2}

bit/s/Hz of the capacity region C(H), where ci, i = 1, 2 is given in (3.8).

Proof. The proof is straightforward. From Lemma 1 and Lemma 2, we can calculate

the rate di↵erence and divide it by the total bandwidth Wm +Ws of the system. In

other word, for any given rate pair (Rd, Ru) 2 C(H) (bit/s), the rate pair
�

(Rd �

(Wm +Ws)c1)+, (Ru � (Wm +Ws)c2)+
�

is achievable in RBC(H).

In the SISO case, we can easily verify that the vector bin-and-cancel achieves the

capacity region to within one bit.

3.3.2 Achievability

In this section, we will describe the vector bin-and-cancel scheme used to show the

achievability in Lemma 2. In vector bin-and-cancel, we use Han-Kobayashi [39] style
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common-private message splitting with a simple power splitting. The common mes-

sage can be decoded at both receivers while the private message can only be decoded

at the intended receiver. The downlink message !d only consists of private message

for the downlink receiver which is of size 2nRd , and is encoded into codeword Xd. The

uplink message is divided into the common part !u,c of size 2nRu,c and the private

part !u,p of size 2nRu,p . The uplink codeword is then obtained by superposition of the

codewords of both !u,c and !u,p,

Xu = Su + Uu,

where Su and Uu are the codewords of uplink common message !u,c and private

message !u,p, respectively.

Next, we partition the uplink common message !u,c: the common message set is di-

vided into 2nRS equal size bins such thatB(l) =
⇥

(l � 1)2n(Ru,c�RS) + 1 : l2n(Ru,c�RS)
⇤

, l 2

[1 : 2nRS ]. The total number of bin indices 2nRS is determined by the strength of the

side-channel, ↵S, and the bandwidth ratio W . The bin index l is then encoded into

codeword XS and sent from the uplink transmit antenna arrays over the side-channel,

which is shown in Figure 3.3.

All the codewords are mutually independent complex Gaussian random vectors

with covariance matrices given as follows to satisfy the power constraint given in

(3.4):

E(XdX
†
d) =

1

Md

IMd
, E(UuU

†
u) =

1

Mu

(IMu + �̄⇢IH
†
IHI)

�1

E(SuS
†
u) =

1

Mu

IMu � E(UuU
†
u), E(Xs

uX
s†
u ) =

1

Mu

IMu ,
(3.9)

where � 2 (0, 1), �̄+ � = 1. The parameter � denotes the fraction of power allocated

to the side-channel. For the power splitting between the uplink private and common
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message, we set the power of the private message such that its received signal strength

is below the noise floor at each unintended receiver’s antenna. And we allocate the

power of the codewords equally among the transmit antenna array.

Bin Index 

l 2 [1 : 2nRS ]

bin 2nRS

bin l

bin 1}

�u,c

size 2n(Ru,c�RS)

Figure 3.3: Binning of the common mes-
sage at uplink transmitter.

Treated as 
noise 

Then 
 First decode 

 Decode 

bin l

}
�u,c

�u,p

�d

Figure 3.4: Decoding at downlink
receiver.

Now we describe the decoding process. The decoding at the BS is straightfor-

ward. Upon receiving Yu, the BS decodes (!u,c,!u,p). The achievable rate region of

(Ru,c, Ru,p) is the capacity region of multiple-access channel denoted as C1, where

Ru,c  I(Su;Yd|Xd)

Ru,p  I(Uu;Yu|Su)

Ru,c +Ru,p  I(Su, Uu;Yu)

(3.10)

The decoding at the downlink receiver has two stages as shown in Figure 3.4.

In stage one, upon receiving YS, the downlink receiver first decodes the bin index l

from the side-channel. In stage two, upon receiving Yd, the downlink receiver decodes

(!d,!u,c) with the help of side-channel information while treating uplink private mes-

sage !u,p as noise.⇤ This is a multiple-access channel (MAC) with side-channel whose

⇤With the assistance of the bin index, more uplink common message can be decoded which
otherwise is restricted by the interference link.
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capacity region denoted as C2 is given in [38] (see Lemma 1), hence we have

Rd  I(Xd;Yd|Su)

Ru,c  I(Su;Yd|Xd) + I(XS;YS)

Rd +Ru,c  I(Xd, Su;Yd) + I(XS;YS).

(3.11)

The achievable rate region of side-channel assisted full-duplex network is the set

of all (Rd, Ru) such that Rd, Ru = Ru,c + Ru,p satisfying that (Ru,c, Ru,p) 2 C1 and

(Rd, Ru,c) 2 C2. Using Fourier-Motzkin elimination, the achievable rate pairs (Rd, Ru)

are constrained by the following rate region

Rd  I(Xd;Yd|Su)

Ru  min{I(Su, Uu;Yu), I(Uu;Yu|Su) + I(Su;Yd|Xd) + I(XS;YS)}

Rd +Ru  I(Uu;Yu|Su) + I(Xd, Su;Yd) + I(XS;YS).

(3.12)

The achievable rate region given above is calculated in Appendix B in [29], thus we

can obtain the explicit achievable rate expression in Lemma 2.

3.3.3 High SNR approximation

From Theorem 1, vector bin-and-cancel scheme achieves the capacity region to within

a constant bit for all values of channel parameters under time-invariant channels. In

the high SNR limit, a constant number of bits (which do not vary with respect to

SNR) are insignificant and can be ignored on the scale of interest. Therefore we can

establish the high SNR capacity region approximation to within O(1) in the following

corollary.

Corollary 1. For a given the channel realization H, vector bin-and-cancel is asymp-

totically capacity achieving and the asymptotic capacity approximation C(H) is given



43

by

C(H)
.
=

(

(Rd, Ru) : Rd  Wmlog
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)
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(3.13)

The high SNR capacity approximation can be used to derive the generalized de-

grees of freedom (GDoF). The GDoF captures the asymptotic behavior of the capacity

and the corresponding optimal schemes, allowing di↵erent links to grow at disparate

rates.

The GDoF region is defined as follows ⇤

⇢

(DoFd,DoFu) : DoFi = lim
⇢!1

Ri(⇢i)

Wmlog⇢
, i 2 {d, u} and (Rd, Ru) 2 C(H)

�

, (3.14)

whereWmlog⇢ is the point-to-point main-channel capacity with nominal SNR in bit/s.

DoFd and DoFu denote the degrees of freedom (DoF) of downlink and uplink, respec-

tively. Using high SNR capacity approximation, we state the GDoF region as follows.

Corollary 2. Assuming ↵d = ↵u = 1, the GDoF region of (Md, Nd,Mu, Nu) side-

⇤Notice that our definition deviates slightly from the conventional definition of GDoF in that we
account for the asymmetric bandwidths of di↵erent links and the rate is calculated as bit/s instead
of bit/s/Hz.
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channel assisted MIMO full-duplex network satisfies the following constraints

DoFd  md, DoFu  mu,

DoFd + DoFu  f
⇣

Nu,
�

(1 � ↵I)
+,mI

�

,
�

1, (Mu � Nd)
+
�

⌘

+ f
�

Nd, (↵I,Mu), (1,Md)
�

+Wf
�

Nd, (↵S,Mu)
�

,

(3.15)

where md = min{Md, Nd},mu = min{Mu, Nu},mI = min{Mu, Nd} as defined in

(3.8); function f
�

x, (y1, x1), (y2, x2)
�

= min{x, x1}y+
1 +min{(x�x1)+, x2}y+

2 for y1 �

y2.

Proof. The proof is akin to [40] (see Appendix C), so we will only provide an inter-

pretation of the GDoF result here.

First, the DoF of downlink and uplink is limited by the number of transmit and

receive antennas, much like the point-to-point MIMO channel. Next we will explain

the sum GDoF. Let DoFu,c and DoFu,p denote the DoF of the uplink common message

and private message, respectively.

Adopting the singular value decomposition (SVD), we can decompose the inter-

ference channel as HI = U⇤V †, where U and V are Nd ⇥ Nd and Mu ⇥ Mu unitary

matrices, respectively, ⇤ is Nd ⇥Mu diagonal matrix containing singular values of HI.

Thus HI is decomposed into mI parallel channels, leaving (Mu �mI)+ = (Mu �Nd)+

e↵ective inputs at uplink transmitter that do not cause any interference to the down-

link receiver. The uplink transmitter divides the private streams into two parts. The

first part is sent along the (Mu �Nd)+-dimensional null space of interference channel

HI and reaches BS at an SNR of ⇢ with Nu receive antennas. In the remaining mI

dimensions, the second part is transmitted at a power level of ⇢�↵I such that it reaches

the unintended receiver at the noise floor and reaches BS at an SNR of ⇢(1�↵I)
+
. The

process can be viewed as a combination of signal space and signal scale interference
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alignment. Thus the DoF of the uplink private message is

DoFu,p = f
⇣

Nu,
�

(1 � ↵I)
+,mI

�

,
�

1, (Mu � Nd)
+
�

⌘

. (3.16)

Since the common message can be decoded at both receivers, the downlink receiver

with Nd receive antennas is a side-channel assisted multiple access channel receiver.

The downlink message !d reaches the downlink receiver at an SNR of ⇢ with Md

transmit antennas. The uplink common message !u,c reaches the downlink receiver

through both main-channel at an SNR of ⇢↵I and side-channel as an orthogonal

spectral space at an SNR of ⇢W↵S with Mu transmit antennas. Thus we have

DoFd + DoFu,c = f
�

Nd, (↵I,Mu), (1,Md)
�

+Wf
�

Nd, (↵S,Mu)
�

. (3.17)

Combining (3.16) and (3.17) leads to the sum GDoF.

Remark 1. When W = 0, i.e., there is no side-channel, the GDoF is the same as

that of MIMO Z-interference channel in [40], hence we conclude that the implicit

feedback at the full-duplex capable BS does not help improve GDoF regime in the

two-user MIMO full-duplex network. This is due to the fact there is only one-sided

interference. When W > 0, the implicit feedback is still not useful in terms of GDoF.

because our scheme does not rely on any feedback.

3.3.4 Special cases

In this section, we give several special cases to illustrate the GDoF results above.

Theorem 2. (Case A) When Md = Mu = M,Nd = Nu = N , and ↵u = ↵d = 1, the

sum GDoF per antenna denoted as GDoFsum
min(M,N)

for the symmetric side-channel assisted
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MIMO full-duplex network is given by

GDoFsum

min(M,N)
=

8

>

>

<

>

>

:

min
n

2, 2 �
⇣

2 � max(M,N)
min(M,N)

⌘+

↵I +W↵S

o

↵I < 1,

min
n

2,↵I +
max(M,N)
min(M,N)

� 1 +W↵S)
o

↵I � 1.

In this case, one can observe that the sum GDoF per antenna increases linearly

with the antenna ratio max(M,N)
min(M,N)

and side-channel quality W↵S.

Another case of interest is when the BS has more antennas than mobile clients,

i.e., Md, Nu � Mu, Nd. This scenario is almost always true in practical systems and

the ongoing trend is that the BS can accommodate many antennas such as in massive

MIMO systems [5], while the small-form factor mobiles will have a relatively fewer

antennas due to its physical size constraint.

Theorem 3. (Case B) When BS has more antennas than mobiles, i.e., Md, Nu �

Mu, Nd with ↵u = ↵d = 1, the sum GDoF per antenna denoted as GDoFsum
min(Mu,Nd)

is given

as

GDoFsum

min(Mu, Nd)
=

8

>

>

<

>

>

:

min
n

mX

mI
+ 1, mX

mI
+ 1 � ↵I +W↵S

o

↵I < 1

min
n

mX

mI
+ 1, mX

mI
� 1 + ↵I +W↵S

o

↵I � 1.

where mX = max(Mu, Nd),mI = min(Mu, Nd).

Figure 3.5 illustrates how the sum GDoF per antenna varies as the side-channel

quality changes when Mu = Nd given an excess of antennas at BS. When W↵S = 0,

i.e., there is no side-channel, the curve maintains “V” shape as in the Z-interference

channel. When W↵S increases, the curve gradually becomes a lifted “V” and finally

reach the maximum sum GDoF per antenna of 2 for all regimes that one can achieve

without interference.

We also give an example to clarify the DoF of vector bin-and-cancel in Case B
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Figure 3.5: The sum GDoF per antenna for Mu = Nd when BS has an excess of
antennas.

assuming ↵I = ↵S = 1. Using the standard MIMO SVD of channel matrices, the

interference channel and side-channel can be converted to mI = min{Nd,Mu} parallel

paths from uplink node TxU to downlink node RxD. In Figure 3.6, the diagonalized

interference and side-channel paths are depicted in bold.

Private  

Common  

Side-channel  

TxB

TxU

RxD

RxB

min
�

(Mul � Ndl)+ + WmI, Mul

 WmI

WmI

NdlNdl

(Mul � Ndl)+

M � Ndl

Figure 3.6: The DoF-optimal scheme of two-user side-channel assisted MIMO full-
duplex network when Mu � Nd.

In Figure 3.6, the base station TxB sends Nd independent streams to downlink

node RxD, which is indicated by the black circles. Uplink node TxU sets (1 � W )mI
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e↵ective inputs ⇤ to zero, which is indicated by the white circles; TxU then sends

(Mu � Nd)+ independent private streams in the null space of the signal from TxB,

and WmI common message which can be heard at RxD. Using vector bin-and-cancel,

each transmitter sendsWmI streams of its common message to the interfering receiver

through the side-channel, which is indicated by the blue circles. At the downlink

receiver RxD, WmI streams of the interfering message can be canceled out, thus

downlink can achieve Nd DoFs and uplink can achieve min
�

(Mu �Nd)++WmI,Mu

 

DoFs. Thus, in total, we can obtain min
�

max{Nd,Mu} +WmI, Nd +Mu

 

DoFs.

3.3.5 GDoF without CSIT

Acquiring the CSIT incurs a large overhead, especially in a MIMO system with many

antennas. Hence it is of practical interest to study the GDoF performance of the

system without CSIT.

We first describe the encoding and decoding strategy under the no-CSIT assump-

tion. Both transmitters encode their messages using independent Gaussian codebooks

for the main-channel. The uplink transmitter sends common message only, and ap-

plies vector bin-and-cancel scheme. The side-channel bins all the uplink message and

encodes the bin indices using an independent Gaussian codebook. From the down-

link user’s perspective, the channel is a MAC with side-channel. At the decoding

process, the downlink user uses joint maximum likelihood (ML) decoder to decode

both downlink message and uplink messages with the help of side-channel. Hence we

⇤The e↵ective input is a product of the unitary matrices by SVD and the initial input vector.
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can obtain the achievable rate region RNo-CSIT as

RNo-CSIT =

(

(Rd, Ru) : Rd  Wmlog

�

�

�

�

INd
+

⇢d
Md

HdH
†
d

�

�

�

�

,

Ru  Wm min

⇢

log

�

�

�

�

INu +
�̄⇢u
Mu

HuH
†
u

�

�

�

�

, log

�

�

�

�

INd
+

�̄⇢I

Mu

HIH
†
I

�

�

�

�

+W log

�

�

�

�

INd
+

�⇢S

WMu

HSH
†
S

�

�

�

�

�

,

Rd +Ru  Wm

✓

log

�

�

�

�

INd
+

⇢d
Md

HdH
†
d +

�̄⇢I

Mu

HIH
†
I

�

�

�

�

+W log

�

�

�

�

INd
+

�⇢S

WMu

HSH
†
S

�

�

�

�

◆

)

,

(3.18)

where � 2 (0, 1), for instance, we can fix � = �̄ = 0.5. The achievable rate region given

above can be calculated easily from Equation (3.12) with uplink private message set

to null and equal power allocation among transmit antennas which does not require

any CSIT.

Now we can obtain the lower bound of the GDoF under the no-CSIT assumption.

Corollary 3. Assuming ↵d = ↵u = 1 and no-CSIT, the achievable GDoF region of

(Md, Nd,Mu, Nu) side-channel assisted MIMO full-duplex network satisfies the follow-

ing constraints

DoFd  md, DoFu  min {mu,↵ImI +W↵SmI} ,

DoFd + DoFu  f
�

Nd, (↵I,Mu), (1,Md)
�

+Wf
�

Nd, (↵S,Mu)
�

.
(3.19)

Proof. The achievable GDoF region without CSIT can be derived following the same

argument as in the case with CSIT.

Remark 2. Comparing the Corollaries 2 and 3, we conclude that when ↵I � 1 and

Nd � Mu, acquiring CSIT is of no use as the GDoF without CSIT achieves the optimal

GDoF with CSIT. In the strong interference regime where INR > SNR, larger number

of receiver antennas is su�cient to null out the interference to achieve the optimal

GDoF regime.
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3.3.6 Spatial and spectral tradeo↵ in GDoF

In this section, we will compare three systems: (i) the side-channel assisted full-duplex

network with CSIT, (ii) the side-channel assisted full-duplex network without CSIT,

and (iii) an idealized full-duplex network without interference, i.e., a parallel uplink

and a downlink channel; the last network provides us the benchmark for the best

possible performance. By comparing these three systems, we aim to quantify the

relationship between the spatial resources of multiple antennas and spectral resources

of the side-channel. We start by presenting several corollaries to Theorems 2 and 3.

Corollary 4. (Case A with CSIT) The e↵ect of interference can be completely elimi-

nated if the bandwidth ratio of the side-channel to main-channel satisfies the following

condition,

W
CSIT

=

8

>

>

<

>

>

:

↵I
↵S

⇣

2 � max(M,N)
min(M,N)

⌘+

, for ↵I < 1,

1
↵S

⇣

3 � max(M,N)
min(M,N)

� ↵I

⌘+

, for ↵I � 1.

(3.20)

From Corollary 4, we can see that the required bandwidth ratio is a linearly de-

creasing function of the antenna number ratio max(M,N)
min(M,N)

to achieve the interference-free

performance. Therefore the spatial resources of the number of antennas at transmit-

ters and receivers is interchangeable with the spectral resources of the side-channel

bandwidth to eliminate interference. The intuition behind it is that the additional

spatial signaling dimension to perform transmit/receive beamforming is equivalent to

leveraging the extra spectral signaling dimension of the side-channel for interference

cancellation.

From Corollary 3, we can also find out the required bandwidth ratio under the no-

CSIT assumption in order to achieve the no-interference upper bound. The required
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bandwidth ratio without CSIT in Case A for ↵I = 1 is given by

WNo-CSIT =

8

>

>

<

>

>

:

1
↵S

�

2 � N
M

�+
, for N � M,

1
↵S
, for M > N.

(3.21)

With CSIT 

N
M

Without CSIT 

1
2

1
�S

W

Figure 3.7: Spatial spectral tradeo↵ in
Case A when ↵I = 1.

With CSIT 

1
2

Without CSIT 

Ndl
Mul

1
�S

2
�S

W

Figure 3.8: Spatial spectral trade-
o↵ in Case B when ↵I = 1.

Corollary 5. (Case B with CSIT) The e↵ect of interference can be completely elimi-

nated if the bandwidth ratio of the side-channel to main-channel satisfies the following

condition,

W
CSIT

=

8

>

>

<

>

>

:

↵I
↵S
, for ↵I < 1,

(2�↵I)
+

↵S
, for ↵I � 1.

We observe that in Case B, the required side-channel bandwidth to achieve the

no-interference sum GDoF is not a↵ected by the number of antennas in the system

but received interference signal strength and side-channel signal strength levels. For

↵I < 1, lower interference level requires less side-channel bandwidth while for ↵I � 1,

higher interference level leads to smaller side-channel bandwidth requirement.
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Figure 3.9: Comparison of the three systems in DoF as a function of the side-channel
bandwidth when ↵I = 1.

In Case B, we can also derive the required bandwidth ratio under the no-CSIT as-

sumption from Corollary 3, to achieve the no-interference performance. The required

bandwidth ratio without CSIT in Case B for ↵I = 1 is given by

WNo-CSIT =

8

>

>

<

>

>

:

1
↵S
, for Nd � Mu,

Mu

Nd↵S
, for Mu > Nd.

(3.22)

In Figs. 3.7 and 3.8, we show the spatial and spectral tradeo↵ in both Case A

and Case B when ↵I = 1. We observe that when there are more downlink receive

antennas than uplink transmit antennas, obtaining CSIT is unavailing since with

and without CSIT require the same amount of side-channel bandwidth to completely

eliminate interference. However, when we have more uplink transmit antennas, if we

do not have CSIT, the extra spatial degrees-of-freedom are wasted and we need more

side-channel bandwidth to achieve the no-interference performance.

In Figure 3.9, we give an illustration of the comparisons of the three systems

in DoF as a function of the side-channel bandwidth when there is an excess of BS

antennas.

3.4 Diversity and Multiplexing Tradeo↵

In this section, we consider a slow-fading scenario. When the channel experiences

slow fading, an important metric to characterize the MIMO system performance is the
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diversity and multiplexing tradeo↵ (DMT), which delineates the asymptotic tradeo↵

between data rate and reliability in the high SNR limit. The optimal DMT, first

introduced in MIMO point-to-point channels [41], represents the optimal diversity

gain d⇤(r) for each multiplexing gain r among all possible schemes. Similar to our

definition of GDoF, we define the multiplexing gain of both downlink and uplink

channel in our system as follows

ri = lim
⇢!1

Ri(⇢i)

Wmlog⇢
, i 2 {d, ul}, (3.23)

where Rd and Ru are the achievable rates (bit/s) of downlink and uplink, respectively.

Assuming the overall average error probability is Pe(rd, ru), the DMT is

d(rd, ru) = lim
⇢!1

�logPe(rd, ru)

log⇢
. (3.24)

We define dopt(rd, ru) as the supremum of d(rd, ru) computed over all possible schemes.

Thus dopt(rd, ru) is the optimal DMT of the system.

In this section, we will study the DMT performance under di↵erent assumptions

regarding the availability of CSIT. We assume that the channel knowledge is known

at the receivers. In the following, we will first obtain the optimal DMT with CSIT

which can be achieved by vector bin-and-cancel as described in Section 3.3. Next, we

study the case without CSIT and derive the corresponding achievable DMT. Finally,

based on the DMT result, we will investigate the spatial and spectral tradeo↵ as well

as the interplay between CSIT and side-channel.

3.4.1 With CSIT case

In a slow fading scenario, the channel matrices remain fixed over a fade period with a

short-term power constraint given in (3.4), thus the capacity region in time-invariant
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channels can serve as instantaneous capacity region in each fade period. We define

the outage event as the target rate pair not contained in the instantaneous capacity

region: B , {(Rd, Ru) /2 C(H)}, where C(H) is given in Corollary 1. From [41], it

can be easily shown that P ⇤
e (rd, ru)

.
= Pr(B), where P ⇤

e (rd, ru) is the infimum of the

overall average error probability among all possible schemes. In the high SNR limit,

we can obtain that

Pr(B)
.
= max

i2{d,ul,sum}
Pr (Ci < Ri) , =) ⇢�d⇤(rd,ru) .

= max
i2{d,u,sum}

Pr (Ci < Ri) ,

where Ci is given in (3.13) and Rsum = Rd +Ru. Thus the optimal diversity order is

d⇤(rd, ru) = min
i2{d,u,sum}

dBi
(ri), where dBi

(ri) = lim
⇢!1

� logPr(Ci < Wmrilog⇢)

log⇢
,

(3.25)

In Section 3.3, we showed that vector bin-and-cancel achieves the asymptotic

capacity region. Hence in the asymptotic DMT characterization, the optimal DMT

with CSIT can be achieved by vector bin-and-cancel which only requires CSIT of the

interference channel between the up- and downlink nodes since the uplink message

splitting depends on the interference channel. The derivation of the optimal DMT

curve of side-channel assisted MIMO full-duplex network follows from two steps. In

[41], we know that the optimal DMT for MIMO point-to-point channel is dM,N(r) =

(M � r)(N � r), which is a piecewise linear curve joining the integer point r 2

[0,min(M,N)]. For a general channel level ↵i, i 2 {d, ul} of a point-to-point channel,

we will invoke Lemma 6 in [29] (see Appendix C) for our calculation. Hence we first

obtain the optimal diversity order of each individual downlink and uplink given as

dBi
(ri) = ↵idMi,Ni

✓

ri
↵i

◆

, 8ri 2 [0,min{Mi, Ni}↵i], i 2 {d, u}. (3.26)
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Next, we evaluate dBsum(rsum) in the following lemma.

Lemma 3. The diversity order with CSIT given the sum multiplexing gain of both

uplink and downlink is the minimum of the following objective function:

dBsum(rsum) = min
µ̄,�̄,✓̄,⌫̄

md
X

i=1

(Md +Nd + 1 � 2i)µi +
mu
X

j=1

(Mu +Nu + 1 � 2j)�j � (Md +Nu)mI↵I

+
mI
X

k=1

(Md +Nu +Mu +Nd + 1 � 2k)✓k +
mI
X

l=1

(Mu +Nd + 1 � 2l)⌫l

+
md
X

i=1

min{Nd�i,Mu}
X

k=1

(↵I � µi � ✓k)
+ +

mu
X

j=1

min{Mu�j,Nd}
X

k=1

(↵I � �j � ✓k)
+;

Subject to
md
X

i=1

(↵1 � µi)
+ +

mu
X

j=1

(↵2 � �j)
+ +

mI
X

k=1

(↵I � ✓k)
+ +W

mI
X

l=1

(↵S � ⌫l)
+ < rsum;

0  µ1  · · ·µmd
; 0  �1  · · · �mu ; 0  ✓1  · · · ✓mI ; 0  ⌫1  · · · ⌫mI ;

µi + ✓k � ↵I, 8(i+ k) � Nd + 1;

�j + ✓k � ↵I, 8(j + k) � Mu + 1,

(3.27)

where µ̄ = {µ1, · · · , µmd
}, �̄ = {�1, · · · , �mu}, ✓̄ = {✓1, · · · , ✓mI}, ⌫̄ = {⌫1, · · · , ⌫mI}

and md, mu and mI are defined in (3.8).

Proof. We provide the proof in Appendix D in [29].

With dBi
for i 2 {d, u, sum} derived above, we have the following theorem which

gives the optimal DMT in its most general form, allowing di↵erent channel parameters

and multiplexing gains for uplink and downlink with arbitrary number of antennas

at each node.

Theorem 4. The optimal DMT of (Md, Nd,Mu, Nu) side-channel assisted MIMO
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full-duplex network with CSIT denoted as dCSIT,opt is given by

dCSIT,opt

(Md,Nd,Mu,Nu)(rd, ru) = min
i2{d,u,sum}

dBi
(ri),

where dBi
(ri) is given in (3.26) and Lemma 3.

The optimization problem in Lemma 3 is a convex optimization problem [42] with

linear constraints, which can be solved using linear programming. The general form of

the optimal DMT with CSIT in Theorem 4, though can be calculated using numerical

methods, does not result in a closed-form solution. In the following corollary, a closed-

form DMT result is derived in the case of single-antenna mobiles communicating with

multiple-antenna BS with M transmit and receive antennas, i.e., Md = Nu = M .

Corollary 6. In the case of (M, 1, 1,M) with symmetric DMT ru = rd = r when ↵d =

↵u = ↵I = 1. The closed-form optimal DMT with CSIT is given which completely

characterizes the optimal DMT under all side-channel conditions:

• when W  1
2M+1

and W↵S < 1,

dCSIT,opt

(M,1,1,M)(r) =

8

>

<

>

:

M(1 � r), 0  r  M+1+(2M+1)W↵S

3M+2

(2M + 1)(1 +W↵S) � (4M + 2)r, M+1+(2M+1)W↵S

3M+2
 r  1+W↵S

2

(3.28)

• when 1
2M+1

 W < 2
M
,↵S � M

2
, and W↵S < 1,

dCSIT,opt

(M,1,1,M)(r) =

8

>

<

>

:

M(1 � r), 0  r  �⇤

↵S +
1
W
(1 � 2r), �⇤  r  1+W↵S

2

(3.29)
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• when W � 1
2M+1

,↵S < M
2
, and W↵S < 1,

dCSIT,opt

(M,1,1,M)(r) =

8

>

>

>

>

<

>

>

>

>

:

M(1 � r), 0  r  M+1+↵S
3M+2

2M + 1 + ↵S � (4M + 2)r, M+1+↵S
3M+2

 r  1
2

↵S +
1
W
(1 � 2r), 1

2
 r  1+W↵S

2

(3.30)

• when W � 1
2M+1

,↵S < M
2
, and W↵S � 1,

dCSIT,opt

(M,1,1,M)(r) =

8

>

>

>

>

>

>

>

<

>

>

>

>

>

>

>

:

M(1 � r), 0  r  M+1+↵S
3M+2

2M + 1 + ↵S � (4M + 2)r, M+1+↵S
3M+2

 r  1
2

↵S +
1
W
(1 � 2r), 1

2
 r  �⇤

M(1 � r), �⇤  r  1

(3.31)

• when ↵S � M
2

and W↵S � 1,

dCSIT,opt

(M,1,1,M)(r) = M(1 � r), 0  r  1 (3.32)

where �⇤ =
↵S+ 1

W
�M

2
W

�M
.

Proof. The DMT of the point-to-point channel is M(1� r), 8r 2 [0, 1]. Thus we only

need to solve for the optimization problem given sum multiplexing gain. One way to

find the minimum of the optimization problem in Lemma 3 is to apply the Karush-

Kuhn-Tucker condition. Here we will provide another approach which is the key to the

proof of a general case. The method we adopt is gradient descent which finds the local

optimum. Since the optimization problem we have is convex with linear constraints,

the local optimum is actually the global optimum in convex optimization [42]. Hence

we can obtain the global optimum via gradient descent algorithm.

We first simplify the objective function of the diversity order in Lemma 3 given
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sum multiplexing gain. By substituting ⌫ 0
l = W⌫l in (3.27), we can express the

objective function as

dCSIT
sum =minMµ1 +M�1 + (2M + 1)✓1 +

⌫ 0
1

W
� 2M,

Subject to (1 � µ1)
+ + (1 � �1)

+ + (1 � ✓1)
+ + (W↵S � ⌫ 0

1)
+ < rsum;

µ1, �1, ✓1, ⌫
0
1 � 0;

µ1 + ✓1 � 1; �1 + ✓1 � 1.

(3.33)

Next, we di↵erentiate the objective function in (3.33) with respect to di↵erent vari-

ables

@dCSIT
sum

@⌫ 0
1

=
1

W
; (3.34)

@dCSIT
sum

@✓1

= 2M + 1; (3.35)

@dCSIT
sum

@µ1

=
@dCSIT

sum

@�1

= M <
@dCSIT

sum

@✓1

. (3.36)

Comparing the gradient of each variable, when W  1
2M+1

, the steepest descent of

the objective function is along the decreasing value of ⌫ 0
1 with ✓1 = µ1 = �1 = 1, for

rsum  W↵s. Thus we have dCSIT
sum (r) = 2M+1+↵S � rsum

W
, 8rsum 2 [0,W↵S]. This also

implies that for rsum � W↵s, ⌫ 0
1 = 0 in the optimal solution. Now the steepest descent

of the objective function in (3.33) is along the decreasing value of ✓1 with µ1 = �1 = 1,

and the corresponding minimum is dCSIT
sum (rsum) = (2M +1)(1+W↵S)� (2M +1)rsum,

8rsum 2 [W↵S, 1 +W↵S].

When W � 1
2M+1

, the steepest descent of the objective function is along the

decreasing value of ✓1 with µ1 = �1 = 1, ⌫ 0
1 = W↵S, for rsum  1. Thus we have

dCSIT
sum (rsum) = 2M + 1 + ↵S � (2M + 1)rsum, 8rsum 2 [0, 1]. Again, for rsum � 1, the
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optimal solution has ✓1 = 0. We will rewrite the objective function as

dCSIT
sum =minMµ1 +M�1 +

⌫ 0
1

W
� 2M,

Subject to (1 � µ1)
+ + (1 � �1)

+ + (W↵S � ⌫ 0
1)

+  rsum � 1;

µ1, �1, ⌫
0
1 � 0;

µ1 � 1; �1 � 1.

(3.37)

To minimize the objective function above, we should let µ1 = �1 = 1. Hence the

minimum of the objective function is dCSIT
sum (rsum) = ↵S +

1
W
(1� rsum), 8rsum 2 [1, 1 +

W↵S]. Now combining all the results above, we have

dCSIT,opt
(M,1,1,M)(r) = min{M(1 � r), dCSIT

sum(M,1,1,M)(r)} for 0  r  1. (3.38)

where dCSIT
sum(M,1,1,M)(r) is given as

• when W  1
2M+1

dCSIT
sum(M,1,1,M)(r) =

8

>

<

>

:

2M + 1 + ↵S � 2r
W
, 0  r  W↵S

2

(2M + 1)(1 +W↵S) � (4M + 2)r, W↵S
2

 r  1+W↵S
2

(3.39)

• when W � 1
2M+1

dCSIT
sum(M,1,1,M)(r) =

8

>

<

>

:

2M + 1 + ↵S � (4M + 2)r, 0  r  1
2

↵S +
1
W
(1 � 2r), 1

2
 r  1+W↵S

2

(3.40)

Further simplification of (3.38) will lead to the analytical expression in Corollary 6.
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Remark 3. The optimal DMT with CSIT in the no side-channel case is a special

case of Corollary 6 when W = 0 , and is given as

dNo-SC,CSIT,opt

(M,1,1,M) (r) =

8

>

<

>

:

M(1 � r), 0  r  M+1
3M+2

(2M + 1)(1 � 2r), M+1
3M+2

 r  1
2

(3.41)

From Corollary 6, we can completely quantify the improvement of DMT with

side-channel under all side-channel conditions. Figure 3.10 depicts the comparison of

DMT with/without (w/wo) side-channel when W = 1
2M+1

,↵S = M
2
. We define the

light loading threshold as the multiplexing gain threshold within which the system

error event is dominated by single-user performance. In the case with CSIT, the

light loading threshold of the system without side-channel is B shown in Figure 3.10.

When r > B, the dominant error event is that all users are in error. With the help of

side-channel, the light loading threshold is increased by �1, where �1 = (2M+1)W↵S

3M+2
.

Moreover, we can see that the side-channel also improves system maximum multiplex-

ing gain (when the diversity order is zero) by�3, where�3 =
W↵S

2
. Both improvement

amount �1 and �3 will scale with side-channel quality W↵S ( for W  1
2M+1

) till

either point C or D reaches the symmetric maximum multiplexing gain of one which

corresponds to the no-interference point.

When W = 1
2M+1

,↵S = M
2
, we have �1 = M

6M+4
and �3 = M

8M+4
. We conclude

that in this case, both improvement amount �1 and �3 will scale with the number of

antennas at the BS. In the limit ofM (as in massive MIMO, BS has unlimited number

of antennas), we will have improvement of limM!1 �1 =
1
6
and limM!1 �3 =

1
8
.

3.4.2 Without CSIT case

We define the outage event O in the case without CSIT as the target rate pair does

not lie in the achievable rate region RNo-CSIT: O , {(Rd, Ru) /2 R}, where R is given
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Figure 3.10: DMT comparison w/wo side-channel w/wo CSIT when W = 1
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(with � = �̄ = 0.5)

R =

(

(Rd, Ru) : Rd  Wmlog

�

�

�

�

INd
+

⇢d
Md

HdH
†
d

�

�

�

�

; Ru  Wmlog

�

�

�

�

INu +
�̄⇢u
Mu

HuH
†
u

�

�

�

�

;

Rd +Ru  Wm

✓

log

�

�

�

�

INd
+

⇢d
Md

HdH
†
d +

�̄⇢I

Mu

HIH
†
I

�

�

�

�

+W log

�

�

�

�

INd
+

�⇢S

WMu

HSH
†
S

�

�

�

�

◆

)

,

(3.42)

The di↵erence between (3.42) and the achievable rate region in (3.18) is that (3.42)

does not have a constraint on Ru for the transmission from up- to downlink mobile.

This is because the downlink mobile is not interested in the uplink’s message, thereby

the failure of decoding uplink’s message alone will not be declared as an error event

at the downlink receiver.

Under the no-CSIT assumption, the diversity order of each MIMO downlink/uplink

channel is still the same as given in (3.26). As for the diversity order for a given sum

multiplexing gain, it is characterized by the following lemma.

Lemma 4. The diversity order at a given sum multiplexing gain in the case without
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CSIT is the minimum of the following objective function:

dosum(rsum) =min
µ̄,✓̄,⌫̄

md
X

i=1

(Md +Nd + 1 � 2i)µi +
mI
X

k=1

(Mu +Nd +Md + 1 � 2k)✓k

+
mI
X

l=1

(Mu +Nd + 1 � 2l)⌫l � MdmI↵I +
md
X

i=1

min{Nd�i,Mu}
X

k=1

(↵I � µi � ✓k)
+

Subject to
md
X

i=1

(↵d � µi)
+ +

mI
X

k=1

(↵I � ✓k)
+ +W

mI
X

l=1

(↵S � ⌫l)
+ < rsum;

0  µ1  · · ·  µmd
; 0  ✓1  · · ·  ✓mI ; 0  ⌫1  · · ·  ⌫mI ;

µi + ✓k � ↵I, 8(i+ k) � Nd + 1;

(3.43)

Proof. The proof is proved in the Appendix E in [29].

Theorem 5. A lower bound of the DMT of (Md, Nd,Mu, Nu) side-channel assisted

MIMO full-duplex network without CSIT is given as

dNo-CSIT

(Md,Nd,Mu,Nu)(rd, ru) = min
i2{d,u,sum}

doi(ri).

where doi(ri) is given in (3.26) and Lemma 4.

In line with the analysis in Section 3.4.1, we also give the closed-form no-CSIT

DMT in the case of single-antenna mobiles communicating with multiple-antenna BS.

Corollary 7. In the case of (M, 1, 1,M) with symmetric DMT ru = rd = r when

↵d = ↵u = ↵I = 1. The closed-form lower bound of the DMT without CSIT is given

that completely characterizes the achievable DMT under all side-channel conditions:
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• when W  1
M+1

and W↵S < 1,

dNo-CSIT

(M,1,1,M)(r) =

8

>

<

>

:

M(1 � r), 0  r  1+(M+1)W↵S

M+2

(M + 1)(1 +W↵S) � (2M + 2)r, 1+(M+1)W↵S

M+2
 r  1+W↵S

2

(3.44)

• when 1
M+1

 W < 2
M
,↵S � M

2
, and W↵S < 1,

dNo-CSIT

sum(M,1,1,M)(r) =

8

>

<

>

:

M(1 � r), 0  r  �⇤

↵S +
1
W
(1 � 2r), �⇤  r  1+W↵S

2

(3.45)

• when W � 1
M+1

,↵S < M
2
, and W↵S < 1,

dNo-CSIT

sum(M,1,1,M)(r) =

8

>

>

>

>

<

>

>

>

>

:

M(1 � r), 0  r  1+↵S
M+2

M + 1 + ↵S � (2M + 2)r, 1+↵S
M+2

 r  1
2

↵S +
1
W
(1 � 2r), 1

2
 r  1+W↵S

2

(3.46)

• when W � 1
M+1

,↵S < M
2
, and W↵S � 1,

dNo-CSIT

sum(M,1,1,M)(r) =

8

>

>

>

>

>

>

>

<

>

>

>

>

>

>

>

:

M(1 � r), 0  r  1+↵S
M+2

M + 1 + ↵S � (2M + 2)r, 1+↵S
M+2

 r  1
2

↵S +
1
W
(1 � 2r), 1

2
 r  �⇤

M(1 � r), �⇤  r  1

(3.47)

• when ↵S � M
2

and W↵S � 1,

dNo-CSIT

sum(M,1,1,M)(r) = M(1 � r), 0  r  1 (3.48)
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where �⇤ =
↵S+ 1

W
�M

2
W

�M
.

Proof. The proof is similar to that in Corollary 6 which uses gradient descent method.

Remark 4. The lower bound of the DMT without CSIT in the no side-channel case

is a special case of Corollary 7 when W = 0, and is given by

dNo-SC,No-CSIT

(M,1,1,M) (r) =

8

>

<

>

:

M(1 � r), 0  r  1
M+2

(M + 1)(1 � 2r), 1
M+2

 r  1
2

(3.49)

Remark 3 and Remark 4 describe the DMT without side-channel under CSIT and

no-CSIT assumptions. One can easily verify that the no-side-channel cases in [43]

and [44] w/wo CSIT are special cases incorporated in our derivation of DMT.

Now we compare the lower bound of the DMT w/wo side-channel under the no-

CSIT assumption. When W  1
M+1

, in the case without CSIT, with the help of

side-channel, the light loading threshold over the no-side-channel system is increased

by �2, where �2 = (M+1)W↵S

M+2
. In Figure 3.10, the DMT without CSIT w/wo side-

channel is given when W = 1
2M+1

and ↵S = M
2
. Compared with the light loading

improvement under the CSIT assumption, we can see that the side-channel is more

e↵ective in increasing the DMT performance in the lack of CSIT as �2 � �1.

3.4.3 Spatial and spectral tradeo↵ in DMT

In this section, we will derive symmetric DMT in closed form for a more general

case where the mobiles have multiple antennas communicating with the BS with M

transmit and receive antennas. Using the closed-form DMT expressions, again we will

compare the three systems: with and without CSIT and the no-interference idealized

full-duplex network. We will characterize the relationship between the spatial degrees
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of freedom of the antenna resources and the extra spectral degrees of freedom due to

the side-channels under slow-fading channels.

We still assume BS has more antennas i.e., M � Mu, Nd. The closed-form

symmetric DMT of the general (M,Nd,Mu,M) system with ↵d = ↵u = ↵I = 1

and rd = ru = r are given under CSIT and no-CSIT assumptions in Lemma 9 and

Lemma 10 in [29] (see Appendix F), respectively.

First we ask the question that how much side-channel bandwidth is required to

compensate for the lack of CSIT such that the DMT of the system without CSIT

achieves that of the system with CSIT. The su�cient condition is given in the fol-

lowing theorem.

Theorem 6. In case of (M,Nd,Mu,M), su�cient conditions such that no CSIT

DMT is same as full CSIT DMT are given by

1. W = min

⇢

Nd+Mu�1
M+Nd�Mu+1

, 1
↵S

⇣

2 � Nd

Mu

⌘+
�

where ↵S � dM,Mu(Mu
2 )�M(Nd�Mu)

MuNd
, when

Nd � Mu, Mu = 1, 2;

2. W = 0, when Nd � dMu,M(Mu
2 )

M
+Mu, Mu = 1, 2.

Proof. With the conditions given above, we can verify that the symmetric DMT

with CSIT in Lemma 9 in [29] is the same as the DMT without CSIT in Lemma 10

in [29].

Corollary 8. When Mu > Nd, if W < 1
↵S
, the DMT without CSIT is strictly smaller

than that with CSIT.

Corollary 8 can be readily obtained by comparing Lemma 9 and Lemma 10 in [29].

If Mu > Nd and W < 1
↵S
, the availability of CSIT is crucial in performing transmit

beamforming to yield higher DMT.
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The next question we will ask is how much side-channel bandwidth is required

to eliminate the e↵ect of interference such that the DMT of the system w/wo CSIT

achieves that of a system without interference. The following theorem characterizes

the e↵ect of the side-channel bandwidth on the performance of the symmetric DMT

to reach no-interference DMT.

Theorem 7. In case of (M,Nd,Mu,M), the su�cient conditions are given under

CSIT and no-CIST assumptions, respectively, where the e↵ect of interference can be

completely eliminated to achieve the optimal no-interference DMT:

1. W
CSIT

= 1
↵S

⇣

2 � mX

mI

⌘+

, ↵S � (2mI�mX)(M�mI+1)
mI(2|Nd�Mu|+2)

;

2. W
No-CSIT

=

8

>

<

>

:

1
↵S
, ↵S � M�Nd+1

2(Mu�Nd+1)
, when Mu � Nd

1
↵S

⇣

2 � mX

mI

⌘+

, ↵S � (2mI�mX)(M�mI+1)
mI(2|Nd�Mu|+2)

, when Nd � Mu

where mX = max(Mu, Nd),mI = min(Mu, Nd).

Proof. We need to show that with the conditions above, the DMT of our system

w/wo CSIT is not dominated by the diversity order given sum multiplexing gain

dw/wo CSIT
sum(M,Nd,Mu,M)(rsum), 8r 2 [0,mI]. It is su�cient if we show that the conditions

above indicate that the decay slope of dw/wo CSIT
sum(M,Nd,Mu,M)(rsum) is larger than that of

the PTP channel dM,mI(r) 8r, and the maximum symmetric multiplexing gain of

dw/wo CSIT
sum(M,Nd,Mu,M)(rsum) is larger than mI.

The decay slope of the piecewise linear function dkM,N(r) is (M+N�2k+1) in each

interval r 2 [k�1, k], where k 2 [1,min(M,N)] is an integer. Thus the decay slope of

dkM,N(r) decreases as the interval k increases. Also, the decay slope di↵erence between

dk�1
M,N(r) and dkM,N(r) is a constant of 2. We know that the DMT performance will

be improved as side-channel bandwidth ratio W increases. Therefore with W large

enough, dw/wo CSIT
sum(M,Nd,Mu,M)(rsum) will lastly be dominated by side-channel condition in
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the last admissible interval. With the special structure of the decay slope, in order

to find the conditions where DMT w/wo achieves PTP performance, it su�ces to

show: (A) the decay slope of side-channel given sum multiplexing gain is larger than

dM,mI(r) in their last admissible intervals, respectively; (B) max(rsum) � 2mI.

Under the CSIT assumption, from Corollary 3, we know the maximum sum mul-

tiplexing gain is mX +mIW↵S. We set mX +mIW↵S = 2mI to meet Condition (B)

thus W = 1
↵S

⇣

2 � mX

mI

⌘+

. Next to meet condition (A), the decay slope of the side-

channel in the last interval ↵SdMu,Nd

⇣

rsum�mX

W↵S

⌘

, 8rsum 2 [mX ,mX + mIW↵S], i.e.,

2
W
(|Mu � Nd| + 1) should be larger than the decay slope of dM,mI(r), 8r 2 [0,mI] in

its last interval, i.e., M �mI+1. Hence 2
W
(|Mu�Nd|+1) � (M �mI+1). By substi-

tuting W = 1
↵S

⇣

2 � mX

mI

⌘+

into the inequality above, we have ↵S � (2mI�mX)(M�mI+1)
mI(2|Nd�Mu|+2)

.

With the side-channel condition derived above, the DMT with CSIT achieves the

PTP DMT.

Under the no-CSIT assumption, when Nd � Mu, the results can be derived sim-

ilarly. When Mu > Nd, the maximum multiplexing gain is Nd(1 + W↵S) according

to Corollary 3. To satisfy condition II, we set Nd(1 + W↵S) = 2Nd, hence we have

W = 1
↵S
. To meet Condition (A), the decay slope of the side-channel in the last in-

terval ↵SdMu,Nd

⇣

rsum�Nd

W↵S

⌘

, 8rsum 2 [Nd, Nd(1+W↵S)], i.e.,
2
W
(Mu �Nd +1), should

be greater than the decay slope of dM,Nd
(r) in its last interval, i.e., (M �Nd+1). By

substituting W = 1
↵S
, we obtain that ↵S � M�Nd+1

2(Mu�Nd+1)
.

3.4.4 Discussion of the results

Figure 3.11 illustrates the comparison of the three systems in DMT as a function of

the side-channel bandwidth. When Nd � Mu, there are three regimes in comparison

of DMT. In the first regime, the performance the system without CSIT is worse than

that with CSIT. In the second regime, with side-channel bandwidth ratio W greater
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⇣
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(b) Mu > Nd

Figure 3.11: Comparison of the three systems in DMT as a function of the side-
channel bandwidth.

than a threshold, CSIT is of no use. In the last regime, the use of side-channel

helps reduce the probability of outage event where all users are in error such that

the dominant error event is single-user error. On the other hand, when Mu > Nd,

the availability of CSIT always provides an additional gain in performing transmit

beamforming. However, larger side-channel bandwidth aids the no-CSIT system to

achieve the no-interference upper bound. Note that the strength of the side-channel

level ↵S is implicitly incorporated in Theorems 6 and 7, thus is omitted in Figure 3.11.

In the following section, we will elaborate the findings in single-antenna mobiles

and multiple-antenna mobiles cases, respectively.

3.4.4.1 Single-antenna mobiles

We first show the symmetric DMT w/wo side-channel and w/wo CSIT when ↵d =

↵u = ↵I = 1. From Figure 3.12, we can see that in the two-user uplink and downlink

system, the full-duplex capable BS is always superior to its half-duplex (HD) coun-

terpart where the BS adopts either time-division multiplexing (TDM) or frequency-

division multiplexing (FDM) for uplink and downlink. In the special case of W = 0,

i.e., no side-channel, having CSIT always yields a better DMT performance. However,

with the help of side-channel, as shown in Figure 3.12, when W = 1
M+1

and ↵S � M
2
,

there is no benefit to obtain CSIT as the DMT without CSIT already achieves the

optimal DMT with CSIT. Such result indicates that as BS accommodates more anten-

nas (tens or hundreds of BS antennas as in massive MIMO), the required side-channel
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W
�M

2
W

�M
.

bandwidth can be reduced superinearly to combat interference.

Figure 3.13 illustrates the side-channel bandwidth ratio required to compensate

for CSIT as stated in Theorem 6 with single-antenna mobiles. The required W is

inversely proportional to the antenna resources at the BS. The caveat is that the side-

channel level ↵S, in the meantime, has to grow with increasing number of antennas

at the BS.

To understand the result above, let us look at the di↵erent decay slopes in DMT in

the network. From the downlink’s viewpoint, the channel is MAC with side-channel.

The decay slope of MAC without CSIT is M + 1, while the the decay slope of the

side-channel is 1
W
. When the symmetric multiplexing gain r  1

2
, if W � 1

M+1
,

the users in MAC will first be in error followed by the users’ error event in the side-

channel. Moreover, if ↵S � M
2
, the error event w/wo CSIT is dominated by single-user

performance when r  1
2
. And when r � 1

2
, the dominant error event is determined

by the side-channel, which is the same for both CSIT and no-CSIT cases.⇤

⇤The DMT of MAC channel with CSIT is di↵erent from that without CSIT as shown in Fig-
ure 3.12.
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Figure 3.13: The required side-channel bandwidth ratio to compensate for CSIT as
a function of the number of antennas at the BS with equal number of antennas at
mobiles when ↵S = M

2
.

In order to eliminate the e↵ect of interference such that the DMT w/wo CSIT

achieve no-interference upper bound, it is su�cient if the side-channel condition sat-

isfies that W↵S � 1 according to Theorem 7. Hence the required side-channel band-

width is inversely proportional to the strength of the side-channel as to eliminate

the e↵ect of interference. The implication of such result is that in a highly clustered

urban scenario, when the mobile devices are close to each other indicating higher side-

channel strength, less side-channel bandwidth is required to achieve the single-user

DMT performance.

3.4.4.2 Multiple-antenna mobiles

Figure 3.14 shows the DMT in the absence of the side-channel when both the mobiles

have multiple antennas. First, we can find out that the gains due to the full-duplex

capable BS over half-duplex BS is particularly larger for MIMO channels. Second, a

larger number of downlink receive antennas alone can completely eliminate the e↵ect

of CSIT such that the DMT w/wo CSIT have the same performance as stated in

Theorem 6. For example, the DMT of (3, 3, 2, 3) without CSIT is the same as that
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with CSIT. While in the case of (3, 2, 3, 3), the lack of CSIT will result in significant

loss.
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Figure 3.14: The symmetric DMT of MIMO full-duplex network without side-channel
for ↵d = ↵u = ↵I = 1.
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Figure 3.15: The symmetric DMT with side-channel for ↵d = ↵u = ↵I = ↵S = 1.

Comparing Figure 3.14 and Figure 3.15, we can quantify the gains due to the

extra side-channel bandwidth, which is significant especially in MIMO. In the case

of (3, 2, 3, 3) when the system is lightly loaded, for instance, r  2/3, there is no

additional gain due to CSIT or r  5/4, there is no gain due to the side-channel

since the error event is dominated by single-user error. Beyond those points, the

dominant error event is that all users are in error, thus leveraging the CSIT for



72

transmit beamforming or side-channel to perform vector bin-and-cancel will reduce

the probability that such outage event happens.

The required side-channel bandwidth ratio for compensation of CSIT in the case

of two-antenna mobiles is also depicted in Figure 3.13, which again demonstrates that

the required W / 1
M

similar as in the single-antenna-mobile case.

From Theorem 7, we conclude that with CSIT, as the antenna number ratio

max{Mu,Nd}
min{Mu,Nd}

increases, the side-channel bandwidth required to completely eliminate the

e↵ect of interference reduces. Hence the spatial resources of the multiple antennas at

mobiles is interchangeable with the spectral resources of the side-channel bandwidth

to reduce the outage probability at a given multiplexing gain such that single-user

DMT can be achieved.

We also infer from Theorem 7 that when Mu > Nd, the system with CSIT always

outperforms that without CSIT by requiring less side-channel bandwidth to reach

single-user performance.⇤ However, when Nd � Mu, there is no advantage due to

CSIT to achieve the single-user DMT since, with and without CSIT require the same

amount of side-channel bandwidth to achieve interference-free performance. Thus

we conclude that having more spatial degree-of-freedom at the interfered downlink

receiver or larger side-channel bandwidth can simplify transceiver design by ruling

out the necessity of obtaining CSIT to null out the e↵ect of inter-mobile interference.

⇤The system with CSIT also has a weaker requirement of the side-channel strength level as
compared to that without CSIT.



Chapter 4

ARQ Design in Multi-User MIMO Full-Duplex

System

4.1 Introduction

As we have already pointed out in the previous chapter, in a single-cell MU-MIMO

full-duplex system where multiple uplink and downlink users can be supported by the

multi-antenna full-duplex BS in the same time-frequency slot, the interference from

uplink users to the downlink users can limit the system performance. In this chapter,

from a cross-layer design perspective, we will study the side-channel protocol design

in a ARQ-based MU-MIMO full-duplex system.

At the data link layer or MAC layer, ARQ is often used to improve the reliability

of data transmission in addition to the coding schemes used at the PHY. With ARQ,

incorrectly decoded packets sent through the PHY can be detected and a feedback

message is sent back to the transmitter for retransmission. The joint PHY-MAC pro-

tocols studied in this chapter will enable an enhanced PHY scheme via side-channels

to mitigate interference by exploiting the information o↵ered by the MAC layer.

In this chapter, we propose two di↵erent side-channel assisted ARQ protocols
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which use the side-channels at the PHY to manage interference in a single-cell MU-

MIMO full-duplex network. One protocol is a proactive side-channel assisted ARQ

protocol and the other one is a reactive side-channel assisted ARQ protocol. In the

proactive protocol, the side-channels are used proactively irrespective of the downlink

feedback but depending on the conventional uplink ARQ feedback. In contrast, in

the reactive protocol, the use of side-channel is triggered by the conventional uplink

ARQ feedback and our designed downlink ARQ feedback mechanisms which will be

described in the following sections.

4.2 System Model

In a single-cell (M,Ku, Kd,W ) side-channel assisted MU-MIMO full-duplex network,

the full-duplex capability is available only at the BS, and there are Ku half-duplex up-

link users (UE) andKd half-duplex downlink users (UE). We denoteKu = {1, · · · , Ku},

Kd = {1, · · · , Kd} as the sets of uplink and downlink UEs, respectively, with |Ku| =

Ku and |Kd| = Kd. We assume that M � max(Ku, Kd) such that the BS can use M

antennas to serve all the single-antenna half-duplex uplink and downlink UEs in the

same time-frequency slot. The uplink and downlink communication occur in main-

channel (i.e., cellular band), there also exists an orthogonal band among users where

users can communicate over such side-channels (i.e., unlicensed band). For simplicity,

we assume that the main-channel has unit bandwidth while the side-channels have a

total bandwidth of W . The channel model in our system considers both small-scale

fading due to mobility and multi path, and large-scale fading due to path loss. We

start by presenting the system input-output relationship.
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Figure 4.1: (M,Ku, Kd,W ) side-channel assisted MU-MIMO full-duplex network,
where the side-channels are highlighted in green dash lines.

The received uplink signal at the BS is yu 2 CM⇥1 and is given as

yu = HuD
1
2
u xu + nu, (4.1)

where Hu 2 CM⇥Ku denotes the fast fading channels between uplink users and the

BS, all fast fading channel coe�cients are drawn independent and identically dis-

tributed (i.i.d.) from circularly-symmetric complex Gaussian distribution CN(0, 1);

D
1
2
u 2 CKu⇥Ku is a diagonal matrix whose diagonal entry denotes the path loss of

each uplink channel, i.e., (D
1
2
u )i =

p

�u,i, i 2 Ku; xu 2 CKu⇥1 denotes the Ku up-

link transmit signals, xu , [xi, · · · , , xKu ]; each uplink transmitter satisfies the power

constraint |xu,i|2 = Pu,i 8i 2 Ku; nu is the receiver thermal noise which contains i.i.d.

CN(0, 1) entries.

The received downlink signal at each downlink user can be written together as a

vector yd 2 CKd⇥1 such that

yd = D
1
2
d Hdxd + GIxu + nd, (4.2)

where Hd 2 CKd⇥M denotes the fast fading channels between the BS and downlink
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users which contains i.i.d. CN(0, 1) entries; D
1
2
d 2 CKd⇥Kd is a diagonal matrix

whose diagonal entry denotes the path loss of each downlink channel, i.e., (D
1
2
d )j =

p

�d,j, j 2 Kd; GI 2 CKd⇥Ku denotes the interference channel between uplink users

and downlink users, and each entry (GI)j,i = g(i)
I,j incorporates both fast fading and

path loss, and g(i)
I,j ⇠ CN

⇣

0, �(i)
I,j

⌘

; xd 2 CM⇥1 denotes the downlink transmit vector

signal and satisfies the power constraint ||xd||2 = Pd; nd denotes the receiver noise

which contains i.i.d. CN(0, 1) entries.

For the side-channel communication, we will divide the total side-channel band-

width into Ku orthogonal bands such that each uplink user will broadcast its side-

channel signal over the allocated side-channel band. Hence the j-th downlink user

will receive a side-channel signal from the i-th uplink user over the i-th side-channel

band as

y(i)
s,j = g(i)

s,jxs,i + n(i)
s,j, (4.3)

where g(i)
s,j is the side-channel coe�cient which models both fast fading and path loss

between the i-th uplink user and the j-th downlink user, and g(i)
s,j ⇠ CN

✓

0, �(i)
s,j

◆

,

i 2 Ku, j 2 Kd; xs,i denotes the side-channel transmit signal and satisfies the power

constraint |xs,i|2 = Ps,i; n
(i)
s,j denotes the receiver noise which contains i.i.d. CN(0,W )

entries.

The path loss of each channel is inversely proportional to the channel distance

such that �u,i / d�↵
u,i , �d,j / d�↵

d,j , i 2 Ku, j 2 Kd, where ↵ is the main-channel

path-loss parameter, du,i denotes the distance between the i-th uplink user and BS

and dd,j denotes the distance between the j-th downlink user and BS.
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4.3 ARQ Protocol Design with Side-Channels

In this section, we present our ARQ design with side-channels in the MU-MIMO

full-duplex network. Our protocol design will integrate ARQ at the MAC layer with

enhanced interference management scheme via side-channel at the PHY. When an up-

link or downlink user fails to decode its packet, a negative-acknowledgment (NACK)

will be sent back to the transmitter to request for retransmission. Otherwise, an ac-

knowledgment (ACK) will be sent back so that the transmitter can start new trans-

mission in the next time. We assume that the receivers can perfectly detect the packet

errors and ACK/NACK will be fed back to the transmitters for acknowledgement or

retransmission. At the PHY, we assume that the optimal channel codes are used to

support instantaneous channel capacity. Outage will happen if the transmission rate

exceeds the channel capacity due to channel fading and interference.

We assume that all the users use orthogonal resource blocks to feedback up- and

downlink ARQ signals such that uplink users can overhear the downlink feedback.

We further assume that all the channel state information is available at the downlink

users, including the interference channel and side-channel. We will exploit the ARQ

feedback information at the MAC layer to design a PHY scheme using side-channels

to improve the system goodput. The goodput is defined as the number of successful

delivered data bits over transmission time.

4.3.1 Goodput of baseline systems without side-channels

We first derive the goodput of full-duplex system without side-channels. Assuming the

transmitter has J packets to transmit, each packet has L bits and the transmission

rate is R bits/sec. Each packet require Xi number of ARQ rounds for successful
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delivery. As J ! 1, the long-term goodput G can be calculated according to [45]:

G = lim
J!1

JL
L
R

PJ
i=1 Xi

= lim
J!1

R
1
J

PJ
i=1 Xi

=
R

E(X)
, (4.4)

where X is a random variable denoting the number of retranmissison of a packet till

success. If we define a link error probability as ✏, X is geometric distributed with

parameter 1 � ✏. Thus we have E(X) = 1
1�✏

and the goodput is R(1 � ✏).

4.3.1.1 Full-duplex baseline system

In order to calculate the goodput of our MU-MIMO full-duplex system, we need to

first find out link error probability of each uplink and downlink channel.

To decode the uplink streams, we apply zero-forcing beamforming (ZFBF) at the

BS receiver in equation (4.1) such that ru = AHyu, where AH = (HH
u Hu)�1HH

u ,

and H denotes the Hermitian operator. The received uplink stream sent by the i-th

uplink user can be written as ru,j =
p

�u,ixu,i + (AH)inu, where (AH)i denotes the

i-th row of AH . Now we can compute the SINR for the i-th uplink user as follows

SINR

fd
u,i =

Pu,i�u,i

||(AH)i||2
=

Pu,i�u,i

[(HH
u Hu)�1]i,i

, Pu,i�u,iXu,i,

(4.5)

where Xu,i , 1
[(HH

u Hu)�1]i,i
follows Erlang distribution [46] with shape parameter M �

Ku + 1 and scale parameter 1, and the probability density function (PDF) can be

represented by

fXu,i
(x) =

e�x

(M � Ku)!
xM�Ku . (4.6)

For the downlink transmit signal, we apply ZFBF precoder at BS in equation (5.3)



79

such that xd =
q

Pd

�
Wsd, where W 2 CM⇥Kd is the precoder, sd 2 CKd⇥1 denotes

the downlink messages and contains i.i.d. CN(0, 1) entries, � is the BS power normal-

ization factor; and we have W = HH
d (HdH

H
d )�1, � = ||Wsd|| = sH

d (HdH
H
d )�1sd.

The received signal at the j-th downlink user can be written as yd,j =
q

Pd�d,j

�
sd,j +

PKu

i=1 g
(i)
I,jxu,i + nd,j. The SINR of the j-th downlink user can be calculated as

SINR

fd
d,j =

Pd�d,j

�
⇣

1 +
PKu

i=1 |g(i)
I,j|2Pu,i

⌘ , Pd�d,jXd,j

1 + Yd,j

, (4.7)

where Xd,j , 1
�
and Yd,j , PKu

i=1 |g(i)
I,j|2Pu,i. Xd,j follows scaled F-distribution [47]

with parameter n1 = 2(M � Kd + 1), n2 = 2Kd, and is given as

Xd,j ⇠ M � Kd + 1

Kd

F2(M�Kd+1),2Kd
. (4.8)

and the PDF is

fXd,j
(x) =

M !

(Kd � 1)!(M � Kd)!

xM�Kd

(1 + x)M+1
. (4.9)

The F-distribution can further be approximated by a Chi-square distribution with

degrees-of-freedom n1 = 2(M � Kd + 1) [48] such that Xd,j ⇠ G(n2x, n1) and the

corresponding PDF can be approximated as

fXd,j
(x) ⇡ KM�Kd+1

d

(M � Kd)!
eKdxxM�Kd . (4.10)

The received interference power from the i-th uplink user to the j-th downlink user,

i.e., |g(i)
I,j|2Pu,i follows exponential distribution such that |g(i)

I,j|2Pu,i ⇠ exp

✓

1

Pu,i�
(i)
I,j

◆

.

We assume that we have pairwise distinct respective parameters Pu,i�
(i)
I,j, 8i 2 {1, · · · , Ku},

j 2 {1, · · · , Kd}, and the heterogeneous interference can be caused by di↵erent inter-
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ference channel strengths and uplink user transmit power. Hence Yd,j follows Hypo-

exponential distribution and the PDF of Yd,j is given below [49]

fYd,j
(y) =

 

Ku
Y

i=1

1

Pu,i�
(i)
I,j

!

Ku
X

k=1

exp

✓

� y

Pu,k�
(k)
I,j

◆

QKu

t 6=k,t=1

✓

1

Pu,t�
(t)
I,j

� 1

Pu,k�
(k)
I,j

◆ . (4.11)

Based on the up- and downlink SINRs that we have calculated above, next we

compute link error probability of each up- and downlink channel as follows. When a

strong channel code with a blocklength long enough is used for transmission, outage

will occur if the transmission rate exceeds the instantaneous shannon capacity [45].

For simplicity, we assume that the transmission rate of each packet is R bits/sec.

The link error probability of the i-th uplink user in the MU-MIMO full-duplex

network is given below, where i 2 Ku

✏fdu,i = Pr(log(1 + SINR

fd
u,i) < R)

= Pr(SINRfd
u,i < �th)

= 1 � exp

✓

� �th
Pu,i�u,i

◆M�Ku
X

k=0

1

k!

✓

�th
Pu,i�u,i

◆k

,

(4.12)

where �th = 2R � 1.

Similarly, the link error probability of the j-th downlink user, where j 2 Kd, is

given as

✏fdd,j = Pr(log(1 + SINR

fd
d,j) < R)

= Pr(SINRfd
d,j < �th)

= Pr

✓

Xd,j

1 + Yd,j

<
�th

Pd�d,j

◆

(4.13)

In the Interference limited regime, where Yd,j � 1, we can further approximate the
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link error probability as

✏fdd,j ⇡ Pr

✓

Xd,j

Yd,j

<
�th

Pd�d,j

◆

(in the interference limited regime)

=

Z 1

0

Z

�thy

Pd�d,j

0

fXd,j
(x)dxfYd,j

(y)dy

=

Z 1

0

1

a!
�(a, bj)fYd,j

(y)dy

=

Z 1

0

1

a!
�(a, bj)

✓ Ku
Y

i=1

cj,i

◆ Ku
X

i=1

e�cj,iy

dj,i
dy (substitute (4.11))

=
Ku
Y

i=1

cj,ib
a
j

Ku
X

i=1

2F1

⇣

1, 1 + a; 1 + a; bj
bj+cj,i

⌘

(bj + cj,i)a+1dj,i
(eq. 6.455-2 in [50])

=
Ku
Y

i=1

cj,ib
a
j

Ku
X

i=1

1

cj,i(bj + cj,i)adj,i
,

(4.14)

where �(., .) is the lower incomplete Gamma function, a = M � Kd + 1, bj =
Kd�th
Pd�d,j

,

cj,i =
1

Pu,i�
(i)
I,j

, dj,i =
Q

t 6=i(cj,t � cj,i), 2F1(., .; .; .)) is the Gauss’ hypergeometric func-

tion [50] and 2F1(1, x; x; z) =
1

1�z
.

Proposition 1. In a (M,Ku, Kd) MU-MIMO full-duplex network with transmit and

receive zero-forcing beamforming, the goodputs of uplink and downlink transmission

are given by

Gfd
u,i = R(1 � ✏fdu,i), i 2 Ku

Gfd
d,j = R(1 � ✏fdd,j), j 2 Kd

Gfd
sum =

X

i2Ku

Gfd
u,i +

X

j2Kd

Gfd
d,j,

(4.15)

where ✏fdu,i and ✏fdd,j are given in (4.12) and (4.14), respectively.

Note that if we have a delay constraint imposed on the system which only allows

finite number of retransmission. Our goodput expressions will not be a↵ected, the
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delay constraint will only a↵ect the sequence of the packet delivery. We give an outline

of the proof. We assume that the maximum number of retransmission for each packet

is d � 1 with a link error probability ✏, meaning the probability of a packet being

discarded is ✏d. We also assume that the packet loss probability after delay limit is

no more than q such that ✏d  q. By applying the renewal-reward theorem, we can

compute the goodput. The average reward considering the limit d is R(1 � ✏d), and

E(x) is the average renewal interval per packet. Hence the goodput is R(1�✏d)
E(x)

[45],

and the goodput further can be calculated to be R(1 � ✏), subject to ✏d  q.

4.3.1.2 Half-duplex baseline system

In the half-duplex system, the uplink and downlink transmissions are in di↵erent

time-frequency slots. We first calculate the link error probability in the half-duplex

system. The uplink SINR in the half-duplex is the same as that in the full-duplex

system, i.e., SINRhd
u,i = SINR

fd
u,i, where i 2 Ku. Hence the corresponding uplink error

probability in the half-duplex system is also same as that in the full-duplex system,

✏hdu,i = ✏fdu,i, i 2 Ku. (4.16)

The downlink SINR in the half-duplex system will be di↵erent than that in the

full-duplex system, since there is no UE-UE interference in the half-duplex system.

The SINR of the j-th downlink user, where j 2 Kd, is given as

SINR

hd
d,j =

Pd�d,j

�
, Pd�d,jXd,j, (4.17)

where Xd,j is a scaled F-distributed random variable whose PDF and approximation

are given in (4.9) and (4.10), respectively.
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Hence the link error probability of the j-th downlink user is

✏hdd,j = Pr
�

log(1 + SINR

hd
d,j) < R

�

= Pr(SINRhd
d,j < �th)

= Pr

✓

Xd,j <
�th

Pd�d,j

◆

⇡
�
⇣

M � Kd + 1, Kd�th
Pd�d,j

⌘

(M � Kd)!
,

(4.18)

where �(., .) is the lower incomplete gamma function.

Proposition 2. In a (M,Ku, Kd) MU-MIMO half-duplex network with transmit and

receive zero-forcing beamforming, the goodputs of uplink and downlink transmission

are given by

Ghd
u,i = R(1 � ✏hdu,i), i 2 Ku

Ghd
d,j = R(1 � ✏hdd,j), j 2 Kd

Ghd
sum = ↵

X

i2Ku

Ghd
u,i + (1 � ↵)

X

j2Kd

Ghd
d,j,

(4.19)

where ↵ 2 [0, 1], ✏hdu,i and ✏hdd,j are given in (4.16) and (4.18), respectively.

4.3.2 Decode-and-cancel over side-channels

In the main-channel, we have the ARQ process where the erroneous data will be de-

tected for retransmission. In contrast, there is no ARQ for the data transmission over

the side-channels such that no delay is introduced to the main-channel communica-

tion. Hence the side-channel data transmission will only depend on the side-channel

link quality. The SINR of each side-channel between the i-th uplink user and the j-th
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downlink is

SINR

(i)
s,j =

|g(i)
s,j|2Ps,i

W
. (4.20)

Now we can calculate the link error probability of the side-channel between the i-th

uplink user and the j-th downlink as,

✏(i)s,j = Pr
⇣

W log(1 + SINR

(i)
s,j) < R

⌘

= Pr(SINR(i)
s,j < �s,th)

= 1 � exp

 

��s,thW

Ps,i�
(i)
s,j

!

,

(4.21)

where �s,th = 2
R
W � 1.

Given di↵erent side-channel conditions, the SINR of the j-th downlink user after

applying decode-and-cancel is

SINR

fd�sc
d,j =

Pd�d,j

�
⇣

1 +
P

i2Sj |g(i)
I,j|2Pu,i

⌘ , (4.22)

where Sj = {i |i 2 Ku : SINR(i)
s,j < �s,th}, Sj is the set of uplink users whose interfering

signal can’t be decoded and cancelled at the j-th downlink user.

Next, we calculate the downlink error probability in the full-duplex system with

side-channels. By considering all the conditional probability of j-th downlink failure

given the side-channel condition, we have

✏fd�sc
d,j = E

h

Pr(SINRfd�sc
d,j < �th)|SINR(i)

s,j, 8i 2 Ku

i

= ✏fdd,j
Y

i2Ku

✏(i)s,j +
X

Sj 6=;
Sj 6=Ku

P (Sj)
Y

l2Ku\Sj

(1 � ✏(l)s,j)
Y

k2Sj

✏(k)
s,j + ✏hdd,j

Y

i2Ku

(1 � ✏(i)s,j),
(4.23)
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where P (Sj) =
Q

i2Sj cj,ib
a
j

P

i2Sj
1

cj,i(bj+cj,i)adj,i
, a = M � Kd + 1, bj = Kd�th

Pd�d,j
, cj,i =

1

Pu,i�
(i)
I,j

, dj,i =
Q

t 6=i(cj,t � cj,i), 2F1(., .; .; .)) is the Gauss’ hypergeometric function, and

2F1(1, x; x; z) =
1
z
. The notation of

P

Sj 6=;
Sj 6=Ku

denotes the summation over all possible

sets of Sj except the empty set and the full set.

4.3.3 Proactive side-channel assisted ARQ protocol

The proactive protocol will use side-channels proactively irrespective of the downlink

feedback. The use of side-channel is triggered only by the conventional uplink ARQ

feedback. In the first round of transmission, each uplink user transmits its packet

over both main-channel and side-channel. At the end of the data transmission, each

uplink user will receive ARQ feedback from the BS. When an uplink user receives

an ACK, it will transmit a new packet over both main-channel and side-channel in

the next round. However, if an uplink user receives a NACK, there is no need to

retransmit the previous packet over the side-channel in the next round because the

downlink users already have the old copy of the interfering uplink packet. Hence the

side-channel assisted ARQ based full-duplex system is a memory system.

At the downlink receiver, it will first attempt to decode downlink data sent from

the BS over the main-channel, if the data fails to be decoded, then the downlink user

will perform decode-and-cancel scheme [38] to decode the packet sent from the side-

channel, re-generate interfering main-channel signal locally, then cancel the interfer-

ence from the main-channel. Next, the downlink user will decode its intended packet

from the main-channel. If the side-channel packet fails to be decoded, the downlink

user will continue to perform its main-channel decoding, and thus our side-channel as-

sisted ARQ protocol will not impose any delay for main-channel communication. The

proactive protocol communication process is given in Figure 4.2 where Ku = Kd = 2.
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Figure 4.2: Proactive protocol process where Ku = Kd = 2.

Based on the proactive protocol, we can use the side-channel to help improve

downlink goodput by mitigating UE-UE interference, which is presented in the fol-

lowing proposition.

Proposition 3. In a (M,Ku, Kd,W ) side-channel assisted MU-MIMO full-duplex

network, the goodputs of uplink and downlink transmission using proactive protocol,

are given by

Gpro
u,i = Gfd

u,i, i 2 Ku

Gpro
d,j = R

⇣

1 � ✏fd�sc
d,j

⌘

, j 2 Kd

(4.24)

where Gfd
u,i is given (4.15) and ✏fd�sc

d,j is given in (4.23).

Proof. Since the use of side-channels will only help alleviate the interference for the

downlink users, the uplink goodput will not be a↵ected by the proactive protocol.

The e↵ective link error probability of the j-th downlink user after applying proac-

tive protocol can be computed by considering all the conditional probability of j-th

downlink failure given the side-channel condition. Hence he downlink goodput can
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be derived accordingly.

4.3.4 Reactive side-channels assisted ARQ protocol

The reactive protocol will use the side-channels on demand. The use of side-channels

is triggered based on both uplink ARQ and our designed downlink ARQ feedback. We

design two di↵erent downlink ARQ feedback mechanisms when a packet is in error:

one is NACK-N which indicates that the erroneous packet is due to noise; the other

one is NACK-I which indicates the erroneous packet is due to interference. When

an uplink user overhears NACK-I from downlink users and its previous uplink ARQ

feedback is ACK, the uplink user will send a new packet over both main-channel and

side-channel in the next time slot. Each downlink user will first decode the intended

packets on the main-channel. If the downlink user encounters decoding failure, it

will perform decode-and-cancel to cancel interference from uplink users using the

side-channel information.

Each uplink user will not use side-channels if it overhears downlink ACK or NACK-

N, neither will the uplink user use side-channels if its uplink feedback is NACK (except

for the first time to use side-channels) since the the downlink users already have the

previous uplink packet. The reactive protocol communication process is given in

Figure 4.3 where Ku = Kd = 2.

We first compute downlink error probability due to noise which will be used later

in our goodput analysis. We denote pN,j as the link error probability of the j-th

downlink user due to noise. The link error is caused by noise if the interference level

is below a certain noise threshold. The aggregated interference at the j-th downlink

user is Yd,j , PKu

i=1 |g(i)
I,j|2Pu,i, and Yd,j follows Hypoexponential distribution whose
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Figure 4.3: Reactive protocol process where Ku = Kd = 2.

PDF is given in (4.11). Hence we have

pN,j = Pr(Yd,j < Nth)

=

 

Ku
Y

i=1

1

Pu,i�
(i)
I,j

!

Ku
X

k=1

Pu,k�
(k)
I,j

✓

1 � exp

✓

� Nth

Pu,k�
(k)
I,j

◆◆

QKu

t 6=k,t=1

✓

1

Pu,t�
(t)
I,j

� 1

Pu,k�
(k)
I,j

◆ ,
(4.25)

where Nth is the noise threshold.

In the following proposition, we state the goodput of the side-channel assisted

full-duplex system using reactive protocol.

Proposition 4. In a (M,Ku, Kd,W ) side-channel assisted MU-MIMO full-duplex

network, the goodputs of uplink and downlink transmission using reactive protocol,

are given by

Grea
u,i = Gfd

u,i, i 2 Ku

Grea
d,j = R

 

1 �
✏fdd,j

1 + ✏fdd,j � PN,j✏hdd,j � (1 � PN,j)✏
fd�sc
d,j

!

, j 2 Kd,
(4.26)
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where ✏fd�sc
d,j is given in (4.23), and pN,j is given in (4.25).

Proof. In the reactive protocol, since the use of side-channels will be triggered starting

from the second transmission time based on the downlink ARQ feedback, we can

compute the downlink link error probability in the reactive protocol ✏read,j as

✏read,j = ET [Pr(SINR
fd�sc
d,j < �th)|T ]

= Pr(T = 1)Pr(SINRfd�sc
d,j < �th)|T = 1)

+ Pr(T 6= 1)Pr(SINRfd�sc
d,j < �th)|T 6= 1)

= (1 � ✏read,j )✏
fd
d,j + ✏read,j

�

Pr(SINRfd�sc
d,j < �th)|NACK-N)

+ Pr(SINRfd�sc
d,j < �th)|NACK-I)

�

= (1 � ✏read,j )✏
fd
d,j + ✏read,j

⇣

PN,j✏
hd
d,j + (1 � PN,j)✏

fd�sc
d,j

⌘

) ✏read,j =
✏fdd,j

1 + ✏fdd,j � PN,j✏hdd,j � (1 � PN,j)✏
fd�sc
d,j

.

(4.27)

With the derived ✏read,j , the downlink goodput in the reactive protocol is Grea
d,j =

R(1 � ✏read,j ). And the uplink goodput is the same as the baseline full-duplex system.

4.3.5 Energy e�ciency for side-channel protocols

In this section, we will evaluate the energy-e�ciency (bits/Joule) of both proac-

tive and reactive side-channel assisted ARQ protocols. Since we exploit the use of

side-channel to manage UE-UE interference, only downlink performance will be en-

hanced. Therefore we define the energy-e�ciency as the ratio between downlink

goodput (bits/s) and average side-channel transmit power (Joule/s). We only need

to calculate how much downlink goodput can be achieved for every Joule spent on

the side-channels. As we would expect, the proactive protocol will achieve higher
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downlink goodput while reactive protocol will spend less energy on the side-channel

transmission. Hence there exists regimes where one protocol will outperform the other

in terms of energy-e�ciency.

For the ease of analysis, we assume the side-channel transmit power is fixed as Ps

for all uplink users. Now we will compute the average side-channel transmit power

per packet for all uplink users in the proactive protocol as

Ppro =
X

i2Ku

(1 � ✏fdu,i)Ps. (4.28)

And the average side-channel transmit power per packet for all uplink user in the

reactive protocol is

Prea =

8

>

>

>

>

>

>

<

>

>

>

>

>

>

:

0, if minj2Kd
pN,j = 1 or maxj2Kd

✏fdd,j = 0
⇣

P

i2U(1 � minj2Kd
pN,j)

maxj2Kd
E(Jj)�1

maxj2Kd
E(Jj)

⌘

Ps

+
P

i02Ku\U(1 � minj2Kd
pN,j)(1 � ✏fdu,i0)Ps, otherwise

(4.29)

where U = {i |i 2 Ku : ✏fdu,i = 0}; E(Jj) is the average retransmission time of each

packet for the j-th downlink user in the reactive protocol, E(Jj) = 1/(1 � ✏read,j ), and

✏read,j =
✏fdd,j

1+✏fdd,j�PN,j✏
hd
d,j�(1�PN,j)✏

fd�sc
d,j

.

Now we can compute the energy e�ciency as bit per Joule for proactive and

reactive protocols as follows:

⌘pro =

P

j2Kd
Gpro

d,j

Ppro

,

⌘rea =

P

j2Kd
Grea

d,j

Prea

.

(4.30)
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4.4 Numerical Results

In this section, we present the numerical results to verify our protocol analysis. In

the numerical simulation, we assume that the number of BS antennas M = 4, and

up- and downlink users Ku = Kd = 2. The main-channel transmit power is 20 dB

and the side-channel transmit power is 15 dB. For the large-scale fading parameters,

we let �u,i = �d,j = 1, and �(i)
I,j = �(i)

s,j ⇠ uniform(3, 5), 8i 2 Ku, j 2 Kd. We further

assume the side-channel bandwidth W = 3 while the main-channel bandwidth is

normalized as 1. We run hundreds of simulation to compare sum goodput for the

following five systems: 1) half-duplex system with an equal time/frequency sharing

between up- and downlink transmission; 2) full-duplex system without side-channels;

3) full-duplex system with reactive protocol; 4) full-duplex with proactive protocol;

5) ideal full-duplex upper bound (no interference in the system).

Figure 4.4 illustrates the system performance with di↵erent transmission rates.

The goodputs of five di↵erent systems are given in Figure 4.4(a), and energy e�ciency

of proactive and reactive side-channel protocols is given in Figure 4.4(b). The goodput

of each system is a convex function of the transmission rate. This is because when

the transmission rate is low, the corresponding goodput also becomes low. When the

transmission rate is high, the link error probability will increase and result in more

retransmission, thus reducing the system goodput. With our side-channel protocols,

the system goodput can be significantly improved over the half-duplex and full-duplex

baseline systems, and proactive protocol achieves higher energy e�ciency.

The system performance with various number of BS antennas M is shown in

Figure 4.5 when R = 3 bits/s. We observe that the performance of full-duplex system

without side-channels will scale with M much faster than other systems. Proactive

side-channel protocol achieves higher energy e�ciency when M is small while reactive

protocol achieves higher energy e�ciency when M is large. The reason behind this
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result is that as M increases, the signal link strength will increase and the number

of data retransmission will reduce. As a result, we use side-channel less often to

mitigate interference for large M and reactive protocol is better choice. In contrast,

when M is small, we need to use the side-channels more often to evoke enhanced

interference management, and proactive protocol is more e↵ective. We conclude that

large number BS antennas can help reduce side-channel bandwidth/power to maintain

the same goodput performance.

Figure 4.6 shows the system performance with di↵erent side-channel bandwidths

when R = 6 bits/s. As we increase the side-channel bandwidth, the performance of

both proactive and reactive side-channel protocols will improve, and proactive will

achieve close to the upper bound goodput performance.

Figure 4.7 demonstrates the system performance with varying interference level

when R = 4 bits/s. The goodput of both side-channel protocols will scale with

increasing interference level, while the performance of full-duplex system without

side-channel decays as interference level increases. This is because as the average

interference link strength become stronger, i.e., uplink user to downlink user distance

become closer, the side-channel strength will also increase. Hence the use of side-

channels for decoding and canceling the interference is more e↵ective as interference

level increases. Moreover, the proactive protocol outperforms the reactive protocol in

the high interference regime in energy e�ciency as we need to use the side-channels

more frequently to combat interference.
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Chapter 5

Large Antenna Analysis of Multi-Cell Full-Duplex

System

5.1 Introduction

In this chapter, we will extend our study of MU-MIMO full-duplex networks to a

multi-cell scenario. In a multi-cell MU-MIMO full-duplex system, there are more

simultaneous active links compared to the half-duplex counterpart, which result in

additional interference. In the example of multi-cell MU-MIMO full-duplex network

shown in Figure 5.1, the uplink rate will be a↵ected by the new interference from

neighboring full-duplex BSs, and downlink rate will be a↵ected by the new interfer-

ence from uplink users (UE). There is a possibility that in the multi-cell MU-MIMO

full-duplex networks, full-duplex gains can be o↵set by the loss due to additional

interference. Managing interference is therefore critical to retain the full-duplex gain

in such multi-cell networks.

In this paper, we study if and how large antenna arrays at BSs can be used to

manage the increased intra- and inter-cell interference in full-duplex enabled networks.

Recently, the use of a very large antenna array at the BS has become very attractive [4,
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BS-BS interference�

UE-UE interference�

cell � l

cell � j

Figure 5.1: The full-duplex BS in each cell has M antennas, and the UE has single
antenna with either full-duplex or half-duplex radio. Besides the conventional uplink
and downlink interference that exist in the half-duplex system, there will be new
BS-BS and UE-UE interference highlighted by the red dash lines.

5, 6], where a BS has orders of magnitude more antennas compared with the current

use. The large antenna array at the BS not only can increase the network capacity

many-fold, but also enable a new network architecture to simplify baseband signal

processing [4], eliminate inter-cell interference [1], and reduce node transmit power for

energy saving [3]. The experimental evidence on the benefits of massive MIMO has

already sparked strong industry interest and 64-antenna configuration is now being

considered for 5G systems.

In the rest of the chapter, we characterize the ergodic achievable rates for the case

of simple linear receivers and precoders. Our rate analysis takes into account prac-

tical constraints such as imperfect full-duplex radio chains, channel estimation error,

training overhead and pilot contamination. We also analyze the system performance

in the asymptotic regime where the number of BS antennas grows infinitely large.

Numerical evaluation is provided in the end.
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5.2 Multi-Cell Full-Duplex System Model

We consider a multi-cell MU-MIMO full-duplex system with L (� 1) cells, where each

cell has one in-band full-duplex BS with M antennas. In each cell, single-antenna

UEs with either full-duplex or half-duplex radios are supported. Each BS can serve

Kf full-duplex (FD) users, Ku
h half-duplex (HD) uplink users and Kd

h half-duplex

downlink users. We denote Ku = {1, · · · , Kf
| {z }

FD UE

, Kf + 1, · · · , Kf +Ku
h

| {z }

HD UE

} as the set of

all uplink users, where the first Kf elements represent Kf full-duplex users; and the

last Ku
h elements represent half-duplex uplink users. The set of all downlink users

are denoted as Kd = {1, · · · , Kf
| {z }

FD UE

, Kf + 1, · · · , Kf +Kd
h

| {z }

HD UE

}, where the first Kf elements

represent full-duplex users, and the last Kd
h elements represent half-duplex downlink

users. We further denote the set of full-duplex users as Kf , {1, · · · , Kf} and set

of half-duplex downlink users as Kd
h , {Kf + 1, · · · , Kf + Kd

h}. The total number

of uplink users is |Ku| , Ku = Kf +Ku
h and the total number of downlink users is

|Kd| , Kd = Kf +Kd
h.

The uplink and downlink data are transmitted over the same time-frequency slot

with block fading. The analysis in this chapter can be applied to wide-band channels

such as OFDM system.

In this work, we will consider practical constraints on the full-duplex radio chains

such as non-ideal power amplifier, oscillator phase noise, non-ideal digital-to-analog

converter and analog-to-digital converter, which can be captured by the dynamic

range model [51, 52, 53]. The dynamic range model approximates the imperfect full-

duplex transmit radio chain as an additive white Gaussian “transmitter noise” added

to each transmit antenna. The variance of the transmitter noise is  ( ⌧ 1) times

the power of the transmit signals, where  is the dynamic range parameter. The full-

duplex transmitter noise will propagate over the self-interference (SI) channel and
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is nontrivial compared to receiver thermal noise. However, the e↵ect of transmitter

noise that propagates over the uplink/downlink channels is negligible when compared

to receiver thermal noise [53].

5.2.1 Uplink

The j-th full-duplex BS will receive an M ⇥ 1 uplink signal vector y0
u,j:

y0
u,j =

L
X

l=1

Gu,jlxu,l +
L
X

l=1

Vjlxd,l + Vjjebs,j + nu,j, (5.1)

where xu,l =
p
Puul denotes the uplink transmit signal vector, ul , [ul,1, · · · , ul,Ku ]

T

is a Ku ⇥ 1 vector consisting of uplink messages of the Ku uplink users in the l-th

cell. Each user has an average power constraint Pu, and E(|ul,k|2) = 1, for k 2 Ku.

xd,l is an M ⇥ 1 vector denoting downlink transmit signal in the l-th cell. Each BS

has an average power constraint Pd.

We assume Gu,jl is an M ⇥ Ku matrix denoting the channel between the uplink

users in the l-th cell and the j-th BS. The propagation channel model in our system

considers both small-scale fading due to mobility and multipath, and large-scale fading

due to geometric attenuation and shadowing e↵ect, thus allowing arbitrary cell layout.

The uplink channel Gu,jl encompasses independent small-scale fading and large-

scale fading

(Gu,jl)m,n , gu,jmln = hu,jmln

p

�u,jln,

where j, l 2 {1, · · · , L},m 2 {1, · · · ,M}, n 2 Ku. hu,jmln is the small-scale fading

value between the n-th uplink user in the l-th cell and the m-th antenna at the j-th

BS, following independent and identically distributed (i.i.d.) circularly-symmetric

complex Gaussian distribution CN(0, 1). We use �u,jln to model the path loss and

shadow fading between the n-th uplink user in the l-th cell and the j-th BS, which is
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independent of m. Such long-term parameters can be measured at the BS.

The BS-BS channel Vj,l is an M ⇥ M matrix denoting the channel between the

l-th BS and the j-th BS, and Vj,j denotes the SI channel for the j-th full-duplex BS.

We assume Vj,l contains i.i.d CN(0, �b,jl) elements. The imperfect transmit front-end

chain is modeled as transmit noise ebs,j 2 CM⇥1 added to each transmit antenna

at the j-th full-duplex BS. And ebs,j will propagate through the SI channel and

follow CN
�

0, Pd

M
IM

�

assuming equal power allocation among downlink users, where

IM denotes an M ⇥M identity matrix. The receiver thermal noise is denoted as nu,j

which contains i.i.d CN(0, �2) entries.

The j-th BS then performs SI cancellation by knowing its SI channel and its

downlink signal. Hence from (5.1), we have

yu,j =
L
X

l=1

Gu,jlxu,l +
L
X

l 6=j

Vj,lxd,l + zu,j, (5.2)

where zu,j ⇠ CN (0, (�2 + Pd�b,jj) IM).

5.2.2 Downlink

The received signals for the Kd downlink users in the l-th cell can be expressed as a

Kd ⇥ 1 vector yd,l , given by

yd,l =
L
X

j=1

GT
d,jlxd,j +

L
X

j=1

Fljxu,j + Jl + nd,l, (5.3)

where Gd,jl is an M ⇥Kd matrix denoting the channel between the downlink users in

the l-th cell and the j-th BS, the downlink channel can be represented as GT
d,jl and

we have

(Gd,jl)
T
m,k , gTd,jmlk = hT

d,jmlk

p

�d,jlk,
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where k 2 Kd, the superscript “T” denotes transpose. hd,jmlk is the small-scale fading

value between the k-th downlink user in the l-th cell and the m-th antenna at the

j-th BS, with zero mean and unit variance. �d,jlk incorporates path loss and shadow

fading between the k-th downlink user in the l-th cell and the j-th BS .

The UE-UE interference channel Flj is a Kd⇥Ku matrix denoting the interference

channel from Ku uplink users in the j-th to Kd downlink users in the l-th cell; Jl =
0

B

@

diag(Sll)eue,l

0

1

C

A

is a Kd ⇥ 1 vector, where Sll is a Kf ⇥ Kf matrix denoting the

interference channels between full-duplex users in the l-th cell. The diagonal elements

of Sll constitute SI channels for each full-duplex user in the l-th cell. And Sll is a sub-

matrix of Fll, where (diag(Sll))k = (Fll)k,k , flklk, k 2 Kf . We assume each entry in

(Flj)k,n , flkjn models both the large-scale and small-scale fading channel coe�cient

between the n-th uplink user in the j-th cell and the k-th downlink user in the l-th

cell, and follows i.i.d. ⇠ CN(0, �I,lkjn), where j, l 2 {1, · · · , L} and n 2 Ku, k 2 Kd.

The transmit noise at each full-duplex user in the l-th cell eue,l 2 CKf⇥1 will propagate

through the SI channel and follow CN
�

0,PuIKf

�

. The receiver thermal noise nd,l

follows ⇠ CN(0, �2IKd
).

Next, the k-th full-duplex user in the l-th cell where k 2 Kf , will perform SI

cancellation by subtracting out its own interference from the received signal in (5.3).

Thus we have

rd,lk =
L
X

j=1

gT
d,jlkxd,j +

L
X

j=1

Ku
X

n=1

p

Puflkjnuj,n �
p

Puflklkul,k + zd,lk, (5.4)

where gd,jlk is the k-th column of matrix Gd,jl and zd,lk ⇠ CN (0, (�2 + Pu�I,lklk)) .

The expressions of the received downlink signals for full-duplex users and half-

duplex users will di↵er, because for a full-duplex user, after SI cancellation there is

no self UE-UE interference but an additional transmit noise is added to the received
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signal, while for a half-duplex downlink user, it will su↵er the interference from all

uplink users. Hence we can rewrite the received downlink signal for the k0-th half-

duplex user in the l-th cell where k0 2 Kd
h as

rd,lk0 =
L
X

j=1

gT
d,jlk0xd,j +

L
X

j=1

Ku
X

n=1

p

Puflk0jnuj,n + nd,lk0 , (5.5)

where nd,lk0 is the k0-th element in nd,l.

5.3 Achievable Rates in Full-Duplex Networks

In this section, we will derive the up- and downlink ergodic achievable rates in multi-

cell MU-MIMO full-duplex networks. We first study the case of perfect channel state

information (CSI) where the channel information is obtained perfectly at no cost.

Next, we consider the channel estimation error, where CSI is estimated from uplink

pilot sequences. We assume synchronized reception from all cells, which will reflect

the worst possible scenario of pilot contamination [1].

5.3.1 Perfect channel state information

5.3.1.1 Uplink with maximum ratio combining

The j-th BS will receive data transmitted by its associated Ku uplink users, together

with the interference from other cells. We apply a low-complexity linear receiver, i.e.,

maximum ratio combing for uplink signal detection. The j-th BS will multiply the

received signal after SI cancellation by the conjugate-transpose of its uplink channel
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GH
u,jj to obtain a Ku ⇥ 1 signal vector

ru,j = GH
u,jjyu,j

= GH
u,jjGu,jjxu,j +

X

l 6=j

GH
u,jjGu,jlxu,l +

X

l 6=j

GH
u,jjVj,lxd,l + GH

u,jjzu,j,
(5.6)

where superscript “H” denotes conjugate-transpose, yu,j is given in (5.2).

5.3.1.2 Downlink with conjugate beamforming

The l-th BS will transmit an M ⇥ 1 downlink signal vector xd,j by precoding the

downlink messages using a conjugate beamforming linear precoder

xd,l =
G⇤

d,llp
�l

sd,l, (5.7)

where superscript “*” denotes conjugate. sd,l =
q

Pd

Kd
dl, dl , [dl,1, · · · , dl,Kd

]T is a

Kd ⇥ 1 vector consisting of downlink messages of the Kd downlink users in the l-th

cell with E(|dl,k|2) = 1, k 2 Kd; �l is the l-th cell power normalization factor to meet

the average power constraint such that E(xH
d,lxd,l) = Pd, hence �l =

E(dH
l GT

d,llG
⇤
d,lldl)

Kd
=

M
PKd

k=1 �d,llk

Kd
.

Substituting (5.7) into (5.4), we can first obtain the downlink signal at the k-th

full-duplex user in the l-th cell where k 2 Kf as

rd,lk =
L
X

j=1

Kd
X

i=1

s

Pd

Kd�j
gT
d,jlkg

⇤
d,jjidj,i +

L
X

j=1

Ku
X

n=1

p

Puflkjnuj,n �
p

Puflklkul,k + zd,lk.

(5.8)

Next, we substitute (5.7) into (5.5) to obtain the received downlink signal at the



105

k0-th half-duplex user in the l-th cell where k0 2 Kd
h as

rd,lk0 =
L
X

j=1

Kd
X

i=1

s

Pd

Kd�j
gT
d,jlk0g

⇤
d,jjidj,i +

L
X

j=1

Ku
X

n=1

p

Puflk0jnuj,n + nd,lk0 . (5.9)

5.3.1.3 Ergodic achievable rates

The interference and noise terms in (5.6), (5.8) and (5.9) can be modeled as an

additive independently Gaussian noise. By coding over infinitely large number of the

realizations of the small-scale fading channels, we can obtain the ergodic achievable

rate of the n-th uplink user in the j-th cell (bits/s/Hz) as

R̃fd,p
u,jn = E

(

log2

 

1 +
Pu kgu,jjnk4

Pu

P

(l,m) 6=(j,n) |gH
u,jjngu,jlm|2 + Ibs�bs + kgu,jjnk2 (�2 + Pd�b,jj)

!)

,

(5.10)

where n 2 Ku, Ibs�bs =
P

l 6=j

P

k2Kd

Pd

Kd�l
|gH

u,jjnVjlg
⇤
d,llk|2. The notation of

P

(l,m) 6=(j,n)

denotes the summation over all tuples (l,m) 2 {1, · · · , L} ⇥ Ku\{(l = j,m = n)}.

Similarly, the downlink ergodic achievable rates of the k-th full-duplex user and

the k0-th half-duplex user in the l-th cell are respectively given as follows

R̃fd,p
d,lk = E

(

log2

 

1 +
Pd

Kd�l
kgd,llkk4

P

(j,i) 6=(l,k)
Pd

Kd�j
|gT

d,jlkg
⇤
d,jji|2 + Iue�ue(k) � Pu|flklk|2 + �2 + Pu�I,lklk

!)

,

R̃fd,p
d,lk0 = E

(

log2

 

1 +
Pd

Kd�l
kgd,llk0k4

P

(j,i) 6=(l,k0)
Pd

Kd�j
|gT

d,jlk0g
⇤
d,jji|2 + Iue�ue(k0) + �2

!)

,

(5.11)

where k 2 Kf , k0 2 Kd
h. Iue�ue(k) =

PL
j=1

P

n2Ku
Puflkjn. The notation of

P

(j,i) 6=(l,k)

denotes the summation over all tuples (j, i) 2 {1, · · · , L} ⇥ Kd\{(j = l, i = k)}.

Proposition 5. For perfect CSI, lower bounds on the ergodic achievable rates of
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multi-cell MU-MIMO full-duplex networks when M � 3 are given as

Uplink user: Rfd,p
u,jn = log2

✓

1 +
Pu(M � 1)�u,jjn

Iup + �2 + Pd�b,jj

◆

,

Downlink, FD user: Rfd,p
d,lk = log2

 

1 +
⌘lPd(M � 1)(M � 2)�2

d,llk

Idown(k) � Pu�I,lklk + �2 + Pu�I,lklk

!

,

Downlink, HD user: Rfd,p
d,lk0 = log2

 

1 +
⌘lPd(M � 1)(M � 2)�2

d,llk0

Idown(k0) + �2

!

,

(5.12)

where n 2 Ku, k 2 Kf , k0 2 Kd
h, Iup = Pu

P

(l,m) 6=(j,n) �u,jlm+Pd

P

l 6=j �b,jl, Idown(k) =
P

i 6=k,i2Kd
⌘lPd�d,llk�d,lli(M � 2) + Pd

P

j 6=l �d,jlk +
PL

j=1

P

n2Ku
Pu�I,lkjn, and ⌘l =

1
M

P
i2Kd

�d,lli
.

Proof. Based on Jensen’s inequality and the convexity of log2 (1 + x�1), we have

E [log2 (1 + x�1)] � log2 (1 + E�1(x)). Hence we can lower bound the ergodic achiev-

able rate of the n-th uplink UE in the j-th cell in (5.10) as

R̃fd,p
u,jn � Rfd,p

u,jn , log2

 

1+

E�1

"

Pu

P

(l,m) 6=(j,n) |gH
u,jjngu,jlm|2 + Ibs�bs + kgu,jjnk2 (�2 + Pd�b,jj)

Pu kgu,jjnk4

#!

= log2

 

1 + E�1

"

Pu

P

(l,m) 6=(j,n) |g̃u,jlm|2 +
P

l 6=j

P

k2Kd

Pd

Kd�l
|ṽjlk|2 + �2 + Pd�b,jj

Pu kgu,jjnk2

#!

,

(5.13)

where g̃u,jlm , gH
u,jjngu,jlm

kgu,jjnk , ṽjlk , gH
u,jjnVjlg

⇤
d,llk

kgu,jjnk . Conditioned on gu,jjn, g̃u,jlm ⇠
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CN(0, �u,jlm) and ṽjlk ⇠ CN(0,M�b,jl�d,llk) are independent of gu,jjn. Thus we have

E
"

Pu

P

(l,m) 6=(j,n) |g̃u,jlm|2 +
P

l 6=j

P

k2Kd

Pd

Kd�l
|ṽjlk|2 + �2 + Pd�b,jj

Pu kgu,jjnk2

#

=

0

@

X

(l,m) 6=(j,n)

PuE[|g̃u,jlm|2] +
X

l 6=j

X

k2Kd

Pd

Kd�l
E[|ṽjlk|2] + �2 + Pd�b,jj

1

AE
"

1

Pu kgu,jjnk2

#

.

(5.14)

From Lemma 2.10 in [54], for a central Wishart matrix W ⇠ Wm(n, I) with

n � m, we have E[tr{W�1}] = m
n�m

for n > m. Hence

E
"

1

Pu kgu,jjnk2

#

=
1

(M � 1)Pu�u,jjn

for M � 2. (5.15)

Combing (5.13), (5.14) and (5.15), we can obtain the uplink achievable rate in (5.12).

To derive the lower bound on the downlink achievable rate, we need to evoke the

Lemma 2.10 in [54] again where E[tr{W�2}] = mn
(n�m)3�(n�m)

for n > m+1. Thus we

have

E
"

1

kgd,llkk4

#

=
1

(M � 1)(M � 2)�2
d,llk

for M � 3. (5.16)

Following the same approach used in the derivation of uplink rate, we can obtain the

achievable rate of each downlink user given in proposition 5. The details are omitted

to avoid redundancy.

5.3.2 Imperfect channel state information

In order to perform up- and downlink beamforming in MU-MIMO networks, the

BS needs to know the up- and downlink channels for uplink coherent detection and

downlink precoding. In this section, we will derive the ergodic achievable rates in
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the presence of channel estimation error. In the full-duplex system, the up- and

downlink channels are estimated through uplink training sequences, and thus the

pilot overhead is only proportional to the number of users. Simultaneous up-and

downlink data transmission starts after uplink training, as shown in Figure 5.2.

5.3.2.1 Pilot-aided channel estimation

During the uplink training period, within a coherence interval of T , Ktot , Ku+Kd�

Kf mutually orthogonal pilot sequences of length ⌧ (⌧ � Ktot) symbols are used to

estimate the channels between each BS and its associated UEs. The same set of pilot

sequences will be reused by L cells. The channel estimate will be corrupted by pilot

contamination [1] due to the non-orthogonality of the reused pilots. We assume that

each user has an average channel training power of Ptr, which is a parameter that

depends on the length of the pilot sequences.

The j-th BS will correlate the received signal from uplink training with the pilot

sequences assigned for the k-th user to obtain an M -dimensional vector ytr,jk

ytr,jk = g�,jjk +
L
X

l 6=j

g�,jlk +
njkp
Ptr

, (5.17)

where � 2 {u, d}, k 2 Ku [Kd
h, g�,jjk is the k-th column of the channel matrix G�,jj,

and njk ⇠ CN(0, �2IM). For the full-duplex users, due to the channel reciprocity, we

have gu,jji = gd,jji for i 2 Kf . Hence the estimated uplink channels for full-duplex

users can be used for downlink precoding.

The MMSE channel estimate of the k-th user in the j-th cell g�,jjk can be obtained

as [55]

ĝ�,jjk =
Ptr��,jjk

��,jk

 

L
X

l=1

g�,jlk +
njkp
Ptr

!

, (5.18)
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pilots� uplink and downlink data�

�

T

Figure 5.2: Uplink channel training in full-duplex networks.

where ��,jk = �2 + Ptr

PL
l=1 ��,jlk, and ĝ�,jjk ⇠ CN

⇣

0,
Ptr�2

�,jjk

��,jk
IM

⌘

Due to the orthogonality principle of the MMSE estimator, the true channel can

be decomposed as the estimated channel and channel estimation error. Hence we

have

g�,jjk = ĝ�,jjk + ✏�,jjk, (5.19)

where ✏�,jjk ⇠ CN

✓

0,
��,jjk(�2+Ptr

P
l 6=j ��,jlk)

��,jk
IM

◆

, and the error ✏�,jjk is independent

of the estimate ĝ�,jjk.

5.3.2.2 Uplink and downlink data transmission

In the uplink, the j-th BS will apply maximum ratio combining detector by multi-

plying the conjugate-transpose of channel estimate ĜH
u,jj with the received signal

ru,j = ĜH
u,jjyu,j (5.20)

= ĜH
u,jjGu,jjxu,j +

X

l 6=j

ĜH
u,jjGu,jlxu,l +

X

l 6=j

ĜH
u,jjVj,lxd,l + ĜH

u,jjzu,j (5.21)

= ĜH
u,jjĜu,jjxu,j + ĜH

u,jjEu,jjxu,j +
X

l 6=j

ĜH
u,jjGu,jlxu,l (5.22)

+
X

l 6=j

ĜH
u,jjVj,lxd,l + ĜH

u,jjzu,j

where the k-th column of Eu,jj is ✏u,jjk, and (5.22) follows from Gu,jj = Ĝu,jj+Eu,jj.
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In the downlink, the l-th BS will employ conjugate beamforming to precode the

downlink messages using the channel estimate Ĝd,ll, and transmit an M ⇥ 1 signal

vector xd,l,

xd,l =
Ĝ⇤

d,llp
�̃l

sd,l, (5.23)

where �̃l =
E(dH

l ĜT
d,llĜ

⇤
d,lldl)

Kd
= M

Kd

PKd

i=1

Ptr�2
d,lli

�2+Ptr
PL

j=1 �d,lji
.

We assume that the downlink users do not have the channel estimate for recep-

tion (otherwise, additional pilot overhead needs to be considered), but are aware of

the channel statistics. And each downlink user can perfectly track the average ef-

fective channel gain. Thus the received downlink signal can be decomposed as an

average e↵ective channel gain times the desired signal symbol, plus a composite term

to denote e↵ective noise as in [55].

Substituting (5.23) into (5.4), the received downlink signal at the k-th full-duplex

user in the l-th cell where k 2 Kf can be written as

rd,lk =

s

Pd

Kd�̃l
E[gT

d,llkvlk]dl,k +

s

Pd

Kd�̃l

�

gT
d,llkvlk � E[gT

d,llkvlk]
�

dl,k

+
X

(j,i) 6=(l,k)

s

Pd

Kd�̃j
gT
d,jlkvjidj,i +

L
X

j=1

Ku
X

n=1

p

Puflkjnuj,n �
p

Puflklkul,k + zd,lk.

(5.24)

where vlk = ĝ⇤
d,llk for conjugate beamforming precoder.

Similarly, we substitute (5.23) into (5.5) to obtain the downlink signal at the k0-th
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half-duplex user in the l-th cell where k0 2 Kd
h

rd,lk0 =

s

Pd

Kd�̃l
E[gT

d,llk0vlk0 ]dl,k0 +

s

Pd

Kd�̃l

�

gT
d,llk0vlk0 � E[gT

d,llk0vlk0 ]
�

dl,k0

+
X

(j,i) 6=(l,k0)

s

Pd

Kd�̃j
gT
d,jlk0vjidj,i +

L
X

j=1

Ku
X

n=1

p

Puflk0jnuj,n + nd,lk0 .

(5.25)

5.3.2.3 Ergodic achievable rates

For the uplink, the channel estimate will be treated as the true channel. Hence we

can obtain the ergodic achievable rate for the n-th uplink user in the j-th cell as

follows:

R̃fd,ip
u,jn = E

(

log2

 

1 +
Pu kĝu,jjnk4

Pu|ĝH
u,jjn✏u,jjn|2 + Pu

P

(l,m) 6=(j,n) |ĝH
u,jjngu,jlm|2 + I ipbs�bs +N

!)

,

(5.26)

where n 2 Ku, I
ip
bs�bs =

P

l 6=j

P

k2Kd

Pd

Kd�̃l
|ĝH

u,jjnVjlĝ
⇤
d,llk|2, N = kĝu,jjnk2 (�2+Pd�b,jj).

For the downlink, the e↵ective noise is uncorrelated with the signal, using worst-

case independent Gaussian noise results in [56], the downlink ergodic achievable rates

of the k-th full-duplex user and the k0-th half-duplex user in the l-th cell are respec-

tively given as

Rfd,ip
d,lk = log2

 

1 +
Pd

Kd�̃l

�

�E
⇥

gT
d,llkĝ

⇤
d,llk

⇤

�

�

2

Pd

Kd�̃l
var

⇥

gT
d,llkĝ

⇤
d,llk

⇤

+ Iother(k) � PuE
⇥

|flklk|2
⇤

+ �2 + Pu�I,lklk

!

,

Rfd,ip
d,lk0 = log2

 

1 +
Pd

Kd�̃l

�

�E
⇥

gT
d,llk0 ĝ

⇤
d,llk0

⇤

�

�

2

Pd

Kd�̃l
var

⇥

gT
d,llk0 ĝ

⇤
d,llk0

⇤

+ Iother(k0) + �2

!

,

(5.27)

where k 2 Kf , k0 2 Kd
h. Iother(k) =

P

(j,i) 6=(l,k)
Pd

Kd�̃j
E
⇥

|gT
d,jlkĝ

⇤
d,jji|

2⇤+
PL

j=1

P

n2Ku
PuE

⇥

|flkjn|2
⇤

.

The notation var[x] , E[(x � µ)(x � µ)H ], E[x] = µ.
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Proposition 6. For imperfect CSI with MMSE estimation, the following sets of rates

are achievable in multi-cell MU-MIMO full-duplex networks when M � 3

Uplink user: Rfd,ip
u,jn = log2

✓

1 +
PtrPu(M � 1)�2

u,jjn

Pu�u,jjn(�2 + Ptr

P

l 6=j �u,jln) + Ĩup + Ñ

◆

,

Downlink, FD user: Rfd,ip
d,lk = log2

 

1 +
⌘̃lPtrPdM�4

d,llk

�2
d,lk(Ĩdown(k) � Pu�I,lklk + �2 + Pu�I,lklk)

!

,

Downlink, HD user: Rfd,ip
d,lk0 = log2

 

1 +
⌘̃lPtrPdM�4

d,llk0

�2
d,lk0(Ĩdown(k0) + �2)

!

,

(5.28)

where Ĩup = PtrPu

P

l 6=j

h

(M + 1)�2
u,jln +

P

l1 6=l �u,jl1n�u,jln +
�u,jln�

2

Ptr

i

, Ñ = �u,jn(Pd

P

l 6=j �b,jl+

Pu

PL
l=1

P

m2Ku,m 6=n �u,jlm+�2+Pd�b,jj), Ĩdown(k) =
⌘̃lPd�

3
d,llk

�d,lk
+
P

j 6=l

⌘̃jPtrPd(M+1)�2
d,jlk�

2
d,jjk

�2
d,jk

+
P

j 6=l

⌘̃jPd�
2
d,jjk(�2+Ptr

P
l1 6=l �d,jl1k

)�d,jlk

�2
d,jk

+
PL

j=1

P

i 6=k,i2Kd

⌘̃jPd�
2
d,jji�d,jlk

�d,ji
+
PL

j=1

P

n2Ku
Pu�I,lkjn.

⌘̃l =
⇣

P

i2Kd

�2
d,lli

�d,li

⌘�1

, n 2 Ku, k 2 Kf , k0 2 Kd
h.

Proof. Similar to the proof of Proposition 5, applying Jensen’s inequality, we can lower

bound the ergodic achievable rate of the n-th uplink user in the j-th cell in (5.26) as

R̃fd,ip
u,jn � Rfd,ip

u,jn , log2

 

1+

E�1

"

Pu|✏̃jjn|2 + Pu

P

(l,m) 6=(j,n) |˜̃gu,jlm|2 +
P

l 6=j

P

k2Kd

Pd

Kd�l
|˜̃vjlk|2 + �2 + Pd�b,jj

Pu kĝu,jjnk2

#!

(5.29)

where ✏̃jjn , ĝH
u,jjn✏u,jjn

kĝu,jjnk , ˜̃gu,jlm , ĝH
u,jjngu,jlm

kĝu,jjnk , ˜̃vjlk , ĝH
u,jjnVjlĝ

⇤
d,llk

kgu,jjnk . Conditioned on ĝu,jjn,

✏̃jjn ⇠ CN

✓

0,
�u,jjk(�2+Ptr

P
l 6=j �u,jlk)

�u,jk

◆

, ˜̃vjlk ⇠ CN
⇣

0,M�b,jl
Ptr�2

d,llk

�d,lk

⌘

and ˜̃gu,jlm ⇠

(0, var(˜̃gu,jlm)) are independent of ĝu,jjn. Using (5.18), we have

˜̃gu,jlm =
Ptr�u,jjn

�u,jn

 

L
X

l1=1

gH
u,jl1n

+
nH

jnp
Ptr

!

gu,jlm

kĝu,jjnk
. (5.30)
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Evoking Lemma 2.9 in [54], where for a central Wishart matrix W ⇠ Wm(n, I) with

n � m, E[tr{W 2}] = mn(m+ n), we can calculate the variance of ˜̃gu,jlm as

E[|˜̃gu,jlm|2] =

8

>

>

<

>

>

:

Ptr

�u,jn

h

(M + 1)�2
u,jln +

P

l1 6=l �u,jl1n�u,jln +
�u,jln�

2

Ptr

i

m = n, l 6= j

�u,jlm m 6= n.

(5.31)

Now we can rewrite the expectation in (5.29) as

E
"

Pu|✏̃jjn|2 + Pu

P

(l,m) 6=(j,n) |˜̃gu,jlm|2 +
P

l 6=j

P

k2Kd

Pd

Kd�l
|˜̃vjlk|2 + �2 + Pd�b,jj

Pu kĝu,jjnk2

#

=

0

@PuE[|✏̃jjn|2] + Pu

X

(l,m) 6=(j,n)

E[|˜̃gu,jlm|2] +
X

l 6=j

X

k2Kd

Pd

Kd�l
E[|˜̃vjlk|2] + �2 + Pd�b,jj

1

AE
"

1

Pu kĝu,jjnk2

#

.

(5.32)

Combing (5.29), (5.31) and (5.32), we can obtain the uplink achievable rate in (5.28).

For the downlink achievable rate in (5.27), we first compute E
⇥

gT
d,llkĝ

⇤
d,llk

⇤

. Let

µ = gT
d,llkĝ

⇤
d,llk, since gd,llk = ĝd,llk + ✏d,llk and ĝd,llk is independently of ✏d,llk, we have

E[µ] = E
⇥

(ĝT
d,llk + ✏Td,llk)ĝ

⇤
d,llk

⇤

= E
⇥

kĝd,llkk2⇤ =
MPtr�2

d,llk

�d,lk

.
(5.33)

Again invoking Lemma 2.9 in [54], we have

E
⇥

µ2
⇤

= E
⇥

kĝd,llkk4⇤+ E
⇥

✏Td,llkĝ
⇤
d,llkĝ

T
d,llk✏

⇤
d,llk

⇤

=
M(M + 1)P 2

tr�
4
d,llk +MPtr�3

d,llk(�
2 + Ptr

P

j 6=l �d,ljk)

�2
d,lk

.
(5.34)
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Since var

⇥

gT
d,llkĝ

⇤
d,llk

⇤

, var(µ) = E(µ2) � E2(µ), we can obtain that

var(µ) =
MPtr�3

d,llk

�d,lk

. (5.35)

Next, we compute E
⇥

|gT
d,jlkĝ

⇤
d,jji|

2⇤ as

E
⇥

|gT
d,jlkĝ

⇤
d,jji|

2⇤ =

8

>

>

<

>

>

:

MP 2
tr�

2
d,jjk

�2
d,jk

h

(M + 1)�2
d,jlk +

P

l1 6=l �d,jl1k�d,jlk +
�d,jlk�

2

Ptr

i

i = k, j 6= l

MPtr�2
d,jji�d,jlk

�d,ji
i 6= k.

(5.36)

The rest terms in (5.27) can be calculated easily, and thus the details are omitted.

Combing all the results above, we can obtain downlink achievable rate given in propo-

sition 6.

5.3.3 TDD baseline system

We use TDD system as a baseline half-duplex system for comparison since both full-

duplex and TDD systems use uplink training for channel estimation.⇤ Compared with

a full-duplex system, in a TDD system, the uplink does not have BS-BS interference

and transmit noise which accounts for imperfect FD radios, and the downlink does

not have UE-UE interference and transmit noise. We assume the corresponding TDD

system has an uplink and downlink user sets of Ku and Kd, respectively, with the

same total number of uplink and downlink users as in the full-duplex system, i.e.,

|Ku| = Ku and |Kd| = Kd. For the TDD baseline system, the up- and downlink

transmissions are in two di↵erent time slots, and we assume an equal time sharing

between up- and downlink transmission.

⇤FDD system requires downlink training with channel feedback which incurs a much higher pilot
overhead as the overhead is not only proportional to the number of users but also the number of BS
antennas.
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The up- and downlink ergodic achievable rates in a TDD system under perfect

CSI assumption are given as

Uplink user: Rtdd,p
u,jn =

1

2
E
(

log2

 

1 +
Pu kgu,jjnk4

Pu

P

(l,m) 6=(j,n) |gH
u,jjngu,jlm|2 + kgu,jjnk2 �2

!)

,

Downlink user:Rtdd,p
d,lk =

1

2
E
(

log2

 

1 +
Pd

Kd�l
kgd,llkk4

P

(j,i) 6=(l,k)
Pd

Kd�j
|gT

d,jlkg
⇤
d,jji|2 + �2

!)

,

(5.37)

where �l =
M

PKd
k=1 �d,llk

Kd
, n 2 Ku, k 2 Kd.

When training sequences are used for channel estimation, within a coherence in-

terval T , Ku mutually orthogonal pilot sequences of length ⌧u (⌧u � Ku) are used for

the uplink users and Kd mutually orthogonal pilot sequences of length ⌧d (⌧d � Kd)

are used for the downlink users. The same sets of training sequences are also reused

by all cells. The corresponding up- and downlink ergodic achievable rates in TDD

system are given

Uplink user: Rtdd,ip
u,jn =

1

2
E
(

log2

 

1 +
Pu kĝu,jjnk4

Pu|ĝH
u,jjn✏u,jjn|2 + Pu

P

(l,m) 6=(j,n) |ĝH
u,jjngu,jlm|2 +N 0

!)

,

Downlink user: Rtdd,ip
d,lk =

1

2
E
(

log2

 

1 +
Pd

Kd�̃l

�

�E
⇥

gT
d,llkĝ

⇤
d,llk

⇤

�

�

2

Z 0 + �2

!)

,

(5.38)

where N 0 = kĝu,jjnk2 �2, n 2 Ku, k 2 Kd, and Z 0 = Pd

Kd�̃l
|gT

d,llkĝ
⇤
d,llk �E[gT

d,llkĝ
⇤
d,llk]|2 +

P

(j,i) 6=(l,k)
Pd

Kd�̃j
|gT

d,jlkvjidj,i|2.

Note that the uplink and downlink ergodic achievable rates in the baseline TDD

system follow [3] and [56] but without lower bounding the achievable rates, as we

will use them to compute the full-duplex versus half-duplex rate ratios in the next

section.
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5.4 Large-Scale full-duplex System Performance

While the general ergodic achievable rates in the full-duplex system are given in the

previous section, it is of interest to study the impact of large antenna arrays at BSs

as the next generation of wireless systems will employ significantly more antennas at

the infrastructure nodes [57]. In this section, we will investigate large-scale system

performance as the number of full-duplex BS antennas, M , becomes arbitrarily large.

5.4.1 Leveraging large antenna arrays for multi-cell interfer-

ence mitigation

In this section, we will show that using large BS antenna arrays can mitigate multi-

cell interference in the full-duplex system. With increasing number of BS antennas,

the signal strength will become stronger due to beamforming, and the transmit power

can be scaled down proportionally to maintain the same quality-of-service. In what

follows, we will present two theorems which characterize the asymptotic full-duplex

spectral e�ciency gain over TDD system under both perfect and imperfect CSI as-

sumptions.

Theorem 8 (Asymptotic FD spectral e�ciency gain with perfect CSI). For perfect

CSI, we scale the transmit power of each node proportional to 1/M as Pu = Eu/M

and Pd = Ed/M , where Eu and Ed are fixed. As M ! 1, the full-duplex spectral

e�ciency gains over the TDD system in the uplink and downlink, denoted by Gain

p
u

and Gain

p
d, respectively, are given below, where fixed asymptotic up- and downlink rates
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are maintained.

Gain

p
u , lim

M!1

PL
j=1

P

n2Ku
Rfd,p

u,jn
PL

j=1

P

n2Ku
Rtdd,p

u,jn

= 2,

Gain

p
d , lim

M!1

PL
l=1

P

k2Kd
Rfd,p

d,lk
PL

l=1

P

k2Kd
Rtdd,p

d,lk

= 2.

(5.39)

The asymptotic ergodic achievable rate of the n-th uplink user in the j-th cell and the

achievable rate of the k-th downlink user in the l-th cell are given below,

Rfd,p
u,jn ! log2

✓

1 +
�u,jjnEu

�2

◆

, n 2 Ku

Rfd,p
d,lk ! log2

 

1 +
�2
d,llkEd

P

i2Kd
�d,lli�2

!

, k 2 Kd.

(5.40)

Proof. For two mutually independent M ⇥ 1 vectors a , [a1, · · · , aM ]T and b ,

[b1, · · · , bM ]T whose entries are i.i.d. zero-mean random variables with E(|ai|2 = �2
a)

and E(|bi|2 = �2
b ), 8i 2 {1, · · · ,M}. By law of large numbers, we have the following

almost sure convergence according to [58],

1

M
aHa

a.s.��! �2
a,

1

M
aHb

a.s.��! 0, as M ! 1. (5.41)

Under the favorable propagation condition in [1] where the fast fading channels

are i.i.d. with zero mean and unit variance, from (5.44), in the limit of M , we have

limM!1
GH

u,jlGu,jl

M
= Du,jl�jl, limM!1

GH
d,jlGd,jl

M
= Dd,jl�jl, where Du,jl is a Ku ⇥ Ku

diagonal matrix, and each diagonal element is (Du,jl)n = �u,jln; Dd,jl is a Kd ⇥ Kd

diagonal matrix, and each diagonal element is (Dd,jl)k = �d,jlk; �jl = 1 for j = l,

�jl = 0 for j 6= l. By substituting Pu = Eu/M and Pd = Ed/M into (5.12) and (5.37),

we can obtain the desired results as M ! 1.

Remark 5. When a full-duplex BS employs a large antenna array, the transmit power
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of each node can possibly be scaled down proportionally to 1/MC to achieve the same

rate. As M ! 1, 1/M is the fastest rate at which we can scale down the transmit

power to maintain fixed asymptotic up- and downlink rates. Otherwise, if C > 1, the

rates will go to zero and if C < 1, the rates will go to infinity. The same power scaling

law in the half-duplex system [3] is also preserved in the full-duplex system despite

increased interference in the full-duplex system. And full-duplex system asymptotically

doubles the spectral e�ciency over TDD system since all Ku uplink streams and Kd

downlink streams can be supported in the same time-frequency slot.

Theorem 9 (Asymptotic FD spectral e�ciency gain with imperfect CSI). For imper-

fect CSI with an MMSE estimator, we scale the power of each node for channel train-

ing and data transmission proportional to 1/
p
M as Ptr = Etr/

p
M , Pu = Eu/

p
M

and Pd = Ed/
p
M , where Etr, Eu and Ed are fixed. Within a coherence interval T ,

let ⌧u = Ku, ⌧d = Kd and ⌧ = Ku +Kd � Kf . As M ! 1, the full-duplex spectral

e�ciency gains over the TDD system in the uplink and downlink, denoted by Gain

ip
u

and Gain

ip
d , respectively, are given below, where fixed asymptotic up- and downlink

rates are maintained.

Gain

ip
u , lim

M!1

T�⌧
T

PL
j=1

P

n2Ku
Rfd,ip

u,jn

T�⌧u
T

PL
j=1

P

n2Ku
Rtdd,ip

u,jn

= 2
⇣

1 � Kd
h

T � Ku

⌘

,

Gain

ip
d , lim

M!1

T�⌧
T

PL
l=1

P

k2Kd
Rfd,ip

d,lk

T�⌧d
T

PL
l=1

P

k2Kd
Rtdd,ip

d,lk

= 2
⇣

1 � Ku
h

T � Kd

⌘

.

(5.42)

The asymptotic ergodic achievable rate of the n-th uplink user in the j-th cell and the
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achievable rate of the k-th downlink user in the l-th cell are given below,

Rfd,ip
u,jn ! log2

 

1 +
EtrEu�2

u,jjn

EtrEu

P

l 6=j �
2
u,jln + �4

!

,

Rfd,ip
d,lk ! log2

0

@1 +
EtrEd�4

d,llk

Zl

⇣

P

j 6=l

EtrEd�
2
d,jjk�

2
d,jlk

Zj
+ �6

⌘

1

A ,

(5.43)

where Zl =
P

i2Kd

�2
d,lli

�2 , n 2 Ku, k 2 Kd.

Proof. When channel estimation overhead is taken into account, the uplink spectral

e�ciency in the full-duplex system is T�⌧
T

PL
j=1

P

n2Ku
Rip

u,jn and the downlink spectral

e�ciency is T�⌧
T

PL
l=1

P

k2Kd
Rip

d,lk. While for the TDD system, since uplink and

downlink transmission are in two di↵erent time slots, the corresponding up- and

downlink spectral e�ciency are T�⌧u
T

PL
j=1

P

n2Ku
Rtdd,ip

u,jn and T�⌧d
T

PL
l=1

P

k2Kd
Rtdd,ip

d,lk ,

respectively. For two mutually independent M ⇥1 vectors a , [a1, · · · , aM ]T and b ,

[b1, · · · , bM ]T whose entries are i.i.d. zero-mean random variables with E(|ai|2 = �2
a)

and E(|bi|2 = �2
b ), 8i 2 {1, · · · ,M}. By law of large numbers, we have the following

convergence in distribution according to [58],

1p
M

aHb
d�! CN(0, �2

a�
2
b ), as M ! 1. (5.44)

Similar to the proof of Theorem 8, by substituting Ptr = Etr/
p
M , Pu = Eu/

p
M ,

Pd = Ed/
p
M , ⌧u = Ku, ⌧d = Kd and ⌧ = Ku +Kd � Kf into (5.28) and (5.38), and

using the fact that Ku = Ku
h + Kf and Kd = Kd

h + Kf , the desired results can be

obtained as M ! 1.

Corollary 9. When Ku = Kd = Kf , i.e., when only full-duplex users are served,

full-duplex system asymptotically doubles the spectral e�ciency over the TDD system

under the imperfect CSI assumption, where Gain

ip
u = Gain

ip
d = 2. However, if there
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exists half-duplex users (i.e., Kd
h > 0 or Ku

h > 0), then Gain

ip
u/d < 2, and the spectral

e�ciency gains decrease as the number of half-duplex users increases due to channel

training overhead.

Remark 6. In case of imperfect CSI, the fastest rate at which we can cut down the

transmit power to maintain fixed asymptotic up- and downlink rates is 1/
p
M . With

power scaling down with increasing M , the impact of imperfect SI cancellation, intra-

cell and inter-cell interference in the multi-cell MU-MIMO full-duplex networks will

vanish as M ! 1.

5.4.2 System with only full-duplex users

For tractability, we consider a homogeneous network by assuming all links in the same

cell have the same channel statistic and all the cross-cells links have the same channel

statistics, i.e., let �u,lln = �d,llk = �I,lkln = �b,ll = 1, �u,jln = �d,jlk = �I,lkjn = �b,jl =

�, where � 2 [0, 1] for j 6= l 2 [1, · · · , L], n 2 Ku, k 2 Kd, and the noise variance is

set as �2 = 1. We consider a simple scenario where all users are full-duplex and the

number of full-duplex users in each cell is Kf , K. Similar results can be derived in

case of mixed half-duplex UEs or only half-duplex UEs. With the simplification, we

can compute the up- and downlink spectral e�ciency per cell (bits/s/Hz/cell) when

CSI is perfect as

Rfd,p
u = Klog2

✓

1 +
Pu(M � 1)

Pu(K � 1) + (L � 1)�(PuK + Pd) + Pd + 1

◆

,

Rfd,p
d = Klog2

✓

1 +
Pd(M � 1)(M � 2)

Pd(K � 1)(M � 2) +MK(L � 1)�Pd + V +MK(Pu + 1)

◆

,

(5.45)

where V = MK (K � 1 + (L � 1)K�)Pu.

When CSI is imperfect, the up- and downlink spectral e�ciency per cell (bits/s/Hz/cell)
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are

Rfd,ip
u =

K(T � ⌧)

T
log2

 

1 +
PtrPu(M � 1)

PtrPu

�

KL̄2 � 1 + �(L̄ � 1)M
�

+ J

!

,

Rfd,ip
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K(T � ⌧)

T
log2
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PtrPdM

�

1 + PtrL̄
�

U1 +
�

L̄ � 1
�

U2

!

,

(5.46)

where J = Pd(1 + PtrL̄)(L̄ � 1) + PuKL̄+ Ptr(1 + Pd)L̄+ Pd + 1,

U1 = Pd

�

1 + (K � 1)L̄
�

+K
�

Pu(K � 1) + Pu(L̄ � 1)K + 1 + Pu

�

,

U2 = PtrPd

�

M� + L̄
�

+ Pd, L̄ = 1 + (L � 1)�.

We first evaluate the tightness of our derived bounds on achievable rates in the

homogenous networks. We consider a scenario with L = 7 cells and the inter-cell

interference level � = 0.3, each cell has K = 5 full-duplex UEs. The up- and downlink

transmit power are assumed as Ptr = Pu = 10 dB and Pd = 20 dB, respectively. The

dynamic range parameter is  = �50 dB. In case of imperfect CSI, considering an

OFDM system, we assume the coherence time is 1 ms (one subframe in LTE standard

where there are 14 OFDM symbols in each subframe), and the “frequency smoothness

interval” is 14 as given in [1]. Hence the coherence interval which is a time-frequency

product is equal to T = 196. The pilot length is assumed to be the same as the

number of users, i.e., ⌧ = K. From Figure 5.3, we can see that all bounds are very

tight in both perfect and imperfect CSI cases, particularly with increasing M . Next,

we use these bounds for the full-duplex system to compute the uplink and downlink

spectral e�ciency ratios between full-duplex system and half-duplex system. Note

that for the half-duplex system, we still numerically evaluate the ergodic achievable

rates with no simplification.

We compute the spectral e�ciency ratios between full-duplex and half-duplex

by comparing the full-duplex rates given in (5.45) and (5.46) with the half-duplex

achievable rates in (5.37) and (5.38) which can be evaluated numerically. We consider
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Figure 5.3: Comparisons between lower bounds in Proposition 5 and 6 and numer-
ically evaluated values of the ergodic achievable rates (bits/s/Hz/cell) under both
perfect and imperfect CSI assumptions, where Ptr = Pu = 10 dB and Pd = 20 dB.

the same setting as in Fig. 5.3 under both perfect and imperfect CSI assumptions.

In Figure 5.4(a), in the case of perfect CSI, we can see that as M increases, the up-

and downlink spectral e�ciency gain between full-duplex system versus TDD system
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will converge to 2 as we scale down the transmit power according to Theorem 8. The

convergence rate is fast at the beginning, and becomes slower for large M . To reach

the asymptotic 2⇥ gain, it will require remarkably large number of BS antennas.

However, full-duplex system achieves finite M gains in both uplink and downlink.

For example, when M = 64, full-duplex achieves about 1.7⇥ downlink gain and 1.3⇥

uplink gain. We numerically show that even without scaling down the transmit power,

similar full-duplex gains still can be achieved. Figure 5.4(b) shows the full-duplex

over half-duplex spectral e�ciency gains in the case of imperfect CSI. We observe

that even with channel estimation error and pilot contamination, full-duplex uplink

and downlink gains exist for finite M with and without scaling down the transmit

power.

We also investigate the spectral e�ciency gain and antenna reduction tradeo↵ be-

tween full-duplex system and TDD system. The antenna reduction is the reduction

of BS antennas due to full-duplex operation which can be characterized by the ratio

between the number of BS antennas in TDD system (MTDD) and the number of BS

antennas in FD system. In Fig. 5.5, we consider the same setting as in Fig. 5.3 un-

der imperfect CSI assumption. We illustrate the spectral e�ciency gain and antenna

reduction tradeo↵ for both uplink and downlink with di↵erent MTDD in the TDD sys-

tem. Larger full-duplex antenna reduction can be achieved at the cost of reducing the

spectral e�ciency gain. In the regimes above the dashed arrows as shown in Fig. 5.5,

full-duplex system achieves both spectral e�ciency gain and antenna reduction over

TDD system. We can see that full-duplex system can require an order of magnitude

fewer BS antennas compared with TDD to obtain the same performance in some

cases. In addition, as MTDD increases, full-duplex system can achieve higher spectral

e�ciency gain and antenna reduction. The spectral e�ciency gain and antenna re-

duction tradeo↵ is essentially the tradeo↵ between full-duplex multiplexing gain due
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Figure 5.4: Full-duplex over half-duplex spectral e�ciency ratio in the imperfect CSI
system with and without power scaling.

to simultaneous transmission and reception and beamforming gain due to M .
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Figure 5.5: Spectral e�ciency gain and antenna reduction tradeo↵ for various num-
bers of BS antennas employed in the TDD system under imperfect CSI assumption.

5.5 Interference Management via Side-Channels

In addition to the large-antenna array at the BS for interference mitigation, we can

explore the wide-spectrum on the mobiles to alleviate UE-UE interference. In this sec-

tion, we will briefly present the use of side-channels in multi-cell full-duplex networks

to manage UE-UE interference in the downlink.

Since we only focus a cellular system without BS cooperation, we will only allow

in-cell user cooperation for the use of side-channels. And the side-channels are being

controlled by the BSs who will deicide when the side-channels should be used. We first

define the cooperative user set for each downlink user. The cooperative users set for

the k-th downlink user in the l-th cell is Slk, which contains the |Slk| most dominant

uplink users in the same cell who will interfere with the k-th downlink user in the l-th

cell. The uplink users in the cooperative set will be assigned orthogonal side-channel

bands to perform interference cancellation. We assume that the cooperative user set

for each downlink user is a known parameter which has been determined by the BSs.

Next, we describe the procedure to use the side-channels. The users in the coop-
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erative set can apply a decode-and-cancel scheme [25] to send a coded copy of the

interfering packet over the side-channel for interference cancellation. For the n-th

uplink user in the l-th cell where n 2 Slk, it will broadcast the signal xs,ln over the

n-th allocated side-channel band. The received signal at the k-th downlink user in

the l-th cell over the n-th side-channel band is

y(n)
s,lk = f (n)

s,lkxs,ln + n(n)
s,lk. (5.47)

The k-th downlink user will then decode the interfering signal, and cancel out the

interference from the received signal over the main-channel, and finally decode its

intended downlink packet.

5.6 Numerical Results

5.6.1 A small cell scenario

Based on the state-of-art self-interference cancellation capability [2], the coverage of

a full-duplex system is more likely to be within a small-cell communication ranges.

Hence in this section, we present the numerical simulation in realistic small-cell net-

work settings used in 3GPP [27] to evaluate the system performance. Twelve small

cell BSs are uniformly and randomly distributed within a hexagonal region with a

radius of 300 meters All the small-cell BSs have full-duplex capability with multiple

antennas. Each small-cell BS is associated with five single-antenna half-duplex up-

link UEs and downlink UEs, respectively, which are uniformly and randomly dropped

within a radius of 40 meters of the BS. The numerical results are shown for the case of

imperfect CSI with channel estimation error. We consider an OFDM system and the

coherence interval is T = 196. The channel bandwidth is assumed as 20 MHz for both
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Parameter Value

Full-duplex BS power 24 dBm

UE power 23 dBm

BS antenna gain 5 dBi

Number of BS antennas M {20, 50, 100, 300, 500}
Thermal noise density �174 dBm/Hz

Noise Figure BS: 9 dB; UE: 5 dB

Dynamic range �1 {50, 60, 70, 80} dB

Minimum distance constraints BS-BS: 40 m; BS-UE: 10 m; UE-UE: 3 m

Shadowing standard deviation BS-UE: 10 dB; BS-BS: 12 dB; UE-UE: 6 dB

Pathloss models for BS-UE, UE-UE, Refer to [27]

and BS-BS channels

Fast fading channels i.i.d. CN(0, 1)

Propagation loss of self-interference channels 40 dB [2]

Table 5.1: Simulation parameters

TDD and full-duplex systems. The large-scale fading models for BS-UE, BS-BS and

UE-UE channels which include path loss and shadowing e↵ect follow 3GPP model

in [27]. The SI channel model is based on the existing experiment data [2], where

the propagation loss of SI channel in a separate-antenna system includes path loss,

isolation, cross-polarization and antenna directionality [8], and in a shared-antenna

system includes isolation using a circulator. We assume the SI channel has a prop-

agation loss of 40 dB. We run hundreds of random drops of BSs and UEs in the

simulation, and parameter details are given in Tabel 5.1.

5.6.2 Performance without side-channels

The average full-duplex spectral e�ciency gain is illustrated in Fig. 5.7 with varying

numbers of BS antennas, where the dynamic range parameter  is �60 dB. We verify

that the full-duplex gains in realistic network scenarios exist for a range of finite

number of BS antennas and the gains will scale with BS antennas. Fig 5.8 depicts

the average spectral e�ciency gain of the full-duplex system for di↵erent dynamic
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Figure 5.6: Small cell deployment.
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Figure 5.7: Average full-duplex spectral e�ciency gain with BS antenna arrays when
L = 12 and  = �60.

range parameters  when M = 100, which demonstrates the impact of imperfect SI

cancellation. Since all users are half-duplex, the downlink gains are not a↵ected by

. However, since all the BSs are full-duplex, the uplink gains are severely a↵ected

by the dynamic range values especially when the dynamic range value is low. We can

see that larger dynamic range �1, (i.e., smaller ) will result in less residual SI, thus

increasing the uplink gain. Once the dynamic range �1 exceeds certain threshold,

there is not much impact of residual SI on the uplink performance.
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Figure 5.8: Average full-duplex spectral e�ciency gain with di↵erent dynamic ranges
when M = 100 and L = 12.

Figure 5.9 demonstrates the system performance with varying small cell density

from 3 BSs to 30 BSs within the same area. We assume M = 100 and dynamic range

parameter  = �60 dB. We notice that the downlink gain will first decay and then

increase with growing number of BSs. As the cell density increases, conventional

interference becomes stronger, and the new interference in the full-duplex system

will become less dominant. Hence higher average downlink full-duplex gain can be

achieved exceeding a certain cell density threshold.

5.6.3 Performance with side-channels

We will demonstrate the e↵ectiveness of using side-channels in the finite regimes by

simulation. Under the same realistic network settings as given in Section 5.6.1, we

assume that for each downlink user, the UE-UE interference from its cooperative

user set can be completely cancelled out. In Figure 5.10, the user spectral e�ciency

cumulative distribution function (CDF) of uplink and downlink are given for varying

size of the cooperative user set. Since we only use side-channels to manage UE-UE

interference in the full-duplex networks, only downlink performance will be improved
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Figure 5.9: Average full-duplex spectral e�ciency gain with cell density when M =
100 and  = �60.

with increasing number of cooperative users while the uplink performance will remain

the same. We can see that the use of side-channels will improve the spectral e�ciency

of all the downlink users.

The 5-percentile and average full-duplex spectral e�ciency gains with and with-

out (w/wo) side-channels are shown in Figure 5.11 under the same settings as in

Figure 5.10. We vary the number of uplink users in each cooperative user set from 1

to 5 for in-cell cooperation. We first observe that the downlink full-duplex spectral

e�ciency gains with side-channels of both cell-edge users and average users will scale

up with increasing number of cooperative users. Without side-channels, even when

M = 300, the downlink performance of the cell-edge users in full-duplex system is

worse than TDD system as the cell-edge users su↵er more from new UE-UE inter-

ference due to the full-duplex transmission. However, with the help of side-channels,

full-duplex gain of cell-edge users in the downlink can be improved from 48% to 128%.

In contrast, side-channels improve the full-duplex gain of average users in the down-

link from 5% to 17%. We conclude that the use of side-channels is most e↵ective in
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Figure 5.10: User spectral e�ciency CDF with the size of cooperative user set when
M = 300, L = 12 and  = �60 dB.

improving the cell-edge downlink users in the finite regimes.

In Figure 5.12, the 5-percentile and average full-duplex spectral e�ciency gains

w/wo side-channels are shown with di↵erent number of BS antennas for a fixed size

of cooperative user set where |Slk| = 5 8 l, k. When M = 20, the use of side-channels

improves the full-duplex gain of cell-edge downlink users without side-channels by

492%, and improves the average users by 25%. However, the improvement of us-

ing side-channels on the full-duplex gain will reduce as the number of BS antenna

increases. When M = 500, side-channel improvement of cell-edge downlink user is

81%, and the improvement of average downlink users is 15%. The reason behind the

result is that when the number of BS antennas is small, the use of side-channels is

very e↵ective in reducing the downlink interference in the full-duplex networks. As M

increases, the large antenna array at BS will help mitigate the e↵ect of interference in

the full-duplex system. Consequently, the gain of using side-channel for interference

management will gradually vanish as M ! 1. Hence the use of ISM side-channels
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Figure 5.11: Full-duplex spectral e�ciency gain with the size of cooperative user set
when M = 300, L = 12 and  = �60 dB.
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is not essential for large M .
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Figure 5.12: Full-duplex spectral e�ciency gain with BS antennas arrays when |Slk| =
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Chapter 6

Conclusions

6.1 Summary

MIMO full-duplex wireless systems promise to bring many-fold spectral e�ciency

gains compared with the existing half-duplex paradigms. However, one of biggest

challenges in realizing the full-duplex gain is to deal with the increased interference

in the full-duplex networks due to increased simultaneous active links.

In this thesis, we propose a new approach for enhanced interference management

via wireless side-channels in MIMO full-duplex systems. The prevalence of multiple

radio interfaces in smartphones opens up opportunities to use ISM bands in new and

unique ways. We explore the use of ISM bands to manage interference in cellular

bands, by creating wireless “side-channels” between mobile users. We propose the

use of wireless side-channel to manage interference from uplink users to downlink

users in a multi-user MIMO full-duplex system, where an in-band full-duplex BS

with multiple antennas communicates with multiple uplink and downlink users in the

same time-frequency slot.

We first study the availability of wireless side-channels by experimentally quan-

tifying the likelihood of finding ISM side-channels among smartphones in WiFi-free
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areas such as highways. Then, we study a side-channel assisted two-user MIMO full-

duplex system. For time-invariant channels, we derive a constant-gap capacity region

and the GDoF region which can be achieved by our proposed vector bin-and-cancel

scheme. For slow-fading channels, we obtain DMTs with and without CSIT of the

system. Both the GDoF and DMT results reveal various insights about the e↵ect of

the side-channels and the spatial and spectral tradeo↵ between antenna resources and

bandwidth of the side-channels.

Next, we study a side-channel assisted multi-user MIMO full-duplex system from a

cross-layer protocol design perspective. We propose two joint PHY-MAC protocols to

integrates ARQ at the MAC layer with enhanced interference management via side-

channels at the PHY. Our proposed protocols which exploit the ARQ information

o↵ered by the MAC layer can e↵ectively help reduce the data retransmission times

and improve system goodput.

Finally, we study the multi-cell multi-user MIMO full-duplex networks where

single-antenna full-duplex and half-duplex users are served by the full-duplex BSs

with multiple antennas. Using low complexity linear receivers and precoders, the

ergodic achievable rates of uplink and downlink are characterized for the full-duplex

system. Several practical constraints are modeled in the analysis such as imperfect

full-duplex radio chains, channel estimation error, pilot overhead and pilot contam-

ination. The large scale system performance is analyzed when each BS has a large

antenna array. When the number of BS antennas grows infinitely large, the 2⇥ asymp-

totic full-duplex spectral e�ciency gain can be achieved over the half-duplex system

with perfect CSI. When channel estimation error and channel training overhead are

considered, the 2⇥ asymptotic full-duplex spectral e�ciency gain is achieved if only

full-duplex UEs are served. In addition, we numerically evaluate the finite SNR and

antenna performance, which reveals that full-duplex networks can use significantly
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fewer antennas to achieve spectral e�ciency gain over the half-duplex counterparts.

Under realistic multi-cell network settings, we demonstrate the benefits of using side-

channels to significantly improve the spectral e�ciency of cell-edge users.

6.2 Future Directions

In the future work, there still remains several critical challenges that need to be

addressed. Firstly, the mobile energy e�ciency and security problems needs to be

considered for an actual implementation of ISM side-channels. The cooperative user

search algorithms will be required to obtain the cooperative user set for each user to

invoke the use of side-channels for interference management. Secondly, the optimal

vector bin-and-cancel scheme in Chapter 3 is quite complex which involves rate split-

ting, superposition coding. Hence practical codeword design is required to translate

the theoretical gain into practical system performance improvement. Thirdly, in addi-

tion to the ARQ design with side-channels in Chapter 4, more powerful hybrid-ARQ

techniques can be considered for the cross-layer design with side-channels in the full-

duplex system. Moreover, di↵erent bandwidth and power allocation strategies, and

di↵erent PHY schemes for the use of side-channels can be explored in the side-channel

protocol design.

Fourthly, although we provide PHY analysis for a massive MIMO full-duplex

cellular networks in Chapter 5, higher layer studies are required to translate the PHY

gain to an actual system. For example, di↵erent scheduling algorithms at MAC layer

need to be investigated to select the best user set at each time slot who will be

served by the massive MIMO full-duplex BS to maximize the network throughput.

Hence user selection and scheduling problems in massive MIMO full-duplex system

are important research topics in the future work.
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