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Abstract

A weak formulation of the coupled problem of flow and transport is discretized and analyzed numer-
ically. The flow problem is characterized by the Navier-Stokes (or Stokes) equations coupled by Darcy
equations. The velocity field is obtained by couplings of finite element and discontinuous Galerkin meth-
ods. The concentration equation is solved by an improved discontinuous Galerkin method. Convergence
of the schemes is obtained. Numerical examples show the robustness of the method for heterogeneous
and fractured porous media.

1 Introduction

The study of a coupled flow and transport system in adjacent surface and subsurface regions is of interest
for the environmental problem of contaminated aquifers through rivers. The flow in the surface region is
characterized by the steady-state Navier-Stokes (or Stokes) equations whereas the flow in the subsurface
region is characterized by the Darcy’s law. The transport equation is coupled to the flow problem in the
sense that the flow velocity appears in both the diffusion and the convection terms of the concentration
equation. This type of multiphysics couplings is also of importance in the industrial filtration processes [20].

This paper follows a series of papers on the coupled surface/subsurface flow by the authors. In [18, 11, 10,
9, 8], the flow problem coupling Navier-Stokes equations with Darcy equations was analyzed numerically and
theoretically for different interface conditions, and different numerical discretizations. The usual interface
conditions include the Beavers-Joseph-Saffman law [5, 27], the continuity of normal component of velocity,
and the balance of forces across the interface. In [7], well-posedness of a weak formulation of the coupled flow
and transport equation is obtained. The main objective of this paper is to propose robust numerical schemes
for approximation of the weak solution. We assume the coupling to be a one-way coupling, in the sense that
the velocity field obtained from solving the surface/subsurface flow problem becomes an input data for the
transport problem.
The flow problem is approximated by either the Discontinuous Galerkin (DG) method, the continuous Finite
Element Method (FEM) or a combination of the two. Because of its flexibility and local mass conservation
property, the DG method is a well-suited method for the coupled surface/subsurface problem. The DG
solution is compared to the FEM solution, which is less computationally costly. A multinumerics approach is
also considered, in which the Navier-Stokes equations are discretized by the FEM, and the Darcy equations
by the DG method. This third approach has the advantage to combine FEM legacy codes for solving the
Navier-Stokes equations with a DG code, known to be robust for simulating single phase flow in heterogeneous
media.
The transport problem is solved by a discontinuous Galerkin method that upwinds the numerical fluxes in
the subsurface region [25]. In this case, one does not need to use slope limiters.

The coupled surface/subsurface flow problem has recently gained a lot of interest in the scientific commu-
nity. Most of the published literature deals with the coupling of Stokes and Darcy equations (see for instance
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[22, 15, 14, 16, 24]. The published literature is very sparse on the coupling of Stokes-Darcy-transport prob-
lem. In [28], a mixed method is proposed for the coupled Stokes/Darcy equations and a local discontinuous
Galerkin method [13] is used for the transport problem.

The outline of the paper is as follows. The next section introduces the model problem and its weak
formulation. In Section 3, the numerical schemes are defined and error estimates are obtained. Numerical
examples are shown in Section 4. Conclusions follow.

2 Model problem

For simplicity we assume that the surface region is contained in a domain Ω1 ⊂ R
2 and the subsurface region

in a domain Ω2 ⊂ R
2. Let ui and pi denote the fluid velocity and pressure in Ωi, for i = 1, 2. Let τ 12 and

n12 be a unit tangential vector and a unit normal vector at the interface Γ12 = ∂Ω1 ∩ ∂Ω2. The vector n12

is assumed to be outward of Ω1. The surface/subsurface flow is characterized by the following Navier-Stokes
equations coupled with the Darcy equations, and appropriate interface conditions.

−∇ · (2µD(u1)) + ∇p1 + u1 · ∇u1 = f1, ∇ · u1 = 0, in Ω1, (1)

u2 = −
K

µ
(∇p2 − ρg), ∇ · u2 = f2, in Ω2, (2)

u1 · n12 = u2 · n12, on Γ12, (3)

GK−1/2u1 · τ 12 = −2µD(u1)n12 · τ 12, on Γ12, (4)

(−2µD(u1)n12) · n12 + p1 = p2, on Γ12. (5)

Let u denote the velocity field over the whole domain, namely u|Ωi
= ui. The concentration c of one species

transported in the domain Ω = Ω1 ∪ Ω2 over the time interval (0, T ) satisfies the following equation

∂

∂t
(ϕc) −∇ · (F (u)∇c− cu) = f, in (0, T ) × Ω. (6)

We remark that if the nonlinear term u1 ·∇u1 is removed from the momemtum equation in (1), the resulting
problem is a coupled Stokes-Darcy flow with transport, and (1) is replaced by:

−∇ · (2µD(u1)) + ∇p1 = f1, ∇ · u1 = 0, in Ω1.

Throughout the paper, we will point out the simplifications obtained if the Stokes equations are used instead
of the Navier-Stokes equations in the free flow region. Define Γi = ∂Ωi\Γ12 and denote by n the unit outward
normal to ∂Ω. The system of equations is completed by boundary conditions and an initial condition for the
concentration.

u1 = 0, on Γ1, (7)

u2 · n = U , on Γ2, (8)

F (u)∇c · n − cu · n = −Cu · n, on (0, T ) × {x ∈ ∂Ω : U(x) < 0}, (9)

F (u)∇c · n = 0, on (0, T ) × {x ∈ ∂Ω : U(x) ≥ 0}, (10)

c = c0, in {0} × Ω. (11)

We now describe the coefficients that appear in the equations above.

• The fluid kinematic viscosity µ and fluid density ρ are positive constants. The vector of gravitational
acceleration is denoted by g.

• The rate of strain matrix is symmetric and defined by D(u) = 0.5(∇u + (∇u)T ).

• The vector function f1 and scalar functions f2 and f represent the source/sink terms.
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• The permeability K is a symmetric positive definite matrix bounded above and below: there exist
k > 0, k̄ > 0 such that

∀ξ ∈ R
2, kξ · ξ ≤ ξ · Kξ ≤ k̄ξ · ξ.

• The coefficient G that appears in the interface condition (4) is a positive constant. It is obtained
experimentally and depends on the properties of the fluid and the porous medium.

• The coefficient ϕ is a positive constant bounded by one. Restricted to Ω2, the value of ϕ corresponds
to the porosity of the subsurface. By convention, the coefficient ϕ is simply equal to one on Ω1.

• The coefficient F (u) is a diffusion/dispersion matrix. In Ω1, it is simply equal to dmI, where dm is a
positive constant, and I is the identity matrix. In the porous region Ω2, the matrix F (u) depends on
the velocity in the following manner:

F (u) = (αT ‖u‖ + dm)I + (αl − αt)
uuT

‖u‖
.

The coefficient dm > 0 is the molecular diffusivity constant, αl ≥ 0 and αt ≥ 0 are the longitudinal
and transverse dispersivities and ‖ · ‖ denotes the Euclidean norm. One can show that there exist
α > 0,M > 0 such that

F (w)ψ · ψ ≥ αψ · ψ, ‖F (w)‖ ≤M‖w‖. (12)

In addition, we assume that there is F̄ > 0 such that

‖F (w)‖ ≤ F̄ . (13)

• The boundary flux U belongs to L2(Γ2). The data f2 and U must satisfy the compatibility condition

∫

Γ2

U =

∫

Ω2

f2.

• The function C ≥ 0 is the prescribed concentration on the inflow boundary. It is assumed to be bounded.
For any function z, we denote z+ = max(0, z) and z− = max(0,−z). Extending U to zero on Γ1, we
can rewrite the boundary conditions (9), (10) as

F (u)∇c · n + c(u · n)− = CU− on (0, T )× ∂Ω. (14)

• The initial concentration c0 is nonnegative and bounded.

We will solve for the unknowns (u1, p1, p2, c). We note that the Darcy velocity u2 can be obtained from
the Darcy pressure p2 via the first equation in (2). For any domain O, the standard notation for the Lk(O)
spaces and Sobolev spaces Hk(O) is used. The L2 inner-product of two functions is denoted by (·, ·)O. Let
H1

0,Γ1
(Ω1) denote the space of functions in H1(Ω1) whose trace vanishes on Γ1. The dual space of H1(Ω) is

denoted by H1(Ω)′ and the duality pairing is 〈·, ·〉(H1(Ω)′,H1(Ω)).
A weak solution to the problem (1)-(8) with (11) and (14) is the quadruple (u1, p1, p2, c) ∈ H1

0,Γ1
(Ω1)

2 ×

L2(Ω1) ×H1(Ω2) × (L2(0, T ;H1(Ω)) ∩ L∞((0, T ) × Ω)) satisfying:

∀v1 ∈ H1
0,Γ1

(Ω1)
2, ∀q1 ∈ L2(Ω1), ∀q2 ∈ H1(Ω2), 2µ(D(u1),D(v1))Ω1

+ (u1 · ∇u1,v1)Ω1
+ (

K

µ
∇p2,∇q2)Ω2

−(∇ · v1, p1)Ω1
+ (p2,v1 · n12)Γ12

+G(K−1/2u1 · τ 12,v1 · τ 12)Γ12

−(u1 · n12, q2)Γ12
+ (∇ · u1, q1)Ω1

= (f1,v1)Ω1
+ (f2 +

K

µ
ρg, q2)Ω2

− (U , q2)Γ2
, (15)
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∀z ∈ L2(0, T ;H1(Ω)),

∫ T

0

〈ϕ
∂c

∂t
, z〉(H1(Ω)′,H1(Ω))dt−

∫ T

0

(cu,∇z)Ωdt

+

∫ T

0

(F (u)∇c,∇z)Ωdt+

∫ T

0

((cU+ − CU−), z)∂Ωdt =

∫ T

0

(f, z)Ωdt. (16)

t→ c(t, ·) ∈ C0([0, T ]; (H1(Ω))
′

), t→
∂c

∂t
(t, ·) ∈ L2(0, T ; (H1(Ω))

′

), c(0, ·) = c0(·) a.e. in Ω. (17)

Because only Neumann boundary conditions hold for the flow problem, the additional constraint
∫

Ω2
p2 = 0

is imposed. Existence of a weak solution can be derived by combining results from [2, 18, 23]. We state the
result below.

Theorem 2.1. Assume that f1 ∈ L2(Ω1)
2, f2 ≥ 0, f2 ∈ L2(Ω2) and f ≥ 0, f ∈ L1(0, T ;L∞(Ω)) ∩

L2(0, T ;L2(Ω)). There exists a constant M̃ > 0 such that if

µ2 > M̃(‖f1‖
2
L2(Ω1)

+ µ‖f2‖
2
L2(Ω2) + µ‖U‖2

L2(Γ2) + ‖g‖2
L2(Ω2)

) (18)

then there exists a weak solution (u1, p1, p2, c) to the weak problem (15)-(17).

Remark: If the Stokes equations are used, existence of the weak solution is unconditional, i.e. there is
no need to assume small data condition like (18). This result is a consequence of the more general coupling
analyzed in [7]. The same result holds true if the Navier-Stokes equations are used and the interface condition
(5) is replaced by

(−2µD(u1)n12) · n12 + p1 +
1

2
u1 · u1 = p2.

In this case, the coupled flow model is numerically discussed in [10].
In the next section, we define several numerical approximations of the weak problem.

3 Numerical Discretization

Let Eh be a regular family of triangulations of Ω (see [12]) and let h denote the maximum diameter of the
triangles. We assume that the interface Γ12 is a finite union of triangle edges. Therefore, the restriction of
Eh to Ωi is also a regular family of triangulations of Ωi; we denote it by Eh

i and impose that the two meshes
Eh

i coincide at the interface Γ12. This restriction simplifies the analysis, but it can be relaxed.
For i = 1, 2, let Γh

i denote the set of edges of Eh
i interior to Ωi and let Γh = Γh

1 ∪ Γh
2 . To each edge e of

Eh we associate once and for all a unit normal vector ne. For the edges in Γh
i , this can be done by ordering

the triangles of Eh
i and orienting the normal in the direction of increasing numbers. For e ∈ Γ12, we set

ne = n12, i.e. ne is the exterior normal to Ω1. For a boundary edge e ∈ Γi, ne coincides with the outward
normal vector n to ∂Ω. If ne points from the element E1 to the element E2, the jump [·] and average {·} of
a function φ are given by:

[φ] = φ|E1 − φ|E2 , {φ} =
1

2
φ|E1 +

1

2
φ|E2 .

By convention, for a boundary edge on Γi, the jump and average are defined to be equal to the trace of the
function on that edge. The length of an edge e is denoted by |e|.

3.1 Numerical Approximation of Flow Problem

Let Xh
1 , Q

h
1 , Q

h
2 be finite dimensional subspaces to be defined later. Formally, the discrete weak formulation

of (1)-(5) can be written as: find Uh
1 ∈ Xh

1 , P
h
1 ∈ Qh

1 , P
h
2 ∈ Qh

2 such that

∀vh
1 ∈ Xh

1 , ∀q
h
2 ∈ Qh

2 , aNS(Uh
1 ,v

h
1 ) + bNS(v

h
1 , P

h
1 ) + cNS(Uh

1 ; Uh
1 ,v

h
1 ) + aD(P h

2 , q
h
2 )

+γ(Uh
1 , P

h
2 ; vh

1 , q
h
2 ) = ℓ(vh

1 , q
h
2 ),

∀qh
1 ∈ Qh

1 , bNS(U
h
1 , q

h
1 ) = 0,

∫

Ω2

P h
2 = 0,
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where aNS, bNS, cNS, aD are discretizations of the operators −∇ · (2µD(u)), ∇p, u · ∇u and −∇ · ((K/µ)∇p)
respectively. These forms depend on the choice of the method and we will give several examples in the
following sections. Since the discrete problem is steady-state and nonlinear, Picard iterations are computed
with an initial zero Navier-Stokes velocity.

Denote by Uh the resulting velocity field of the coupled Navier-Stokes and Darcy equations. The velocity
Uh is defined in Ω by:

Uh =

{

Uh
1 , in Ω1

−K

µ (∇P h
2 − ρg), in Ω2

(19)

The form γ couples the two different physical flows through the interface Γ12.

γ(Uh
1 , P

h
2 ; vh

1 , q
h
2 ) = (P h

2 ,v
h
1 · n12)Γ12

+G(K−1/2Uh
1 · τ 12,v

h
1 · τ 12)Γ12

− (Uh
1 · n12, q

h
2 )Γ12

. (20)

The form ℓ is defined as:

ℓ(vh
1 , q

h
2 ) = (f1,v

h
1 )Ω1

+ (f2 +
K

µ
ρg, qh

2 )Ω2
+ (U , qh

2 )Γ2
.

We remark that if the Stokes equations are used instead of the Navier-Stokes equations, the numerical
scheme remains the same with the choice cNS = 0. One can use various discretizations in either subdomains.
We choose to present the discontinuous Galerkin (DG) method, the finite element method (FEM) and a
combination of the two. In what follows we give a description of the linear forms aNS, aD, bNS, cNS.

3.1.1 DG scheme

The primal DG method is applied to both the Navier-Stokes equations and the Darcy equations. The penalty
parameter is denoted by σ > 0 and the symmetrizing parameter by ǫ. The parameter ǫ takes the values −1
or +1, which corresponds to either the symmetric interior penalty Galerkin (SIPG) method or the non-
symmetric interior penalty Galerkin (NIPG) method [29, 3, 26]. We can allow for different values of σ for
each edge, and for different values of ǫ for the forms aNS and aD. To simplify the text, we assume that σ
and ǫ are fixed constants for both forms. Let k1, k2 be positive integers, each greater than or equal to one.
In that case the finite dimensional spaces are

Xh
1 = {vh ∈ L2(Ω1)

2 : vh|E ∈ (Pk1
(E))2 , ∀E ∈ Eh

1 }, Qh
1 = {qh ∈ L2(Ω1) : qh|E ∈ Pk1−1(E), ∀E ∈ Eh

1 },

Qh
2 = {qh ∈ L2(Ω2) : qh|E ∈ Pk2

(E), ∀E ∈ Eh
2 },

where Pk is the space of polynomials of degree less than or equal to k and the forms are:

aNS(wh,vh) = 2µ
∑

E∈Eh
1

(D(wh),D(vh))E − 2µ
∑

e∈Γh
1
∪Γ1

({D(wh)ne}, [vh])e

+2ǫµ
∑

e∈Γh
1
∪Γ1

({D(vh)ne}, [wh])e + µ
∑

e∈Γh
1
∪Γ1

σ

|e|
([w], [v])e, (21)

bNS(vh, q
h
1 ) = −

∑

E∈Eh
1

(qh
1 ,∇ · vh)E +

∑

e∈Γh
1
∪Γ1

({qh
1 }, [vh] · ne)e, (22)

aD(zh
2 , q

h
2 ) =

∑

E∈Eh
2

(
K

µ
∇zh

2 ,∇q
h
2 )E −

∑

e∈Γh
2

({
K

µ
∇zh

2 · ne}, [q
h
2 ])e

+ǫ
∑

e∈Γh
2

({
K

µ
∇qh

2 · ne}, [z
h
2 ])e +

∑

e∈Γh
2

σ

|e|
([zh

2 ], [qh
2 ])e. (23)

The DG discretization of the nonlinear term u · u has been studied extensively, for instance in [19]. For
this, we introduce additional notation. For an element E ∈ Eh, let N (E) denote the neighboring element
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sharing part of ∂E. When the side of E belongs to ∂Ω, then N (E) is not defined, and by convention we set
vh|N (E) = 0 for any function vh ∈ Xh

1 . We also denote by nE the unit outward normal to E. The inflow

boundary of E with respect to a function zh ∈ Xh
1 is defined by

∂E−(zh) = {x ∈ ∂E : {zh(x)} · nE < 0}.

We are now ready to define the form cNS.

cNS(zh; vh,wh) =
∑

E∈Eh
1

(zh · ∇vh,wh)E +
1

2

∑

E∈Eh
1

(∇ · zh,vh · wh)E

−
1

2

∑

e∈Γh
1
∪Γ1

([zh] · ne, {vh · wh})e +
∑

E∈Eh
1

({zh} · nE(vh|E − vh|N (E)),wh|E)∂E−(zh)\Γ12
. (24)

The norms associated with the discrete spaces are:

‖v‖
X

h
1

=





∑

E∈Eh
1

‖D(v)‖2
L2(E) +

∑

e∈Γh
1
∪Γ1

|e|−1‖[v]‖2
L2(e)





1/2

,

‖q‖Qh
1

= ‖q‖L2(Ω1),

‖q‖Qh
2

=





∑

E∈Eh
2

‖
K1/2

µ1/2
∇q‖2

L2(E) +
∑

e∈Γh
2

|e|−1‖[q]‖2
L2(e)





1/2

.

3.1.2 FEM scheme

In this second approach, the discrete spaces Xh
1 ⊂ (H1

0 (Ω1))
2, Qh

1 ⊂ L2
0(Ω1), and Qh

2 ⊂ H1(Ω2) are con-
forming spaces of order k1 for Ω1 and k2 for Ω2. For instance, to approximate the Navier-Stokes velocity
and pressure, one can use the MINI elements [4] of order one or the Taylor-Hood elements [21] of order two.
These spaces satisfy an inf-sup condition, with an inf-sup constant independent of h. In these two cases, the
Darcy pressure space consists of continuous piecewise linears

Qh
2 = {qh ∈ C(Ω2) : qh|E ∈ P1(E), ∀E ∈ Eh

2 }.

The bilinear forms are

aNS(vh,wh) = 2µ(D(vh),D(wh))Ω1
, (25)

bNS(vh, q
h
1 ) = −(qh

1 ,∇ · vh)Ω1
, (26)

aD(zh
2 , q

h
2 ) = (K∇zh

2 ,∇q
h
2 )Ω2

, (27)

cNS(zh; vh,wh) =
1

2
(zh · ∇vh,wh)Ω1

−
1

2
(zh · ∇wh,vh)Ω1

+
1

2
(zh · n12,vh · wh)Γ12

. (28)

The FEM spaces are equipped with the following norms:

‖v‖Xh
1

= ‖D(v)‖L2(Ω1), ‖q‖Qh
1

= ‖q‖L2(Ω1), ‖q‖Qh
2

= ‖
K1/2

µ1/2
∇q‖L2(Ω2).

3.1.3 FEM/DG scheme

In this third approach, we propose to employ the FEM to solve the Navier-Stokes equations in Ω1 and to
employ the DG method to solve the Darcy equations in Ω2. Conforming element spaces of order k1 are used
for the spaces Xh

1 and Qh
1 , and discontinuous piecewise polynomials of degree k2 are used for the space Qh

2 .
The bilinear forms are the forms defined by (25), (26), (28) and (23).
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3.1.4 Error analysis

The DG method and the FEM/DG method were analyzed in [18, 10] for different boundary conditions for
the Darcy pressure. It is a technicality to redo the analysis for the case of Neumann boundary condition.
A similar analysis can be done for the FEM method. Existence and uniqueness of the numerical solution
(Uh

1 , P
h
1 , P

h
2 ) are obtained under small data condition similar to (18). Convergence rates are optimal. More

precisely, there is a constant M independent of h such that

‖u1 − Uh
1‖Xh

1
+ ‖p1 − P h

1 ‖Qh
1

+ ‖p2 − P h
2 ‖Qh

2
≤M(hk1 + hk2). (29)

Using (19) and the fact that ‖ · ‖L2(Ω1) ≤M‖ · ‖Xh
1

(see [19]), we obtain an error bound of the velocity field

in the L2-norm.
‖u − Uh‖L2(Ω) ≤M(hk1 + hk2). (30)

As a consequence, using a trace theorem, an inverse inequality, and the Lagrange interpolant of u, we have

∀e ∈ Γh, ‖u − Uh‖L2(e) ≤M(hk1−1/2 + hk2−1/2). (31)

One can also show that the velocity Uh is bounded in the L2 norm by the data: there is a constant M > 0
independent of h, but dependent on the data µ, ‖f1‖L2(Ω1), ‖f2‖L2(Ω2) and ‖U‖L2(∂Ω), such that

‖Uh‖L2(Ω) ≤M. (32)

Remark: If the Stokes equations are used instead of the Navier-Stokes equations, existence and uniqueness
of the numerical solution is unconditional.

3.2 Numerical Approximation of Transport Problem

The equation (6) is discretized by a combined backward Euler and DG method. Let ∆t be a positive time
step and let tj = j∆t denote the time at the jth step. Let Qh denote the space of discontinuous piecewise
polynomials of degree r. The approximation of the initial concentration is obtained by an L2 projection:

∀qh ∈ Qh, (Ch
0 , qh)Ω = (c0, qh)Ω.

For any j ≥ 0, the approximation Ch
j+1 of the concentration c at time tj+1 is defined by the following discrete

variational problem.

∀qh ∈ Qh, ϕ(
Ch

j+1 − Ch
j

∆t
, qh)Ω + aT (Uh;Ch

j+1, qh) + dT (Uh;Ch
j+1, qh) = LT (tj+1; qh), (33)

where the bilinear form aT is a DG discretization of the operator −∇ · (F (u)∇c) and the bilinear form dT

is a DG discretization of the operator ∇ · (uc). Before defining these forms, we introduce the upwind value

q↑h of a function qh in Qh with respect to the velocity field Uh, defined by (19). Let e be an edge shared by
the elements E1 and E2 and assume the unit normal vector ne points outward of E1.

q↑h =

{

qh|E1
if {Uh} · ne > 0,

qh|E2
if {Uh} · ne ≤ 0.

The penalty parameter is denoted by σ. The symmetrization parameter is denoted by ǫ ∈ {−1, 1}. The
forms aT , dT , LT are given below for any θh, qh in Qh:

aT (Uh; θh, qh) =
∑

E∈Eh

(F (Uh)∇θh,∇qh)E +
∑

e∈Γh

|e|−1(σ[θh], [qh])e −
∑

e∈Γh

((F (Uh)∇θh · ne)
↑, [qh])e

+ ǫ
∑

e∈Γh

((F (Uh)∇qh · ne)
↑, [θh])e +

∑

e∈∂Ω

(θh,U
+qh)e,

dT (Uh; θh, qh) = −
∑

E∈Eh

(θhUh,∇qh)E +
∑

e∈Γh

(θ↑h{U
h · ne}, [qh])e,

LT (tj+1; qh) =

∫

Ω

f(tj+1)qh +

∫

∂Ω

C(tj+1)U−qh.
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This scheme uses an improved DG method in which the diffusive fluxes are upwinded whereas in the standard
DG method the diffusive fluxes are averaged. The improved method is more stable and does not require the
use of slope limiters even in the case of degenerate diffusion coefficients [25]. The space Qh is equipped with
the following semi-norm:

|qh|Qh
=

(

∑

E∈Eh

‖∇qh‖
2
L2(E) +

∑

e∈Γh

|e|−1‖σ1/2[qh]‖2
L2(e)

)

.

We now recall the coercivity property of the form aT : there is a constant κ > 0 such that

∀qh ∈ Qh, aT (Uh; qh, qh) ≥ κ|qh|
2
Qh

+ ‖(U+)1/2qh‖
2
L2(∂Ω). (34)

This is straightforward for the NIPG method (ǫ = 1) and in that case the constant κ = min(1, α) where α
is the lower bound for F (u). For the SIPG method (ǫ = −1), we use the fact that the matrix F (Uh) is
bounded above and the coercivity is obtained if the penalty parameter is large enough.

We will use the following inverse inequality. There is a constant M > 0 independent of h such that

∀qh ∈ Qh, ∀E ∈ Eh, ‖qh‖L∞(E) ≤Mh−1‖qh‖L2(E). (35)

3.2.1 Existence and uniqueness of concentration

As the system is linear, it suffices to show uniqueness. Clearly the initial concentration is uniquely defined.
Fix j ≥ 0. Let θh = Cj+1

h − C̃j+1
h be the difference of two solutions of (33). The function θh satisfies

ϕ

∆t
‖θh‖

2
L2(Ω) + aT (Uh; θh, θh) + dT (Uh; θh, θh) = 0.

Next, we use the coercivity (34) of aT :

ϕ

∆t
‖θh‖

2
L2(Ω) + κ|θh|

2
Qh

≤ |dT (Uh; θh, θh)|.

The first term in dT (Uh; θh, θh) is bounded using Cauchy-Schwarz’s inequality, Young’s inequality, the inverse
inequality (35) and the bound (32).

|
∑

E∈Eh

(θhUh,∇θh)E | ≤
∑

E∈Eh

‖θh‖L∞(E)‖U
h‖L2(E)‖∇θh‖L2(E) ≤Mh−1

∑

E∈Eh

‖θh‖L2(E)‖U
h‖L2(E)‖∇θh‖L2(E)

≤ MMh−1
∑

E∈Eh

‖θh‖L2(E)‖∇θh‖L2(E) ≤
M2M

2

κh2
‖θh‖

2
L2(Ω) +

κ

4

∑

E∈Eh

‖∇θh‖
2
L2(E).

The second term in dT (Uh; θh, θh) is bounded similarly, but here we take advantage of the penalty term:

|
∑

e∈Γh

(θ↑h{U
h · ne}, [θh])e| ≤ M

∑

e∈Γh

|e|−1/2‖σ1/2[θh]‖L2(e)h
1/2‖θ↑h‖L∞(e)‖{U

h · ne}‖L2(e)

≤ M
∑

e∈Γh

|e|−1/2‖σ1/2[θh]‖L2(e)h
1/2h−1‖θh‖L2(E12

e )‖{U
h · ne}‖L2(e)

≤ M
∑

e∈Γh

|e|−1/2‖σ1/2[θh]‖L2(e)h
1/2h−1‖θh‖L2(E12

e )h
−1/2‖Uh‖L2(E12

e ).

In the bound above we have used the inverse inequality ‖Uh‖L2(e) ≤ Mh−1/2‖Uh‖L2(E). We also defined
the union of the elements who share the edge e by E12

e . Next, we use the bound on the discrete velocity (32)
and we obtain by Young’s inequality:

|
∑

e∈Γh

(θ↑h{U
h · ne}, [θh])e| ≤

M2M
2

h2κ
‖θh‖

2
L2(Ω) +

κ

4

∑

e∈Γh

|e|−1‖σ1/2[θh]‖2
L2(e).
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Therefore we have
( ϕ

∆t
−

2M2M
2

κh2

)

‖θh‖
2
L2(Ω) +

3κ

4
|θh|

2
Qh

≤ 0.

We conclude that θh = 0 if the time step satisfies the following condition:

∆t <
κh2ϕ

2M2M
2 .

We summarize our result below.

Lemma 3.1. There is a constant M0 > 0 such that if ∆t < M0h
2, there is a unique solution to the scheme

(33).

3.2.2 Error analysis

We decompose the error at each time step into an approximation error η and a numerical error ξ. Let
c̃ ∈ Qh ∩ C(Ω) be an approximation of c in the sense that the following approximation bounds [6] hold:

‖c(tj) − c̃(tj)‖L2(Ω) ≤Mhr+1‖c(tj)‖Hr+1(Ω), ‖∇(c(tj) − c̃(tj))‖L2(Ω) ≤Mhr‖c(tj)‖Hr+1(Ω),

‖c(tj) − c̃(tj)‖L∞(Ω) ≤Mhr+1‖c(tj)‖Hr+1(Ω), ‖∇(c(tj) − c̃(tj))‖L∞(Ω) ≤Mhr‖c(tj)‖Hr+1(Ω).

We write
Cj

h − c(tj) = ηj − ξj , ηj = Cj
h − c̃(tj), ξj = c(tj) − c̃(tj).

Theorem 3.2. Under the assumption of Lemma 3.1 and the additional regularity assumptions c ∈ L2(0, T ;Hr+1(Ω))∩
W 1,∞(Ω), ct ∈ L2(0, T ;Hr(Ω)), and c0 ∈ Hr(Ω), there is a constant M independent of h and ∆t such that
for all m ≥ 1, and for ∆t small enough, we have the error bound

‖ηm‖2
L2(Ω) + κ∆t

m
∑

j=1

|ηj |2Qh
+ ∆t

m
∑

j=1

‖|U|1/2ηj‖2
∂Ω ≤M(h2r + h2k1 + h2k2 + ∆t2).

Proof. The error equation becomes

∀qh ∈ Qh, (ϕ
ηj+1 − ηj

∆t
, qh)Ω + aT (Uh; ηj+1, qh) + dT (u; ηj+1, qh) = (ϕ

∂ξ

∂t
(tj+1), qh)Ω + (ϕ

∂c̃

∂t
(tj+1) − ϕ

c̃j+1 − c̃j

∆t
, qh)Ω

+dT (u − Uh; ηj+1, qh) + aT (Uh; ξj+1, qh) + dT (Uh; ξj+1, qh) + dT (u − Uh; c(tj+1), qh)

+aT (u; c(tj+1), qh) − aT (Uh; c(tj+1), qh).

We take qh = ηj+1 and we use the coercivity (34) of aT :

ϕ

2∆t
(‖ηj+1‖2

L2(Ω) − ‖ηj‖2
L2(Ω)) + κ|ηj+1|2Qh

+ dT (u; ηj+1, ηj+1) + ‖(U+)1/2ηj+1‖2
L2(∂Ω) ≤ |(

∂ξ

∂t
(tj+1), ηj+1)Ω|

+|(
∂c̃

∂t
(tj+1) −

c̃j+1 − c̃j

∆t
, ηj+1)Ω| + |dT (u − Uh; ηj+1, ηj+1)| + |aT (Uh; ξj+1, ηj+1)|

+|dT (Uh; ξj+1, ηj+1)| + |dT (u − Uh; c(tj+1), ηj+1)| + |aT (u; c(tj+1), ηj+1) − aT (Uh; c(tj+1), ηj+1)|. (36)

Since the weak solution satisfies ∇ ·u|Ω1
= 0 and ∇ ·u|Ω2

= f2 ≥ 0, we use integration by parts and obtain:

dT (u; ηj+1, ηj+1) + ‖(U+)1/2ηj+1‖2
L2(∂Ω) =

1

2
(U+, (ηj+1)2)∂Ω +

1

2
(U−, (ηj+1)2)∂Ω ≥ 0.

We now bound the first and second terms in the right-hand side of (36), by the approximation properties,
under the regularity assumption for the exact solution c.

|(
∂ξ

∂t
(tj+1), ηj+1)Ω| ≤ ‖ηj+1‖2

L2(Ω) +Mh2r‖
∂c

∂t
(tj+1)‖2

Hr(Ω),
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and

|(
∂c̃

∂t
(tj+1) −

c̃j+1 − c̃j

∆t
, ηj+1)Ω| ≤ ‖ηj+1‖2

L2(Ω) +
∆t

12

∫ tj+1

tj

‖
∂2c̃

∂t2
‖2

L2(Ω).

We now bound the dT terms. Using standard techniques and inequality (35), we obtain

dT (u − Uh; ηj+1, ηj+1) ≤Mh−1‖ηj+1‖L2(Ω)‖u − Uh‖L2(Ω)|η
j+1|Qh

.

Using the velocity bound (30) and the fact that k1 ≥ 1, k2 ≥ 1, we have

dT (u − Uh; ηj+1, ηj+1) ≤
κ

8
|ηj+1|2Qh

+M‖ηj+1‖2
L2(Ω).

Similarly, using (32), we have

dT (Uh; ξj+1, ηj+1) ≤M‖ξj+1‖L∞(Ω)‖U
h‖L2(Ω)|η

j+1|Qh
≤M‖ξj+1‖L∞(Ω)|η

j+1|Qh
.

and using (30), (31) and the boundedness of the weak solution, we have

dT (u − Uh; c(tj+1), ηj+1) ≤M‖c(tj+1)‖L∞(Ω)|η
j+1|Qh

(

‖u − Uh‖L2(Ω) + (
∑

e∈Γh

|e|‖u − Uh‖2
L2(e))

1/2
)

≤
κ

8
|ηj+1|2Qh

+M(h2k1 + h2k2).

The diffusive term aT (Uh; ξj+1, ηj+1) is bounded using standard techniques.

aT (Uh; ξj+1, ηj+1) ≤
κ

8
|ηj+1|2Qh

+
1

8
‖(U+)1/2ηj+1‖2

L2(∂Ω) +Mh2r‖c(tj+1)‖2
Hr+1(Ω).

To bound the remaining diffusive terms, we use the boundedness of c, the Lipschitz continuity of F and the
bounds (30), (31).

aT (u; c(tj+1), ηj+1) − aT (Uh; c(tj+1), ηj+1) ≤
κ

8
|ηj+1|2Qh

+M(h2k1 + h2k2).

We can now conclude by combining all bounds, summing over the time steps, and using Gronwall’s inequality.

4 Numerical examples

In this section, we show that our schemes are robust under different physical conditions (faults, discontinuous
permeability field). We also investigate the effect of different approximations of velocity on the concentration
solution. In all the numerical examples, the fluid viscosity is equal to 1, and the Beavers-Joseph-Saffman
constant to 0.1. Meshes are generated using Gmsh [17], visualization is done using Tecplot [1] and the
simulations are done using software developed by the authors. Uniqueness of the pressure is obtained by
imposing a Dirichlet boundary condition on part of the subsurface boundary.

4.1 Step interface

In the first example, the rectangular domain Ω = (0, 2) × (0, 1.25) is partitioned into two subdomains by
a polygonal interface with three successive uniform steps (see Fig. 1). For the flow problem, the Stokes
equations are solved in Ω1 and the Darcy equations in Ω2. The permeability of Ω2 is K = 10−4I. Zero
Dirichlet boundary conditions are imposed on the bottom horizontal side of Ω2 and zero Neumann boundary
conditions on the remainder of Ω2 \ Γ12. The Stokes velocity on Γ1 is set equal to (−3(y− 1.25)(y− 0.5), 0),
which means the velocity profile is parabolic along the vertical side of Γ1. The pressure contours and Euclidean
norm of velocity contours with streamlines are shown in Fig. 2. The DG scheme is used with ǫ = 1, σ = 0.1

10
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Ω1

0.25

Ω2

Figure 1: Domain with step interface.

PRES

750
650
550
450
350
250
150
50

VELO

0.38
0.32
0.26
0.2
0.14
0.08
0.02

Figure 2: Step interface problem: pressure contours (left) and velocity norm and streamlines (right).
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CONC1
0.45
0.4
0.35
0.3
0.25
0.2
0.15
0.1
0.05
0

CONC1
0.45
0.4
0.35
0.3
0.25
0.2
0.15
0.1
0.05
0

Figure 3: Concentration contours at t = 1 (left) and t = 1.5 (right).

and k1 = k2 = 2. The mesh contains 5760 triangles of varying size so that the triangles in the neighborhood of
the interface are the smallest. We now describe the characteristics of the transport problem for this example.
The coefficients are: ϕ = 0.2, αl = 1, αt = 0.1, c0 = C = 0, dm = 10−3 in Ω2, dm = 5 × 10−3 in Ω1. In this
example, we simulate the leakage of a contaminant in the surface by the source function:

f(t, x, y) =

{

1, t < 1, and ((x − 0.2)2 + (y − 0.85)2)1/2 ≤ 0.15
0, otherwise

Concentration contours at the time t = 1 where the plume reaches its maximum peak are shown in Fig. 3
(left). At this time, the contaminant has just reached the interface. Concentration contours at later times
are shown on Fig. 3 (right) and Fig. 4. Once the contaminant penetrates the subsurface it is transported
downwards and exits the domain via the bottom horizontal boundary. The numerical approximation of the
concentration is obtained with the DG method with ǫ = 1, r = 1, σ = 0.1 and ∆t = 2.5 × 10−3.

4.2 Non-uniform permeability field

In this second example, the permeability of the subsurface takes random values between 10−7I and 3.8 ×
10−5I. The domain is Ω = (0, 12) × (0, 6) and the interface is a horizontal line containing two steps of
opposite direction. Fig 5 shows the domain and the permeability distribution.

First for the flow problem, we impose a parabolic velocity profile on the left vertical boundary of Ω1 and a
similar profile on the right vertical boundary of Ω1 but with a smaller magnitude. Zero Neumann boundary
conditions are imposed on the Darcy pressure for the vertical boundaries of Ω2 and Dirichlet pressure is
prescribed on bottom horizontal boundary. The Dirichlet values are given below:

∀y ≥ 4, u1(0, y) = (0.25(y − 4)(8 − y), 0), u1(12, y) = ((3/16)(y − 4)(8 − y), 0),

∀0 ≤ x ≤ 12, u1(x, 6) = (1, 0), p2(x, 0) = 105.

The Navier-Stokes equations are solved in Ω1 and the Darcy equations in Ω2. The mesh contains 562 triangles
in the surface and 625 triangles in the subsurface. The DG method with parameters σ = 1, ǫ = 1, k1 = k2 = 2
is used. The Picard iterations for the flow problem converge after 9 iterations, with a set tolerance of 10−7.
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CONC1
0.45
0.4
0.35
0.3
0.25
0.2
0.15
0.1
0.05
0

CONC1
0.45
0.4
0.35
0.3
0.25
0.2
0.15
0.1
0.05
0

Figure 4: Concentration contours at t = 2.5 (left) and t = 4 (right).

Ω1

Ω2

(a) (b)

Figure 5: Domain (a) and permeability field (b).
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PRES
1.20E+05
1.18E+05
1.16E+05
1.14E+05
1.12E+05
1.10E+05
1.08E+05
1.06E+05
1.04E+05
1.02E+05

Figure 6: Pressure contours and velocity field.

Fig. 6 shows the pressure contours and the velocity field. Since the exact solution is unknown, we compute
the differences between the solutions obtained on two successive meshes (i.e. of size h and h/2). We obtain
a rate of O(h0.4) for the H1 norm of the Navier-Stokes velocity and O(h0.4) for the H1 norm of the Darcy
pressure. These rates confirm convergence of the scheme for solutions with low regularity.

Second for the transport problem, the concentration is prescribed on the inflow boundary (C = 1). The
initial concentration is zero. The other parameters defining the problem are: r = 1, ϕ = 0.2, αl = 0.1,
αt = 0.01, dm = 10−4 in Ω2, dm = 10−2 in Ω1. Discontinuous piecewise linear approximation of the
concentration are obtained. Fig. 7, 8, 9 present the concentration contours at successive times. We observe
that the contaminant sweeps the surface region very fast, then percolates down the subsurface at a slower
rate. This is expected as the velocity in the subsurface is much smaller than the velocity in the surface. We
also note that the contaminant is transported downwards in the subsurface in a non-uniform way. This is
explained by the discontinuous distribution of the permeability field.

4.3 Fractured subsurface

In this last example, the porous medium Ω = (0, 12) × (0, 6) contains three horizontal layers of varying
permeability that are intersected by two slanted faults. The permeability matrix is equal to 10−4I, 10−9I,
10−5I, 10−7I in the faults, the top layer, the middle layer and the bottom layer respectively (see Fig. 10).
Boundary conditions for the flow problem are the same as in the previous example (Section 4.2). Fig. 11
shows the pressure contours and the velocity field obtained with the DG method of first and second order,
which yields 8707 and 17679 degrees of freedom respectively. The pressure follows a vertical gradient, and
thus the velocity in the middle layer (denoted by B on Fig. 10) remains small. For this example, we also solve
the flow problem using the FEM/DG method of order one. The MINI elements are used for the Navier-Stokes
region. Discontinuous piecewise linear or quadratic approximations are used in the Darcy region. Fig. 12
shows the pressure contours and streamlines obtained on the same mesh as the solutions in Fig. 11. Using
FEM/DG is computationally cheaper than DG alone, as the number of degrees of freedom is 7899 and 14766
for piecewise linears and quadratics respectively. However we observe that even though the streamlines are
similar, the values for the pressure differ. If we solve the problem on a finer mesh, the pressure values match
those obtained by the DG scheme (see Fig. 13). The number of degrees of freedom is 125043 and 234915 for
piecewise linears and quadratics respectively. Similar conclusions can be made if the FEM scheme is used
in the whole domain. The method of order one yields the smallest number of degrees of freedom (2196),
however the solution is not accurate enough and the mesh needs to be finer.
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Figure 7: Concentration at different times: t1 (left) and t2 = 6t1 (right).

0.99
0.94
0.88
0.83
0.77
0.72
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Figure 8: Concentration at different times: t3 = 16t1 (left) and t4 = 26t1 (right).
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Figure 9: Concentration at different times: t5 = 32t1 (left) and t6 = 40t1 (right).

Ω1

A
A

A

B

C

B

C
C

B

D D

Figure 10: Domain for surface coupled with fractured subsurface. Permeability value is 10−9 in A region,
10−5 in B region, 10−7 in C region and 10−4 in D region (slanted fractures).

PRES
124000
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120000
118000
116000
114000
112000
110000
108000
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104000
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PRES
124000
122000
120000
118000
116000
114000
112000
110000
108000
106000
104000
102000
100000

Figure 11: Pressure and velocity field obtained with the DG method of order one (left figure) and order two
(right figure).

16



PRES
124000
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120000
118000
116000
114000
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108000
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104000
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100000

Figure 12: Pressure and velocity field obtained with the FEM/DG method of order one (left figure) and order
two (right figure).

PRESSURE

124000
122000
120000
118000
116000
114000
112000
110000
108000
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104000
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100000

PRESSURE

124000
122000
120000
118000
116000
114000
112000
110000
108000
106000
104000
102000
100000

Figure 13: Pressure and velocity field obtained with the FEM/DG method of order one (left figure) and order
two (right figure) on a very fine mesh.
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Next we describe the parameters chosen for the transport problem. The coefficients are: ϕ = 0.2, αl = 0.1,
αt = 0.01, C = 0, dm = 10−4 in Ω2, dm = 10−2 in Ω1. As in the first example, we simulate the leakage of a
contaminant in the surface. The initial concentration is equal to one in a localized region in the surface, and
zero elsewhere. In addition, there is a temporary source of contaminant (for t ≤ t∗, with t∗ = 3) defined by:

f(t, x, y) =

{

0.5, t < 3, and ((x − 2.0)2 + (y − 5.1)2)1/2 ≤ 0.5
0, otherwise

As in the previous two examples, we obtain the numerical approximation of the concentration by the DG
method with parameters r = ǫ = σ = 1. In Fig. 14, 15, 16, we show the concentration contours at different
times in the case where the numerical approximation of the velocity is obtained by DG (with k1 = k2 = 2),
FEM/DG (with k1 = 1 and k2 = 2) and FEM (with k1 = k2 = 1) schemes. We note that the mesh used
for the transport problem is the same as the one used in Fig. 11 and Fig. 12. The overall behavior of the
solution is as expected: the contaminant is transported faster in the surface region, and some of it penetrates
the subsurface via the slanted fractures. Because of the intermediate value of the permeability in the middle
layer, some of the contaminant appears in part of region B neighboring the fractures.

The interest of this example is to see that the poor/good accuracy of the input velocity has an important
effect on the concentration solution. At the times t1 and t2, solutions obtained with FEM/DG or FEM input
velocities are similar. At the time t3 (which is greater than t∗, the time when the source disappears), we
observe an unphysical accumulation of mass at the outflow boundary of the left fracture if the FEM velocity
is used. The use of DG in the subsurface region for the flow problem removes this numerical problem. We also
note that the solution obtained with DG input velocity differs from the other two solutions. The contaminant
plume appears to be less diffusive, and further along the x-axis. This is particularly clear in Fig. 16, where
we see that the left fracture contains very little contaminant if the input velocity is obtained with DG. In
addition, a larger amount of contaminant has reached the second fracture.

5 Conclusions

The coupling of surface/subsurface flow and transport is studied theoretically and numerically by the use of
finite element methods and discontinuous Galerkin methods. It is shown that the DG scheme is robust and
yields accurate solutions for inhomogeneous or fractured subsurface. A finer mesh is needed to obtain an
accurate FEM/DG or FEM velocity. If one is constrained to use the same computational mesh for both flow
and transport, then the most economical solution is still given by the DG method. It would be of interest to
study the effects of projection of the velocity field, if independent meshes are used for the flow and transport
problems.
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(a) Input DG
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(b) Input FEM/DG
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Figure 14: Concentration contours at time t1 with input velocity obtained from DG (a), FEM/DG (b) and
FEM (c).
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Figure 15: Concentration contours at time t2 = 2t1 with input velocity obtained from DG (a), FEM/DG (b)
and FEM (c).
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Figure 16: Concentration contours at time t3 = 5t1 with input velocity obtained from DG (a), FEM/DG (b),
and FEM (c).
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