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Abstract

Inelastic Ion Scattering from Semiconductor
Surfaces

by

John A. Wolfgang

Recent experimental investigations into charge transfer during ion/semiconductor
surface collisions indicate dependence of the scattered ion’s neutralization probability
upon the target surface's local electronic environment along the scattered ion trajec-
tory. This work presents qualitative modeling of these experiments demonstrating
how the target surface’s local electrostatic potential and charge density modify the
scattered ion’s neutralization rates. These models have been applied to Ne™ scatter-
ing and S~ recoil from CdS {0001} and {0001} surfaces as well as Ne™ scattering from
intrinsic. n- and p-doped Si(100)-(2x1) surfaces. Correlation between electrostatic
surface potential and ion neutralization probability has been shown for ion scattering
from the CdS surfaces. Ne* neutralization during scattering from the Si(100)-(2x1)
surface correlates to local surface charge density along the ion trajectory. Variations
in ion neutralization rate for the intrinsic. n- and p- doped surfaces have been corre-
lated to band bending at the Si surface.
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Chapter 1

Introduction

Electron charge transfer processes play a fundamental role in many dynamical
phenomena at surfaces. The interactions of atoms and molecules with metal surfaces
is relatively well understood. Several methods have been developed for the calcula-
tion of the energy shift and broadening of atomic and molecular levels near surfaces
and for the description of the dynamical interaction between atoms and surfaces in
atom-surface scattering experiments. Also a general understanding is beginning to
emerge for more complicated charge transfer processes such as Auger neutralization
and deexcitation of atoms near metal surfaces. For the case of semiconductors. the
situation is far less well understood. While certain features of this interaction have
been successfully modeled. no general understanding of the various neutralization and
deexcitation channels has emerged.

This work presents an initial qualitative investigation into charge transfer during
ion/semiconductor surface scattering events. Several experiments have been success-
fully modeled. correlating local surface electronic properties to the overall scattered
ion neutralization probability. In the first section, scattering of Ne* ions from CdS
{0001} surfaces will be examined. Experimental results indicate that ion neutraliza-

tion probability is strongly dependent upon the specific scattering trajectory of the



incident ion. This suggests that local variation of the surface electronic structure plays
a role in the overall ion neutralization rate. It is shown that the neutralization prob-
ability of the scattered ion correlates to local variations in the surface electrostatic
potential. as calculated from a density functional approach.

In the second section. Ne* ion scattering from an intrinsic. n- and p-doped Si(100)-
(2x1) surface will be investigated. As with the scattering of Ne™ ions from the CdS
surfaces, the experimental data for Ne* ion scattering from the Si surface suggests
that the ion neutralization rate is strongly dependent upon the local electronic struc-
ture of the target surface surface along the scattered ion’s trajectory. It is shown
that a strong correlation exists between local variation of the target surface charge
density and the final ion neutralization probability for all three surfaces. However,
when comparing the final percentage of neutral ions produced during Ne™ scattering
between n- and p-doped Si target surfaces. significantly fewer neutral ions are pro-
duced when scattered from the p-doped surface. This observation can be explained by
band bending arguments at the surface, causing dramatic changes in the electrostatic

surface potential and influencing the scattered ion neutralization rates.



Chapter 2

Cadmium Sulfide

2.1 Experiment

2.1.1 Experimental Measurement

The experimental investigation of Ne™ scattering and S~ recoil from a CdS surface
was accomplished by Dr. Wayne Rabalais’ surface physics group at the University
of Houston. Measurement of Ne™ scattering and S~ recoil from the CdS surface was
carried out in a time-of-flight scattering and recoiling spectrometer (TOF-SARS)|1].
The technique uses a pulsed noble gas ion beam which is scattered from a sample
surface in an ultra-high vacuum chamber. The scattered and recoiled ions plus fast
neutrals are measured by TOF techniques. A 4 keV’ Ne* ion beam with a pulse width
of ~50 ns. pulse rate of 30 kHz, and average ion current of ~0.5 nA/cm? was used.
[on fraction. Y. measurements were made by using a 50 cm long acceleration tube
located within the 90 cm sample to detector drift region. [ons are accelerated by the
electric field, thereby separating the ion and neutral fractions in a TOF measurement.
The difference in the number of particles measured with no voltage on the deflection
plates (neutrals+ions) and with a deflection voltage (only neutrals) gives the absolute

number of ions.



CdS has a wurtzite structure which gives rise to a crystallographic polarity, i.e.
the surface is terminated in either a Cd or a S layer. Due to the inversion plane,
experiments on both the {0001} Cd-terminated and the {0001} S-terminated surfaces
could be made on a single sample by simply rotating the crystal to its opposite
side. Both surfaces are unreconstructed and contain two different coexisting domains.
rotated by 60° from each other. This results in a 60° structural azimuthal periodicity
of the TOF-SARS scans. rather than the 120° periodicity expected for a single domain.
For both surface terminations, the primary target atom for the ion beam was Cd.
Thus. ion fractions from the Cd-terminated surface reflect collisions from lst layer
Cd atoms. while ion fractions from the S-terminated surface reflect scattering from

2nd-layer Cd atoms.

2.1.2 Ion fraction sensitivity to crystal azimuthal direction

Azimuthal scans of the ion fractions were obtained by rotating the crystal about its
normal and acquiring TOF spectra at 2° intervals. Both Yy, and Yg were found
to be highly sensitive to the alignment of the ion beam with the crystal azimuthal
directions as well as the nature of the surface termination layer. A periodic behavior
as a function of azimuthal angle which is different for the two surface terminations

was observed in both Yy, and Ys.



The Ne* ion fractions Yy, (Fig. 2.1) are higher on the Cd- than the S-terminated
surface, and moreover. the maxima and minima have exactly the opposite behavior
on these two surfaces when comparison is made under the same angular conditions,
ie.. a = 11° and 3 = 39°. On the Cd-terminated surface, the lowest values of Yy,
are found along the close-packed atomic rows, i.e.. along the azimuths 0° (<1000>).
60° <(0T00)>. and 120° <(0010)>. The Ne* neutralization probability is hence
enhanced. or comparably, the ion survival probability is decreased. along these dense
Cd rows. Minima are also observed along the 30° <(1100)> and 90° <(0110)>
azimuths. however they are not as deep as those along the close-packed directions.
The observed periodicity of the oscillations is 30°. On the S-terminated surface (Fig.
2.1). the highest values of Yy, are found along the principal azimuths, i.e.. 0°. 30°
60°. and 90°. and they exhibit a 30° periodicity. Due to the low incident angle of «
= 11°. the trajectories of the incident Ne™ ions are influenced by grazing multiple
collisions with first-laver S atoms. In order to correctly model the ion scattering,
knowledge of the ion scattering trajectories is necessary. The classical ion trajectory
simulation program called scattering and recoiling imaging code[2] (SARIC) was used
to simulate the trajectories of the incident and exit atoms. SARIC is based on the
binary collision approximation, uses screened Coulomb potentials to describe the

interactions between atoms, and includes both out-of-plane and multiple scattering.



An analysis of the trajectories using the SARIC program shows that this multiple
scattering effect is particularly pronounced along the high symmetry azimuths at 0°,
30°. 60°, ete. This is known as quasi-single scattering, where the projectile makes
several small angle deflection collisions with S atoms and a single large angle deflection
collision with a Cd atom: the latter collision determines the final scattered ion energy.
The structure of the CdS surface. with its short first-layer S to second-layer Cd
spacings (0.84 A), long second-layer Cd to third-layer S spacings (2.51 A). and short
lateral spacings between the first-layer S and second-layer Cd (1.19 A), emphasizes
such multiple scattering collisions. The experiment thus implies high Yy, along

trajectories involving Ne®™ motion close to first-layer S atoms.

2.1.3 S~ Recoil

The S~ ion fractions Ys (Fig. 2.2) are higher on the Cd- than on the S-terminated
surface. as is Yy, . On the Cd-terminated surface. Yy exhibits the exact same peri-
odicity with maxima and minima at the same positions as Y y. (Fig.2.1). The lowest
values of Ys are found along the close-packed Cd atomic rows. The ST neutraliza-
tion probability is hence enhanced. or comparably. the ion survival probability is
decreased, along these dense Cd rows. The observed periodicity of the oscillations is
30°. Due to the relatively low exit angle of 3 = 19°, the trajectories of the recoiled

second-layer S atoms are influenced by multiple collisions with first-layer Cd atoms.
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An analysis of the trajectories using the SARIC program in a manner similar to that
described above shows that this effect is particularly pronounced along the high sym-
metry azimuths at 0°, 30°, 60°, etc. similar to that observed for Ne* scattering from
Cd on the S-terminated surface. This result implies that low Y is obtained along
trajectories involving S~ motion close to first-laver Cd atoms. On the 3-terminated
surface. Y exhibits a 60° periodicity and the highest values of Yy are found along
the 30°. 90°. and 150° directions. whete the density of Cd atoms is lowest. These re-
sults clearly demonstrate that both Yy, and Yy are sensitive to the surface structural

corrugation as well as the elemental composition.

2.2 Theoretical Approach

2.2.1 Overview

A qualitative model has been created to describe the charge transfer dynamics dur-
ing Ne® scattering and S~ recoil from the CdS surface. A description of the elec-
tronic structure of the CdS target surface was calculated using a quantum chemical
approach. implementing a density functional algorithm. This model was used to de-
termine the electrostatic potential above the Cd target surfaces. From this surface
model a simple rate equation approach for charge transfer between the scattered ion
and the CdS surface was applied to describe the final ion fraction observed in the

experimental data.



2.2.2 Electronic Structure of Small CdS Clusters

The electronic structure of a wurtzite CdS surface was calculated using a density
functional algorithm utilizing the von Barth and Hedin [3] local spin density (LSD)
approximation for exchange/correlation effects. Our scalable parallel code allows for
ab initio calculation of electronic structure as well as geometry optimization and has
been successfully tested for a variety of parallel architectures[4]. The use of numerical
basis sets allows this algorithm to provide a very accurate description of the electronic
structure of clusters with fast cpu times(3|.

A finite cluster was used to model the physical semiconductor surface.
Calculations were made for four different CdS clusters of varving size (Fig. 2.3).
from 1- to 74 atoms with up to eight layers (Cd-S-Cd-S-Cd-S-Cd-S). Geometric in-
formation for these model systems was taken from previous experimental work([6]. For
consistency. the clusters were created with the stoichiometry of the physical system.
This allowed for a comparison of the electronic properties of both the Cd- and the
S-terminated surfaces on the same cluster. As will be discussed below, the key mi-
croscopic feature of the surface influencing the charge transfer is the lateral variation
of the charge density and electrostatic potential near the surface[7]. We therefore
included tests for uniformity in charge density and local atomic charge state in deter-

mining the optimal cluster to be used. Final comparison of known electronic proper-



ties. such as the band gap, help gauge the validity of the model to the experimental
system.

An analysis of the atomic Mulliken populations for the set of modeled clusters
vields a qualitative picture of the charge coordination for individual atomic sites
within the cluster. Variation of the Mulliken population measured between the central
atom and its nearest neighbor for the four different clusters is presented in table 2.1.
The 74 atom. four layer (Cd-S-Cd-S) cluster shows the greatest uniformity, indicating
that the lateral dimension is the most relevant structure factor for cluster convergence.

A more rigorous test of cluster convergence involved an analysis of the deformation
density along equivalent regions of the surfaces of the different clusters. The deforma-
tion density, being the difference between the interacting cluster charge density and
the charge density from the ncutral atoms, is a sensitive probe of inhomogeneity in
the valence charge density distribution caused by finite cluster size effects. The defor-
mation charge density in a region of the cluster surface including the central surface
atom and its nearest neighbors was calculated for each cluster and termination. By
calculating the root mean square (rms) deviation of these deformation charge den-
sities between different clusters it is possible to check the cluster convergence. For
sufficiently large clusters, we expect this rms deviation to be zero.

The results of this analysis are presented in table 2.2. It can be seen that as

the size of the cluster is increased, the variation between successively larger clusters



10

decreases. The smallest cluster A shows the largest differences between all larger
clusters. indicating a poorly converged model system. The differences between the C
and D clusters is roughly an order of magnitude smaller than the difference between
clusters A and D. Table 2.2 clearly shows that cluster D provides the most uniform
surface charge density and is therefore best suited to model the physical surface.
Finally. a comparison of the calculated HOMO/LUMO gap to the experimentally
reported band gap provides a test for convergence to a real system. The calculated
HOMO/ LUMO gaps were 0.72, 1.46. 1.91. and 2.36 eV for clusters A. B, C, and
D. respectively. A reported value of 2.582 eV for CdS (8, 9] provides yet another
indication that cluster D best models the properties of a CdS surface. Taking this 74
atom cluster D as our model system. a variety of properties relevant to the discussion

of Ne* scattering and S~ recoiling from CdS were calculated.

2.2.3 Charge density and electrostatic potential

The Mulliken population charge analysis vields charge states of +0.55 and -0.55 elec-
trons for surface Cd and S atoms, respectively. This indicates that the bonding occurs
through charge donation from Cd to S, resulting in a slightly ionic bond. This elec-
tronic rearrangement can be observed directly from the deformation density plots of
the cluster surfaces and cross sections, Fig. 2.4. A strong local increase in charge

density near the S atom is observed for both surface and bulk sites. A corresponding
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depletion of charge around the Cd atoms is clearly observed. This charge rearrange-
ment appears as a somewhat spherical uniform charge variation, again reflecting ionic
rather than covalent bonding. The Mulliken charge state increases for atoms in the
interior of the crystal, reflecting the slight increase in Madelung potential for bulk
sites compared to surface sites. The nonuniform charge distribution at the surface
atoms results in a lateral modulation of the electrostatic potential. Due to the positive
charge near Cd atoms, the electrostatic potential is slightly positive in the vicinity
of Cd atoms. Near S atoms. the situation is opposite. Due to the accumulation of

electrons near the S atoms. the electrostatic potential is negative in their vicinity.

2.2.4 Density of states

Calculation of the density of states (DOS) and projected density of states (PDOS)
provides a detailed description of the electronic structure of the CdS surfaces. The
total density of states (Fig. 2.5) for CdS indicates a band gap of 2.36 eV, compared
to literature values of 2.582 eV at 0 K and 2.42 eV at 300 K[8. 9]. An analysis of the
PDOS for Cd and S indicates that the valence states of the CdS system are composed
mostly of the S(3p) and Cd(3s) states of the surface atoms. The strongest contribution
to the occupied DOS comes from the S(3p) state, whereas the contribution by the
Cd(5s) state is negligible. The predominant weight of the Cd(3s) orbital appears in

the unoccupied DOS, reflective of the charge transfer from Cd to S. The degree of
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ionicity is larger for atoms in bulk-like sites than for surface sites. This is caused
by the difference in the Madelung potential between surface and bulk sites. Such
a change in potential creates a shift of orbital energies. resulting in Tamm surface
states[10]. These states “crowd” the band gap. reducing its size compared to the bulk
condition. This effect is clearly observed in our calculated PDOS for the S(3p) valence
atomic states. The predominant weight of the PDOS for the S(3p) state is located
at higher energy for the surface sites compared to the PDOS for the second-layer S
sites. This shift and resulting introduction of surface states causes a reduction of the
band gap and may explain the difference between the calculated band gap and the

experimental data.

2.2.5 Modeling the surface

One of the key features determining the electron transfer rates between a surface and
an atom is the electrostatic potential between the atom and the surface(7]. In order to
understand the charge transfer involved in Ne* scattering and S~ recoiling from the
CdS surface. it is necessary to have a model of the surface which exhibits the correct
periodicity. To model the surface with a finite cluster one must therefore repeat
the electrostatic potential of a fully converged surface unit cell with the appropriate

lattice basis vectors.
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Since the electrostatic potential is relatively long range, one would expect that
a relatively large cluster would be needed to converge the potential in a unit cell.
In order to check the convergence of the electrostatic potential of our clusters, we
examined the difference in the electrostatic potential in a surface unit cell between
clusters of increasing size. This difference was found to be essentially zero between
clusters C and D.

The electrostatic potential outside the Cd-terminated surface is shown in Fig. 2.6-
A. The figure clearly shows a sharp increase in the electrostatic potential in the region
above the Cd atoms (visible as white patches in a hexagonal lattice). This is caused
by the depletion of electrons near the Cd atoms. The influence of the S atoms in the
second-laver is small and can barely be observed. The electrostatic potential outside
the S-terminated surface is shown in Fig. 2.6-B. The decreased electrostatic potential
above the S atoms in the first-layer is visible as the hexagonal array of dark patches.
The figure also shows an increased electrostatic potential above the Cd atoms in the

second-layer in the form of a hexagonal array of white patches.

2.2.6 Charge Transfer Dynamics

2.2.7 Neutralization of Ne™*

At a collision energy of 4 keV and scattering angle of 50°, the corresponding impact

parameter for Ne*t scattering from Cd is 0.790 a.u[11]. The positive ions scattering
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on the surface can be neutralized in the close encounter with the Cd atoms or by
electron capture along the incoming and outgoing trajectories. Neutralization during
the close encounter can be an efficient process{12], however it is not likely to introduce
an azimuthal dependence of the ion fractions. Neutralization of the Ne™ ion can oc-
cur through resonant tunneling into the Ne(3s) level and through Auger deexcitation
and Auger neutralization[12]. In all three cases, an electron is transferred from the
crystal through the surface into the atom. An important factor in determining the
neutralization rate is therefore whether a potential energy barrier for the electron ex-
ists between the atom and the surface. In previous investigations(7] of electropositive
and electronegative impurities chemisorbed on metal surfaces, it was found that the
electrostatic barriers introduced by impurity atoms can change the electron tunneling
rates by orders of magnitude[7]. The finding of a large spatial variation of the elec-
trostatic potential outside the CdS(0001) surfaces implies that the lateral variation
of the electron transfer rates may be substantial. The increased electrostatic poten-
tial in the vicinity of the Cd atoms translates into reduced potential energy barriers
for electron tunneling between the surface and an atom in the vicinity a surface Cd
atom. The decreased electrostatic potential above the surface S atoms is equivalent
to a potential energy barrier for an electron tunneling between the surface and an
atom above a S site. We therefore expect electron transfer rates to be smaller above

S atoms than above Cd atoms in the top layer. The present experimental data on
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the neutralization of Ne®™ atoms scattered from the Cd- and S-terminated surfaces is
indeed consistent with this idea. The experimental results of Fig. 3 are consistent
with large neutralization probabilities along trajectories that pass above Cd-rich re-
gions of the surface and low neutralization probabilities above S-rich regions of the

surface.

2.2.8 Charge transfer model

The neutralization of the Net atoms scattered from the surface can be modeled by

integrating the following simple rate equation(13. 14

dn(t)/dt = T[R(t)]n(t) (2.1)

along the ion trajectory Ti(t). [t is assumed that the ion trajectories start at a large
distance from the surface and that the motion of the ions is straight and with constant
velocity. The Ne* ions are assumed to turn at a distance equivalent to the impact
parameter of 0.79 a.u. in a collision with a Cd atom [11]. F[ﬁ(t)] is the instantaneous
neutralization rate of Ne* at position ﬁ(t). Since the surface contains two domains
oriented at 60° with respect from each other, the final charge transfer in one direction
has to be averaged over both domains. The electron transfer probabilities [’ [Tx’)(t)]

are modulated by the potential barriers caused by the inhomogeneous electrostatic
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potential near the surface. For simplicity, we assume that the electron transfer rates

can be written as

N
[
S

[[R ()] = T2(2) x Ealp), (2.
where p is the lateral distance between the scattered atom and the nearest substrate
atom in the top laver. A reasonable fit to the neutralization rates on both the Cd- and
S-terminated surfaces is obtained by assuming the following saturated exponential
form for Tz : [z(Z) = 0.01 a.u. for ion-surface distances Z < 3 a.u. and [z(Z)
= 0.0lexp[-(2-3)] a.u. for Z > 3 a.u. For simplicity. we parameterize the lateral
modulation of the electron tunneling rates as 4(p) = &5 for p < Ry and £4(p) = 1

for p > R,.

2.3 Results

2.3.1 Cd-terminated Surface Ne* Scattering

A good fit of the experimental data of Fig. 2.1 for Ne™ scattered from the Cd-
terminated surface is obtained by assuming Rcy = 2.5 a.u. and £y = 2. Such
an enhancement of the electron tunneling rates above a Cd atom on the surface is
consistent with the increased electrostatic potential in the vicinity of the Cd atom.
The results of the calculation are shown in Fig. 2.7-A. In this figure we also show the

sensitivity of the calculated neutralization probabilities to variations in the radius
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Rcy. It can be seen that the results are qualitatively similar, with decreased ion

fractions along Cd-rich azimuths.

2.3.2 S-terminated Surface Ne*t Scattering

On the S-terminated surface the situation is more complicated. Due to the low in-
cident angle of o = 11°, the trajectories of the incident Ne™ ions are influenced by
grazing multiple collisions with first-layer S atoms. An analysis of the trajectories
using the SARIC program.14 shows that quasi-single scattering is particularly pro-
nounced along the high syinmetry azimuths at 0, 30. 60°. etc.

In order to model the relatively complicated multiple Ne-S collisions occurring
along the incident trajectory on the S-terminated surface. two different trajectories
were used to calculate the charge transfer processes on this surface. In trajectory
A. the ion impacts the Cd atom in the second-layer. In trajectory B. the atom is
assumed to impact a fictitious Cd atom in the second-layer just below a top layer
S atom. The choice of this trajectory was motivated by an analysis of the atomic
trajectories in the high symmetry directions. The analysis showed that for incoming
trajectories along these directions, almost all of the Ne particles passed within 2.5
a.u. from first-layer S atoms. Trajectory B possesses exactly this property. The
final charge transfer on the S-terminated surface is simply taken as the average of the

charge transfer along these two trajectories, n(d) = aign.a(d) + (1 ~ a.p)np(d). For
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simplicity, the parameter o 4p is taken as 1/2. Using the same radius Rs = 2.5 a.u. as
in Ne scattering from the Cd-terminated surface, a reasonable fit of the experimental
data is obtained using €% = 1/3. Such a reduction of the electron tunneling rates
above a S atom on the surface is consistent with the decreased electrostatic potential
in the vicinity of the S atom. The calculated azimuthal variation of the ion fraction
is shown in Fig. 2.7. The figure also shows how the final ion fraction depends on our
trajectory parameter a4g. It can be seen that the results are qualitatively similar
with increased ion fractions along S-rich azimuths.

The calculation shows larger ion fractions for Ne scattering from the Cd-
terminated surface than from the S-terminated surface, in agreement with exper-
imental results (Fig. 2.1). The reason for this is simply that on the S-terminated
surface. the ions emerge from a second-layer atom so that they travel a larger distance
close to the surface and hence have a higher probability of becoming neutralized.

The magnitude of the lateral corrugation of the electron tunneling rates obtained
from fitting the experimental data are consistent with the results from the density
functional calculations. In a previous study of a hydrogen atom near a potassium
atom chemisorbed on a metal surface, it was found that the width of the lowest
hydrogen levels could increase by a factor between 2 and 5 right above the potassium
atom compared with the width outside of a clean surface. For a hydrogen atom

above a chemisorbed chlorine atom, the widths were found to decrease by similar
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factors[7, 15]. With Mulliken charges of -0.35 on Cd and +0.55 on S on the CdS
surface. it is not surprising to find similar enhancements and reductions above the

surface Cd and S atoms.

2.3.3 Recoil of S~ Ions

The same theoretical approach can be used to model the formation of S™ during
recoiling of S from the surface. An analysis using the SARIC program shows that the
trajectories of S~ recoiled from the Cd-terminated surface become very complicated
with multiple small angle collisions. We therefore focus our attention on S~ recoil from
the S-terminated surface. Since the recoiling is from the first-layer, the trajectories
are simple without any collisions. Equation 2.1 is solved for a S atom moving from
its site in the top layer to a sufficiently large distance from the surface such that the
charge transfer has ceased. It is assumed that the negative ion fraction of recoiled S
atoms is zero at the start of the trajectory. The electron capture rates are different
for S than for Ne on CdS. The overall charge transfer is best fitted using ['z(Z) =
0.001 a.u. for ion-surface distances Z > 2 a.u. and ['z(Z) = 0.00lexp[-1.2(Z-2)] a.u.
for Z > 2 a.u. As before, Eq. 2.2 is used to describe the lateral modulation of the
electron tunneling rates between the S atom and the surface. A reasonable fit of the
experimental results of Fig. 2.2 gave Rs = 3.0 a.u. and £ = 1/3. Such a reduction

of the electron tunneling rates above a S atom on the surface is consistent with the
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increased electrostatic potential in the vicinity of the S atoms. Fig. 2.8 shows the
calculated azimuthal variation of the S~ ion fractions from the S-terminated surface.
Also shown is the final ion fraction dependence on the parameter &. It can be seen
that the results are qualitatively similar, with increased ion fractions along S poor

azimuths in the 30° and 90° directions.



Table 2.1 Atomic Mulliken Charge Deviation Between Nearest Neighbors.

Charge differences. Aq(n), are reported by number of electrons. X/Y'. where

n indicates the specific layer of cluster(n=1 being the surface), X is the Cd
layer and Y is the sulfur layer charge difference.

Cluster atoms laver Aq(l) Aq(2) Aq(3)

A 14 1 0.090/0.084 - ~

B 26 2 0.051/0.057 0.032/0.126 -

C 52 1 0.069/0.207 0.011/0.094 0.002/0.063
D T2 2 0.014/0.002 0.004,/0.002 -

Table 2.2 Root Mean Square Deviation of Deformation Density Between
CdS Planes. The charge difference between two cluster surface planes is
reported by number of electrons. X/Y. where X corresponds to the Cd and Y
to the S-terminated rms deviation.

Cluster B C D
A 1.86E-04/7.71E-04 2.02E-04/9.01E-04 1.51E-04/1.07E-03
B - 2.01E-04/3.95E-04 2.21E-04/4.43E-04

C - - 6.35E-05/8.11E-05
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Figure 2.3 Geometrical structure of CdS clusters used to model the
electrostatic surface potential. A) 14 atoms, one layer (Cd-S); B) 26 atoms,
two layers (Cd-S-Cd-S); C) 52 atoms. four layers: D) 72 atoms, two layers.



Figure 2.4 Electron Deformation density plots for CdS cluster D of Fig.
2.3. Figures A and B represent surface and cross-sectional cuts (along J =
90° azimuth), respectively for a Cd-terminated surface. Figures C and D
represent surface and cross-sectional cuts (along § = 90° azimuth),
respectively for a S-terminated surface. Solid contours indicate an increase in
electron density while dashed lines indicate electron density loss. Contours
were drawn from +0.15 to -0.15 e,/au® at 0.05 intervals.
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Figure 2.6 A) Lateral variation of the electrostatic potential at a distance

of 4 au above the lst-layer Cd on the Cd-terminated CdS{0001} surface: B)

Lateral variation of the electrostatic potential at a distance of <4 au above the
1st-layer S on the S-terminated CdS{0001} surface.
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Chapter 3

Silicon(100)-(2x1)

3.1 Intrinsic Silicon Substrate

3.1.1 Experiment

Measurement of Ne* ion scattering from the intrinsic Si(100)-(2x1) surface was car-
ried out by Dr. Wavne Rabalais’ surface physics group at the University of Houston.
The measurements were carried out in a TOF-SARS spectrometer[1]. The technique
uses a pulsed noble gas ion beam that is scattered from a sample surface in an ultra-
high vacuum chamber. The scattered and recoiled ions plus fast neutrals are measured
by TOF techniques. A 4 keV' Ne* ion beam with a pulse width of ~50 ns. pulse rate
of 25 kHz. and average ion current of ~0.1 nA/cm? was used. The scattered and
recoiled particles were velocity analyzed through a 1.6 m long TOF drift tube and
detected by a channel electron multiplier (CEM). The CEM is sensitive to both ions
and fast neutrals in the keV range and its detection efficiencies for both species are
similar. The ion beam incident angle was o = 9° with respect to the surface plane
and the scattering angle was § = 32° with respect to primary ion beam direction. lon
fractions were determined by measuring the TOF spectra with and without a voltage

applied to a deflector plate near the ion flight path. The difference in the number
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of particles measured with a grounded deflector plate (neutrals + ions) and with a
deflection voltage (only neutrals) gives the absolute number of ions. The ion fractions
are calculated as the ratio of the intensities as Y = Ne™/(Ne® + Ne™). The sample
was a Si(100) p-type wafer with a conductivity of 10 - 20 Q-cm. The scattered Ne®
ion fractions Y are highly sensitive to the alignment of the ion beam with the crystal
azimuthal directions. J. Plots of scattering intensity [(J) versus the crystal azimuthal
angle § were made by maintaining the ion beam at a fixed incident angle and rotating
the crystal about the surface normal. TOF spectra were acquired at § = 2° intervals.
Azimuthal scans of the scattered Ne* ion fractions, Y, are shown in Fig. 3.1. Both
the scattered Ne intensities and the ion fractions exhibit periodic behavior with a 45°
cycle. This reveals that the Si(100) surface consists of two domains that are rotated
by 90° with respect to each other. Si(100) is known to undergo a (2x 1) reconstruction
in which pairs of surface atoms move close together to form dimers in the first layer.
Models of the surface are shown in Fig. 3.1. illustrating the atomic alignments of the
dimers for the case of two single (2x1) domains rotated by 90° from each other. If
the two (2x 1) domains are present with equal probability, the macroscopic ion beam
samples a surface whose total symmetry is similar to that of the overlapped domains.

The scattering and recoiling imaging code (SARIC)([2] was used to simulate the
scattering intensity as a function of 4. The results are shown in Fig. 3.2 for the

Si(100)-(2x1) two-domain surface with the same conditions used in the experiments,
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ie. a=09°and § = 32°. The effect of two domains, orthogonal to each other, was
incorporated into the simulation by constructing a surface such as that shown in Fig.
3.3. with two domains of equal probability rotated by 90° with respect to each other.
The positions of the simulated intensity maxima and the repetition of the symmetry
features every 43° are consistent with the experimental intensity results of Fig. 3.1.

The depth of penetration of the trajectories is extremely sensitive to the azimuthal
direction of the impinging atoms. The percentage of the Ne atoms that collide with
the lst-. 2nd-. and 3rd-layers of the two-domain Si(100)-(2x1) surface as a function
of azimuthal angle are plotted in Fig. 3.2. The highest percentage of scattered Ne
atoms originates from the lst-layer. followed by 2nd-layer scattering and then 3rd-
layer scattering. The probabilities of scattering from these various layers is strongly
dependent on the azimuthal direction of the impinging Ne*. The scattering intensity
from the lst-layer is minimum along the high symmetry directions of 0°. 45°. and
90° where penetration occurs, whereas the scattering intensity from the 2nd- and

3rd-layers is maximum along these high symmetry directions.

3.1.2 Theoretical Approach

It is the goal of this work to draw a correlation between the Net neutralization rates
and the local charge density encountered by the ion along its scattering trajectory.

Many current charge transfer models depend, ultimately, upon a dynamic charge
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density description of the donor and acceptor sites. It is tempting to investigate if such
a correlation applies in an ion-surface neutralization event. The electronic structure of
the Si(100)-(2x 1) surface was calculated using ab initio electronic structure methods
employing the density functional approximation{14].

Calculations were performed on a cluster consisting of 117 atoms, modeling the
topmost four layers of the experimental Si target surface. The charge density in the
interior part of this cluster was found to be well converged. The charge density of
the infinite surface was generated by translation of the charge density from a unit
cell in the interior part of the cluster. The electronic charge density p(ﬁ) of the
reconstructed Si surface is shown in Fig. 3.3. The figure shows the accumulation of
charge density near the Si dimers. Since the charge distribution, as a result of the
dimerization. presents local azimuthal anisotropy. we can expect this azimuthal vari-
ation to be reflected in the charge transfer rates for the incident Ne* ions. Mulliken
charge analysis of the model Si(100) surface shows that the dimerized Si atoms on
the reconstructed surface carry a charge of 0.055 e,. Similar calculations for an un-
reconstructed Si(100) surface have a charge of 0.113 e,. This charge rearrangement
indicates the stabilization of the reconstructed (2x1) surface, the surface atoms of
the reconstructed system approaching the charge state of the bulk molecular silicon
atoms. The neutralization rate of Ne®™ impinging on a surface can be obtained by

integrating the following rate equation along the trajectory of the ion.
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dr _
dt

~C(R(e)I(t) (3.1)
In this equation, I(¢) is the instantaneous ion fraction and is the neutralization prob-
ability at R. We now make the simple assumption that the neutralization probability
at position Ris proportional to the local substrate charge density F(ﬁ(t)) = ap(ﬁ).
For a kinetic energy of 4 keV, the separation between the Ne and Si atoms at the
closest encounter is 0.6 a.u. In this region the substrate charge density is dominated
by the electron density for the core states of the Si atom. These electrons will not
participate in the neutralization of the Ne(2p) hole due to their extremely large bind-
ing energies. We do not expect neutralization of Ne™ to take place at such close
proximity to the Si atoms. and therefore introduce a cut-off radius, 72: , around each
Si atom within which the neutralization rate [ is assumed to be zero. Neutralization
of Ne™ arises mainly from the more loosely bound valence electrons.

Using the calculated charge density , Eq. 3.1 can be integrated along the trajec-

tories of the Ne* ions. The resulting ion-fraction takes the form

[(6) = el-p[—% /_ Z dRp(R, 5)] (3.2)

where it is assumed that the ion moves with a constant velocity, v. The quantity in
the exponent is proportional to the integrated charge density along the path of the

ion. The pronounced charge asymmetry caused by the reconstruction of the surface
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atoms introduces an azimuthal dependence of the ion fractions. The reconstruction
of the surface also increases the possibility for subsurface, i.e. 2nd-, 3rd-, and 4th-
layer. Ne-Si collisions. The ions that undergo subsurface trajectories will encounter
regions of much larger valence electron densities than the atoms scattering from the
surface atoms and will therefore be neutralized with high probability. For this reason.
it is not important to know the details of the subsurface trajectories. However, the
fraction of ion trajectories that take subsurface paths needs to be determined. The
trajectory simulations performed using the SARIC algorithm (Fig. 3.2) indicate that
the fraction of subsurface trajectories 3(d) at a = 9° is large and strongly dependent
on azimuthal angle §. The azimuthal dependence is caused by the anisotropy of
the reconstructed surface. The resulting final ion fractions for Ne™ scattered from
the Si(100)-(2x1) surface can be described by accounting for both the surface and

subsurface collisions

[(‘5) = subsurf(‘s)ed((s) + [surf(d)[l - ‘3((5)1 (33)

where the subsurface ion fraction, Iy, f(d). does not contribute, as all ions under-
going subsurface collisions are assumed to be neutralized. The final ion fraction can

then be expressed as

16) = [L - 8(0)lezpl~= [ dRp(R,3)] (34)
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3.1.3 Results

Trajectory integrated charge densities were calculated for each atom of the target
dimer independently and the results were averaged for identical azimuths. The ex-
perimental ionization fractions were taken from a reconstructed Si surface consisting
of two domains rotated 90° relative to each other. In order to model the two surface
domains in this system, the path-integrated charge densities were rotated 90° and
averaged.

The parameter « was obtained by fitting the experimental data. In the present
work, /v was found to be 1.4 au®/e,. giving = 3.7 x 10'> au’/e,-sec. In the limit
a/v — 0. the final ion fraction simply becomes the fraction of surface collisions. The
final calculated ion fraction is shown as a function of azimuthal angle ¢ in Fig. 3.4.
The figure also shows the azimuthal variation of (1-J(d)). It can clearly be seen that
the calculated azimuthal dependence of the surviving ion fractions is in qualitative
agreement with the experimental data. The largest ion fractions are observed at J =
20°. 70° and the minimum ion fractions occur at § = 0° and 45°. It can also be seen
that (1 - 3(0)) correlates well with the experimental data. It is this factor in Eq. 3.4
that leads to the pronounced azimuthal dependence of the measured ion fractions.
The reason for this is that the subsurface charge density is an order of magnitude
greater than the surface charge density. The subsurface collisions therefore result in

a very high probability of Ne™ neutralization. The variation of the surface electronic



37
charge density and its influence on charge transfer contributes little to the overall
variation of the final neutral fractions recorded in this experiment - the dominant
factor being the relative difference in magnitude of the surface/subsurface charge
densities of the target surface.

A detailed comparison of the theoretical results in Fig. 3.4 and the experimental
data in Fig. 3.1 reveal some discrepancies. In particular it can be seen that the cal-
culated ion fraction maxima are considerably broader than the corresponding peaks
in the experimental data. Such a discrepancy may be due to our simple parameter-
ization of the local charge transfer probability. our neglect of substrate atom recoil.
the use of an approximate ion-surface interaction potential. and/or the assumption of
linear trajectories of the ions. A more extensive investigation including the integra-
tion of charge transfer probabilities along realistic trajectories of the atom must be

undertaken before any definite conclusion of the validity of the model can be drawn.

3.2 n- and p- doped Silicon Substrates

3.2.1 Experiment

Measurement of experimental ion fractions for Ne* ion scattering from n-, p-doped
and intrinsic Si(100)-(2x1) surfaces was once again accomplished by Dr. Wayne
Rabalais’ group at the University of Houston. The measurements were made in a

TOF-SARS spectrometer [1] using a 4 keV Ne* beam (pulse width of ~30 ns, pulse
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rate of 25 kHz, and ion current ~ 0.1 nA/cm?). The scattered and recoiled ions
plus fast neutrals were measured by TOF techniques using a 1.6 m long TOF drift
tube and detected by a channel electron multiplier. The ion beam incident angle
was o = 12° with respect to the surface plane and the scattering angle was ¢ = 32°
with respect to primary ion beam direction. Scattered on fractions, Y = Ne*/(Ne®
+ Ne'). were determined by measuring TOF spectra with and without a voltage
applied to a deflector plate near the ion flight path. The difference in the number of
particles measured with a grounded deflector plate (Ne? + Ne™) and with a deflection
voltage (Ne°) gives the absolute number of ions. The samples were heavily doped
n- and p-type Si(100) wafers with resistivities of 0.005-0.020 and 0.004-0.025 Q2-cm.
respectively. The cleaning procedure consisted of sequences of Ar+ bombardment ( 2
x 107 Torr Ar. 0.5 keV. 1 uA) followed by annealing at 900°C with gradual cooling.
This treatment produced a sharp (2x1) LEED pattern with no impurities detectable
by TOF-SARS.

Plots of scattering intensity I(d) versus the crystal azimuthal angle § were made by
maintaining the ion beam at a fixed incident angle o and rotating the crystal about
the surface normal. TOF spectra were acquired at § = 2° intervals. The azimuthal
scans of the scattered Ne ion fractions Y determined from these scans are shown in
Fig. 3.1. A periodic behavior with a 45° cycle is observed. Si(100) undergoes a (2x1)

reconstruction in which dimers are formed in the first layer. The two (2x1) domains
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are rotated by 90° with respect to each other and are present with equal probability.
The macroscopic ion beam samples a surface whose total symmetry is similar to that

of the overlapped domains, hence the 45° periodicity.

3.2.2 Theoretical Approach

The final ion fraction of Ne™ scattered from Si(100) 2x 1 reconstructed surfaces indi-
cates that ion neutralization rates depend significantly upon target doping densities.
Scattering from antimony doped, n-type silicon surfaces presents almost no change
in the final ion fraction when compared to the same experiment performed on struc-
turally identical. intrinsic Si. However. final ion fractions for Ne* scattering from
structurally identical boron doped. p-type silicon surfaces indicates a strong decrease
in the ion neutralization rate when compared to the intrinsic Si target. Since the
surface geometry for all three samples is identical (n-type. p-type and intrinsic) any
variation in neutralization rate must come from a difference in electronic structure.
The effects of local charge density upon Ne* atom neutralization during collisions
with the Si(100)-(2x1) surface can be described using the simple rate equation ap-
proach outlined earlier (Eqgs. 3.1-3.4). Since it is not possible to reflect semiconductor
doping in finite cluster models on the order of ~100 atoms, analytical band structure
arguments must be applied to describe the observed differences between the intrinsic,

n- and p-type surfaces.
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3.2.3 Results

The charge density of the Si(100) 2x 1 surface (intrinsic) was calculated using a density
functional electronic structure algorithm [16]. A finite cluster model of 117 atoms was
used to calculate the charge density in a unit cell of the Si surface. This unit cell
was then repeated to reproduce a Si surface of arbitrary size. The charge density
distribution was used in Eq. (3.4) to determine the theoretical final ion fraction as a
function of azimuthal incidence angle, J. The parameter « in Eq. (3.4) was obtained
by fitting the calculated ion fractions to experimental data. The best fit values for a/v
were 1.955 and 1.365 for the n-type and p-type scattered ion fractions, respectively.

Figure 3.5 indicates reasonable agreement between the experimental data and the
theoretical fit. As discussed in ref. [17], the ion fractions from all of the Si substrates
reflect the local charge density encountered by the scattered ion. Trajectories that
pass through several surface dimers (azimuth. 0= 0. 90), encounter a high charge
density compared to other azimuths. This results in a higher neutralization prob-
ability. lowering the ion fraction (as expressed in Eq. (3.4)). The fitted parameter
a/v indicates a low neutralization probability for Ne* scattered against the p-type
Si surface when compared to the neutralization probability when scattered against
intrinsic and n-type surfaces. Qualitatively, this result may be explained by examina-
tion of the electrostatic potential caused by the surface band bending on the different

n-, p-doped, and intrinsic surfaces.
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The relative strength of surface band bending can be determined from the doping
density of the substrates, measured as a function of substrate resistivity. Resistivity
measurements for the doped silicon substrates yield values of 0.004-0.025 Q-cm and
0.005-0.020 Q-cm for the p- and n-type surfaces, respectively. Calculation of doping
density based on these resistances gives a range of 2.5 x 10'® — 2.5 x 10'? cm™? for
the p-type Si and a range of 1.0 x 10" — 1.1 x 10" em™ for the n-type Si, indicative
of highly doped substrates. At room temperature complete ionization of both donor
and acceptor states can be assumed. placing the Fermi energy. Ey. near the valence
band for the p-type Si and near conduction band for the n-type Si. Fermi surface
pinning at the surface has been measured as Ey — E,; = 0.32 £ 0.02(18]. This results
in an upward band bending of 0.88 eV for n-type Si and 0.26 eV’ for the intrinsic Si
while p-type Si experiences a downward band bending of 0.31 eV at the surface.

The downward band bending observed in the intrinsic and n-doped Si creates a
depletion layer of majority carriers (electrons) near the surface and a complimentary
population of surface states to maintain surface neutrality [19]. The depletion layer
produces a positive space charge due to the presence of positively charged donor
atoms at the surface [20. 10]. Both of these effects may facilitate charge transfer
at the surface. Population of surface states necessarily increases the charge density
at the substrate surface, increasing the total integrated charge density along the ion

trajectory (Eq. (3.2)). A positive space charge presents an attractive potential to
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the Ne(2p) level, lowering the charge barrier and enhancing charge transfer from the
surface to the ion[21]. The upward band bending observed in the p-doped Si creates
a depletion layer of majority carriers (holes) resulting in a negative space charge near
the surface and leaves surface states unpopulated{10, 20]. A negative space charge
produces a repulsive potential, increasing the tunneling barrier and reducing the
neutralization probability[21]. The accumulation of charge at the p-doped interface
is the result of negatively charged acceptor atoms. Such localized charge should play a
significantly smaller role in charge transfer compared to the more energetic. occupied

electron surface states found on the intrinsic and n-doped substrates.
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Figure 3.1 Experimental scattered Ne™ ion fractions from intrinsic
Si(100)-(2x1) surface. The figures above the graph represent single (2x1)
domains rotated by 90°.
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Figure 3.2 Percentage of Ne* ion trajectories that scatter from the lst,
2nd and 3rd layers of the Si(100)-(2x1) two-domain surface as a function of
azimuthal angle ¢ from SARIC simulations.
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Si(100)-(2x1) at 5 a.u. above the first Si layer.
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Figure 3.5 Comparison of experimental and calculated ion fractions for

doped Si substrates. A) Ion fractions for n-doped Si target surface; B) Ion

fractions for p-doped Si target surface; C) Percentage of ions scattered from
the 1st, 2nd and 3rd layers of the Si(100)-(2x 1) surface.
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Figure 3.6 Illustration of band bending at the Si surface for n-doped and
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level, the Si bulk valence band and the Si bulk conduction band, respectively.
The Z axis starts at the Si surface and moves towards the bulk (to the right).
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Chapter 4

Conclusion

4.1 CdS

The magnitudes and azimuthal anisotropies of Ne* scattered ion fractions from both
the Cd- and S-terminated surfaces of CdS{0001} are highly sensitive to both surface
structure and electron density. There is a clear correlation between the experimen-
tally observed ion fractions and the lateral variation of the electrostatic potential on
the surfaces. This correlation is believed to be caused by the variations in surface to
atom electron transfer rates due to tunneling barriers introduced by the electrostatic
potential on the surfaces. The calculations have provided a microscopic understand-
ing of the experimental data. The essential physics is a lateral variation of electron
tunneling rates between an atom and the surface caused by a nonuniform electrostatic
potential. The accumulation of electrons near the surface S atoms introduces a repul-
sive potential energy for a tunneling electron. This reduces electron tunneling rates
near surface S atoms. For Cd. the situation is opposite. The depletion of electronic
charge near surface Cd atoms increases the tunneling rates near these atoms. The
parameters used in the proposed model all have reasonable magnitudes (22, 23, 24].

However. due to the simplicity of the model, these parameters may not have quanti-



30
tative significance outside of the present context. The major deficiency of the present
model is the use of idealized trajectories to describe the motion of the ions. The
finding of a strong trajectory dependence of the charge transfer probability suggests
that the rate equation (Eq. 2.1) should be integrated along realistic trajectories. This

represents a major undertaking but will be attempted in the near future.

4.2 Si(lOO)-(2X1)

The experimental results in Fig. (3.1) can be qualitatively explained with the above
arguments. Collisions between Net and a p-doped Si substrate vield lower charge
neutralization rates when compared to intrinsic and n-type Si surfaces due to the
presence of a repulsive surface potential and the low occupation of surface states. The
comparatively low ion fractions observed in Ne™ collisions on n-type and intrinsic Si
surfaces are reflective of an increased charge density due to the occupation of surface
states and a reduction of the charge tunneling barrier arising from the positive surface
space charge. The similarity between the intrinsic and n-doped Si surface electrostatic
potential arising from the downward band banding observed for both materials is
responsible for the identical ion fractions observed for these two substrates. Both
surfaces experience an upward band bending, resulting in occupation of surface states
and a positive surface space charge. When compared to the overall surface charge,

the relative change between the n-doped and intrinsic substrates is negligible, and
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should not contribute to the overall neutralization probability for incident Ne™ ions.
A change in the ion fraction is observed only for a repulsive tunneling barrier and
a loss of charge density from the unoccupied surface states, as found in a p-doped

substrate.
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