
Design and

RICtr IJNIVtrRSITY

Implementation of I/O Servers Using
the Device File Boundary

by

Ardalan Amiri Sani

A Tupsrs SueNarrrED
rx Panrral FUIFTLLMENT oF THtr
RBeurnnMtrNTS FoR THE DpcRBp

Doctor of Philosophy

Associate Professor of Electrical and
Computer Engineering and Computer
Science

Professor of Computer Science and
trlectric4l and Computer EngineeringM
P"t"t J J/ar-a"
Professor of Electrical and Computer
Engineering and Computer Science

ru qUL^,w.fs-pq_t

Venu Vasudevan
Adjunct Professor of Electrical and
Computer Engineering .

Houston, Texas

July, 2015

Appnovpo, THnsrs Co MITTEtr:

in Zhong, Chair

Dan S. Wallach



ABSTRACT

Design and Implementation of I/O Servers Using the Device File Boundary

by

Ardalan Amiri Sani

Due to historical reasons, today’s computer systems treat I/O devices as second-

class citizens, supporting them with ad hoc and poorly-developed system software.

As I/O devices are getting more diverse and are taking a central role in modern

systems from mobile systems to servers, such second-class system support hinders

novel system services such as I/O virtualization and sharing. The goal of this thesis

is to tackle these challenges by rethinking the system support for I/O devices.

For years, research for I/O devices is limited largely to network and storage de-

vices. However, a diverse set of I/O devices are increasingly important for emerging

computing paradigms. For modern mobile systems such as smartphones and tablets,

I/O devices such as sensors and actuators are essential to the user experience. At the

same time, high-performance computers in datacenters are embracing hardware spe-

cialization, or accelerators, such as GPU, DSP, crypto accelerator, etc., to improve

the system performance and efficiency as the Dennard scaling has ended. Modern

systems also treat such specialized hardware as I/O devices.

Since I/O devices are becoming the fundamental service provided by many com-

puter systems, we suggest that they should be treated as I/O servers that are securely

accessible to other computers, i.e., clients, as well. I/O servers will be the fundamen-

tal building blocks of future systems, enabling the novel system services mentioned



above. For example, they enable a video chat application running on a tablet to

use the camera on the user’s smart glasses and, for better consolidation, enable all

applications running in a datacenter to share an accelerator cluster over the network.

We address two fundamental challenges of I/O servers: remote access and secure

sharing. Remote access enables an application in one machine, either virtual or

physical, to use an I/O device in a different machine. We use a novel boundary

for remote access: Unix device files, which are used in Unix-like operating systems

to abstract various I/O devices. Using the device file boundary for remote access

requires low engineering effort as it is common to many classes of I/O devices. In

addition, we show that this boundary achieves high performance, supports legacy

applications and I/O devices, supports multiple clients, and makes all features of I/O

devices available to unmodified applications.

An I/O server must provide security guarantees for untrusting clients. Using the

device file boundary, a malicious client can exploit the – very common – security bugs

in device drivers to compromise the I/O server and hence other clients. We propose

two solutions for this problem. First, if available in the I/O server, we use a trusted

hypervisor to enforce fault and device data isolation between clients. This solution

assumes the driver is compromised and hence cannot guarantee functional correctness.

Therefore, as a second solution, we present a novel device driver design, called library

drivers, that minimizes the device driver Trusted Computing Base (TCB) size and

attack surface and hence reduces the possibility of the driver-based exploits.

Using our solutions for remote access and secure sharing, we demonstrate that

I/O servers enable novel system services: (i) I/O sharing between virtual machines,

i.e., I/O virtualization, where virtual machines (VMs) share the I/O devices in the

underlying physical machine, (ii) I/O sharing between mobile systems, where one

mobile system uses the I/O devices of another system over a wireless connection, and

(iii) I/O sharing between servers in a datacenter, where the VMs in one server use

the I/O devices of other servers over the network.
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Chapter 1

Introduction

Due to historical reasons, today’s computer systems treat I/O devices as second-class

citizens, supporting them with ad hoc and poorly-developed system software. As I/O

devices are getting more diverse and are taking a central role in modern systems from

mobile systems to servers, such second-class system support hinders novel system

services such as I/O virtualization and sharing. The goal of this thesis is to tackle

these challenges by rethinking the system support for I/O devices.

For years, research for I/O devices is limited largely to network and storage de-

vices. However, a diverse set of I/O devices are increasingly important for emerging

computing paradigms. For modern mobile systems such as smartphones and tablets,

I/O devices such as sensors and actuators are essential to the user experience. At the

same time, high-performance computers in datacenters are embracing hardware spe-

cialization, or accelerators, such as GPU, DSP, crypto accelerator, etc., to improve

the system performance and efficiency as the Dennard scaling has ended. Modern

systems also treat such specialized hardware as I/O devices.

Since I/O devices are becoming the fundamental service provided by many com-

puter systems, we suggest that they should be treated as I/O servers that are securely

accessible to other computers, i.e., clients, as well. I/O servers will be the fundamen-

tal building blocks of future systems, enabling the novel system services mentioned

above. For example, they enable a video chat application running on a tablet to

use the camera on the user’s smart glasses and, for better consolidation, enable all
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applications running in a datacenter to share an accelerator cluster over the network.

1.1 I/O Server Challenges

We address two fundamental challenges of I/O servers: remote access to I/O devices

and secure sharing of I/O devices between untrusting clients.

Remote Access: Remote access enables applications in one machine, virtual

or physical, to use an I/O device in a different machine. The vast diversity among

I/O devices has forced system software designers to employ I/O-specific and custom

solutions for remote access to different devices. These solutions are often in the

form of middleware services [1], custom applications [2–4], or custom virtualization

solutions [5–7]. As a result, existing solutions suffer from important limitations: They

require high engineering effort, do not support legacy I/O devices or applications, do

not support more than one I/O client, do not support all the functionalities of I/O

devices, and do not achieve high performance.

In order to solve these limitations, we propose a unified operating system boundary

for remote access to various I/O devices. Our key idea is to leverage Unix device files

for this purpose. In Unix-like operating systems, I/O devices are abstracted as device

files, providing a common boundary for accessing many classes of I/O devices. To

use this boundary for remote access, we create a virtual device file in the I/O client,

intercept the file operations issued on the virtual device file by the applications in the

client, and forward them to the to the I/O server to be executed by the device driver.

In this thesis, we demonstrate that remote access using this boundary solves all the

limitations of existing solutions mentioned earlier.

Secure Sharing: An I/O server might support multiple untrusting clients and

hence it must guarantee secure shared access to the I/O device. However, by adopting
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the device file boundary, an I/O server allows its clients to directly access the device

driver. This allows malicious programs in the clients to exploit the – very common –

security bugs in these drivers in order to compromise them. We propose two solutions

for this problem. The first solution (§4.2) assumes that the device driver is already

compromised. It uses a trusted hypervisor to enforce fault and device data isolation

between the clients despite the compromised driver. It requires no or small changes

to the device driver, and hence comes with low engineering cost. However, since the

driver may be compromised, this solution cannot guarantee functional correctness.

Moreover, this solution requires a trusted hypervisor in the I/O server, which is not

always available.

The second solution, called library drivers (§7), takes a complementary approach.

It reduces the size and attack surface of the device driver Trusted Computing Base

(TCB), and hence reduces the possibility of the driver getting compromised in the first

place. To do so, this solution refactors the resource management part of the driver

into untrusted libraries loaded by applications. Library drivers require per-driver

engineering effort. In addition to secure remote access, library drivers are useful for

secure local access as well. That is, they can replace existing device drivers in the

operating system to give untrusting applications secure local access to I/O devices.

1.2 I/O Server System Services

Using the aforementioned solutions for remote access and secure sharing, we demon-

strate important system services enabled by I/O servers, as discussed below.
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1.2.1 I/O Sharing between Virtual Machines

Virtualization has become an important technology for computers of various form

factors, from servers to mobile systems, because it enables secure co-existence of

multiple operating systems in one physical machine. I/O sharing between virtual

machines (VMs), i.e., I/O virtualization, enables the VMs to share I/O devices in the

underlying physical machine.

In §4, we present Paradice, an I/O virtualization solution at the device file bound-

ary. In Paradice, the I/O server is a VM controlling the I/O device and running its

device driver and the clients are the guest VMs that wish to use the I/O device.

The clients communicate with the I/O server through the hypervisor, e.g., using

hypervisor-based shared-memory pages and inter-VM interrupts. We solve two im-

portant challenge in Paradice. First, we support cross-VM memory operations needed

for handling the forwarded (device) file operations. Second, as mentioned earlier, we

use the hypervisor in Paradice to enforce fault and device data isolation between VMs

sharing an I/O device.

1.2.2 I/O Sharing between Mobile Systems

I/O sharing between mobile systems enables applications in one mobile systems to use

the I/O devices in another system over a wireless connection. I/O sharing between

mobile systems has important use cases as users nowadays own a variety of mo-

bile systems, including smartphones, tablets, smart glasses, and smart watches, each

equipped with a plethora of I/O devices, such as cameras, speakers, microphones,

sensors, and cellular modems. Example use cases are using a tablet to control the

high-resolution rear camera of the smartphone to take a self-portrait, sharing music

with a friend by playing the music on their smartphone speaker, and using the tablet
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to make a phone call using the SIM card in the smartphone.

In §5, we present Rio, an I/O sharing solution at the device file boundary. In

Rio, the I/O server and client are the mobile systems sharing an I/O device and

communicating through a wireless connection. We solve three important challenges

in Rio. First, compared to I/O virtualization, I/O sharing over the network poses a

fundamental challenge for supporting the device driver memory operations since the

client and server do not have access to physically shared memory. Our solution to this

problem is a novel Distributed Shared Memory (DSM) design that supports access to

shared pages by the process, the driver, and the I/O device (through DMA). Second,

in order to combat the high wireless link latency, we minimize the number of commu-

nication round trips between the client and server as a result of copy operations, file

operations, and DSM coherence messages. Third, we provide support for handling

the disconnections in the wireless link while an I/O device is remotely accessed.

1.2.3 I/O Sharing between Servers (in a Datacenter)

I/O sharing between servers in a datacenter enables VMs in one server to use the

I/O devices in another server over the network. New classes of I/O devices are being

employed in datacenters. Accelerators, such as GPUs, are especially popular as they

can execute certain workload faster and more efficiently compared to CPUs. For

example, GPUs are suitable for scientific computing, visualization, video processing,

encryption, and many other workloads. Unfortunately, accelerators are expensive to

use in datacenters today since they are poorly consolidated.

In §6, we present Glance, a system for consolidating GPU resources in datacenters

using the device file boundary. In Glance, the I/O server is a VM controlling the GPU

and the I/O clients are other VMs in the datacenter running in different physical
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machines communicating with the I/O server over the datacenter network. Compared

to I/O sharing between mobile systems, we face a fundamental challenge in Glance.

In order to achieve the best performance for devices, e.g., GPUs, datacenters often

employ closed source drivers available from device vendors. However, closed source

drivers create challenges for adopting a DSM solution similar to the one used in Rio

and for reducing the number of round trips between the I/O server and client. In §6,

we discuss these challenges and present our solutions.
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Chapter 2

Related Work

2.1 I/O Sharing between Virtual Machines

Remote access to I/O devices at the device file boundary can be used for I/O sharing

between virtual machines, i.e., I/O virtualization or more accurately I/O paravirtu-

alization, as we will demonstrate with Paradice (§4). I/O paravirtualization achieves

high performance by employing paravirtual drivers that minimize the overhead of

virtualization, e.g., minimize the VM boundary crossings, compared to emulation.

However, existing paravirtualization solutions [6,8–11] only support one class of I/O

devices and require significant development effort to support new device classes and

features. This is because in existing solutions the boundary between the paravirtual

drivers are class-specific. In contrast, Paradice requires low engineering effort to sup-

port various classes of I/O devices since it uses a common boundary, i.e., the device

files.

In addition to paravirtualization, there are four main solutions for I/O virtualiza-

tion in whole system virtualization. Emulation [5, 12], mentioned above, virtualizes

the I/O device by emulating the hardware interface of the device. Emulation is known

to have poor performance due to frequent VM boundary crossings incurred and due

to limited capabilities of the emulated device compared to the physical one. Direct

device assignment [13–17], also called device pass-through, provides high performance

by allowing the VM to directly control and access the physical devices; however,



8

High Low Development Device Legacy

Performance Effort Sharing Device

Emulation No No Yes Yes

Direct device assignment Yes Yes No Yes

Self-virtualization Yes Yes Yes (limited) No

Mediated pass-through Yes No Yes No

Paravirtualization Yes No Yes Yes

Paradice Yes Yes Yes Yes

Table 2.1 : Comparing I/O virtualization solutions. The “Paravirtualization” row

refers to paravirtualization solutions other than Paradice.

it can only support a single VM. Paradice, in fact, leverages device assignment in

its design by assigning the I/O device to the driver VM (§4.1), but it allows mul-

tiple guest VMs to share the device, which is not possible with device assignment

alone. Self-virtualization [18–21] requires virtualization support in the I/O device

hardware and therefore does not apply to legacy devices. Mediated pass-through, e.g.,

gVirt [7] and NVIDIA GRID solutions [22], virtualizes an I/O device by giving the

VMs direct access to performance-critical resources of the device while emulating their

access to sensitive resources, allowing VMs to use the native device driver. Mediated

pass-through is an I/O-specific solution and hence requires high engineering effort to

support a wide range of devices. Moreover, a mediated pass-through solution requires

some hardware features on the I/O device, e.g., memory protection primitives on the

GPU to isolate accesses to the device memory, and hence does not apply to all legacy

devices. Table 2.1 compares different I/O virtualization solutions.

Some solutions provide GPU framework virtualization by remoting OpenGL [23–

25] or GPGPU (e.g., CUDA and OpenCL) [26–30] API. These solutions are more

limited than Paradice because they are only applicable to those particular frameworks.
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Moreover, these solution require to be updated frequently when the framework API

is updated. LoGV [31] also remotes the GPGPU framework API. However, it gives

VMs direct access to GPU resources, such as the command submission channel, for

better performance and uses the GPU hardware protection mechanisms to enforce

isolation between VMs, similar to mediated pass-through solutions.

GPUvm [32] emulates the hardware interface of existing GPUs in the hypervisor,

or full virtualization of a GPU. This allows the guest VMs to use unmodified device

drivers. Moreover, to reduce the overhead of emulation, it employs paravirtualization.

Unlike Paradice, GPUvm is a GPU-specific solution.

Cells [33] employs user space virtualization and virtualizes I/O devices in the

Android OS. A virtual phone in Cells has its own user space, but shares the kernel

with other virtual phones hence resulting in weaker isolation compared to whole

system virtualization targeted by Paradice.

2.2 I/O Sharing between Mobile Systems

Remote access to I/O devices at the device file boundary can be used for I/O shar-

ing between mobile systems, as we will demonstrate with Rio (§5). The value of

I/O sharing has been recognized by others both for mobile and non-mobile systems.

Compared to Rio, existing solutions have three limitations: They do not support

unmodified applications, do not expose all I/O device functions to the client, or are

I/O class-specific.

Various I/O sharing solutions exist for mobile systems today, all of which suf-

fer from the fundamental limitations described above. For example, IP Webcam [2]

turns a mobile system’s camera into an IP camera, which can then be viewed from

another mobile system through a custom viewer application. The client system can-
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not configure all camera parameters, such as resolution; These parameters must be

manually configured on the server. Wi-Fi Speaker [3] allows music from a computer

to be played on a mobile system’s speaker. It does not, however, support sharing the

microphone. MightyText [4] allows the user to send SMS and MMS messages from a

PC or a mobile system using the SIM card and modem in another system. It does not

support phone calls. Miracast [34] and Chromecast [35] allow one system to display

its screen on another system’s screen. These solutions are however graphics-specific.

Morever, Chromecast requires specialized hardware. More recently, Apple Continuity

enables sharing of the cellular modem between iOS machines as well [36].

Participatory and cooperative sensing systems collect sensor data from registered

or nearby mobile systems [37,38]. These systems use custom applications installed on

mobile systems and are therefore more limited than Rio, which supports a variety of

I/O devices. Indeed, these systems can incorporate Rio to more easily collect sensor

data from other systems.

Other I/O sharing solutions include thin client solutions (such as the X window

system [1], THINC [39], Microsoft Remote Desktop [40], VNC [41], Citrix XenDesk-

top [42], and Sun Ray [43]), remote file systems [44–46], network USB devices [47–50],

wireless displays [51], remote printers [52], IP cameras [53], remote visualization of

3D graphics [54], and multi-device platforms [55]. In contrast to Rio, these solutions

are I/O class-specific.

2.3 I/O Sharing between Servers (in a Datacenters)

Remote access to I/O devices at the device file boundary can be used for I/O sharing

between servers in a datacenter, as we will demonstrate with Glance (§6). Similarly,

the Multi-Root I/O Virtualization (MR-IOV) standard allows multiple machines to
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access and share the same set of PCI devices [56]. However, there are currently no

PCI devices that implement this standard. Instead, Ladon [57] uses existing SR-IOV

devices and the Non-Transparent Bridge (NTB) in a PCI network to achieve the same

functionality as that provided by MR-IOV. Both of these techniques require hardware

support on I/O devices and expensive PCI network. In contrast, Glance works with

legacy I/O devices and low-cost datacenter network connections such as Ethernet.

An alternative solution is to intercept and forward the API calls of a framework

from one machine to another, e.g., for OpenCL [58] and CUDA [30,59,60]. However,

unlike Glance, these solutions are limited to a specific framework and require to be

updated frequently as the framework API changes.

Asymmetric Distributed Shared Memory (ADSM) [61] is a programming model

for heterogeneous computing. In ADSM, all the coherence and consistency protocols

are implemented by the CPU (and not the GPU), conceptually similar to our DSM

solution in Glance, where the coherence protocol is implemented by the client (and

not the server). However, unlike Glance, ADSM targets applications using GPUs in

the same machine. Moreover, ADSM is implemented on top of CUDA, unlike Glance

that is agnostic to the GPGPU framework.

2.4 Device Driver and System Security

Library drivers (§7) and their realization for GPUs, called Glider, improve the system

security by reducing the size of the device driver TCB and attack surface. They do so

by refactoring the resource management part of the device driver into an untrusted

library, which is loaded by each application’s process. Used in an I/O server, library

drivers improve the server’s security in face of malicious clients as well. Many previous

solutions have attempted to reduce the drivers’ risk on the system security. Some
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solutions move the driver to user space. For examples, in microkernels, drivers reside

completely in user space in order to keep the kernel minimal [62–66]. SUD also

encapsulates a Linux device driver in a user space process, and similar to Glider,

uses the IOMMU and User-Mode Linux (UML) [67]. Microdriver is another solution,

which splits the driver between the kernel and user space [68]. It keeps the critical

path code of the driver in the kernel, but redirects the rest of the execution to the

user space. Hunt [69] also presents a solution that moves the driver to the user space

by employing a proxy in the kernel. All these solutions improve the security of the

operating system kernel by removing the driver. However, in contrast to a library

driver, they cannot improve the isolation between processes using the device, since

the driver is fully shared between the processes.

Others move the device driver to a VM such as in LeVasseur et al. [70], Vir-

tuOS [71], and iKernel [72]. They also improve the system security but do not im-

prove the isolation between processes. Moreover, similar to the approach used in

this thesis, iKernel [72] forwards the file operations from the host to a driver VM.

It demonstrates support for a simple LED device, unlike our systems, e.g., Paradice,

Rio, and Glance, that support more diverse and sophisticated I/O devices such as

GPUs. Moreover, iKernel authors do not report support for the mmap file operation,

which is used by many device drivers.

Other solutions try to protect against errors in the drivers, either using runtime

and hardware-enforced techniques such as Nooks [73] or using language-based tech-

niques such as SafeDrive [74]. In contrast, a library driver improves the system secu-

rity by reducing the TCB size and attack surface through the principle of untrusted

resource management.

Zhou et al. move the device driver to the user space in order to create a trusted
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path between the application and the device [75, 76]. However, they assume a single

application using an I/O device and therefore they assign the device to the application.

Unlike them, library drivers aim at cases where the I/O device is shared between

untrusting applications.

Schaelicke [77] and Pratt [78,79] propose hardware architectures to support secure

user space access to devices. In this work, we show that adequate hardware primitives

already exist on commodity platforms and accelerators, such as GPUs, to run the

device management code in the user space.

Exokernel [80], U-Net [81], and sv3 [82] move part or all of the network device

driver to the user space for better security or performance. MyCloud SEP detangles

the resource management functions for disks and makes them untrusted in order to

reduce the TCB of virtualization platforms [83]. We share the same goals with this

line of work. However, with library drivers, we demonstrate that such an approach is

applicable to a wider range of devices, such as GPUs.

Some existing device drivers incorporate a user space components in addition to

the kernel driver. Such drivers differ from library drivers in one of the following two

ways. First, the user space component is in the TCB since it is shared by appli-

cations using the device. By compromising this user space component, a malicious

application can attack other applications. This component is either a process (e.g.,

the driver host process in Windows User-Mode Driver Framework (UMDF) [84]) or

is a library loaded by a shared process (e.g., Mali GPU drivers for Android, where

libraries are loaded by the surface flinger process). Second, although the I/O stack

includes untrusted libraries, the kernel driver implements high-level resource manage-

ment with several API calls. For example, the in-kernel Display Miniport Driver of

Windows Display Driver Model (WDDM) implements ∼70 API calls including API
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for command submission [85]. Mali kernel drivers for Linux exports ∼40 API calls.

In contrast, the kernel component (i.e., the device kernel) in a library driver exports

a few low-level API calls.

Some devices provide per-process hardware support. Examples are some NVIDIA

GPUs and Infiniband devices, which support per-process command queues. While

such hardware support is added for performance, it improves the system security as

well by reducing the TCB size, similar to library drivers. Our work shows that similar

goals can be achieved for devices without such explicit hardware support as well.

Library drivers execute the resource management part of the device driver in an

untrusted library. Similarly, library operating systems, such as Exokernel [80] and

Drawbridge [86], improve the system security by executing the operating system man-

agement components as a library in the application’s process address space. Library

drivers are complementary to library operating systems; they can serve as a secure

way for applications in a library operating system to use the devices.

Hardware sandboxing techniques, such as Embassies [87], Xax [88], and the Bromium

micro-virtualization [89], improve the system security by reducing the TCB size. Li-

brary drivers can complement these sandboxes by providing them with secure access

to devices.

CuriOS [90] improves the isolation between applications that use a microkernel

service, such as the file system, by providing the service with access to client states

only when the service is processing a request. This allows for recovery from most of

the errors in the service. In contrast, library drivers improve the isolation between

application by reducing the TCB size and attack surface.

Criswell et al. use compiler techniques to protect the applications from an un-

trusted operating system [91] or enhance the security of the operating systems by
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providing complete control-flow integrity [92]. These solutions apply to device drivers

as well and are complementary to the solutions presented in this thesis.

Heterogeneous System Architecture (HSA) [93] is a standard for future accelera-

tors, targeting both the accelerator hardware and software. One hardware features

of the HSA is support for user space dispatch, allowing applications to dispatch in-

structions to the accelerator without communicating with the driver in the kernel.

This will hence reduce the size of the device driver in the kernel. In our work on

library drivers, we demonstrated that such a feature is feasible even with commodity

accelerators. Moreover, we anticipate that other resource management tasks, such as

memory management, still remain in the trusted device drivers for HSA-compliant

devices, whereas a library driver makes all the management code untrusted.

2.5 Other Related Work

2.5.1 Single System Image

Distributed and cluster operating systems and virtual machines such as Plan 9 [94],

LOCUS [95], openMosix [96], OpenSSI [97], Kerrighed [98, 99], PVM [100], and

vNUMA [101] provide a single system image abstraction for applications running

on a cluster of machines. As a result, they often provide solutions for an application

to use the I/O devices in other machines. Plan 9 uses files to achieve this. However,

unlike our work, Plan 9 files do not support mmap and ioctl file operations, making

it difficult to support modern I/O devices such as GPUs. OpenSSI also provides sup-

port for remote access to devices using the device files in Linux. However, at the time

of this writing, OpenSSI does not support the mmap file operation needed for many

modern I/O devices. Other solutions either do not provide a remote I/O mechanism
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or provide it for a few classes of I/O devices, mainly storage and network devices,

through class-specific solutions. In contrast, in this thesis, we provide remote access

for many classes of I/O devices.

2.5.2 Computation offloading

There is a large body of literature regarding offloading computation from mobile

systems [102]. Example solutions are [103], MAUI [104], CloneCloud [105], and

COMET [106]. I/O sharing, as is concerned in this work, e.g., in Rio, invites a

different set of research challenges and has a focus on system support rather than

programming support. Nevertheless, both computation offloading and I/O sharing

benefit from existing techniques for distributed systems. For example, both Rio and

COMET employ DSM, albeit with different designs.

2.5.3 Use of Virtualization Hardware

Paradice and Glider use the new hardware virtualization extensions to provide iso-

lation between VMs and applications, respectively. In addition to their primary use

case, i.e., virtualization, hardware virtualization extensions have been used for other

purposes as well. For example, the nonkernel [107] uses these extensions to give appli-

cations direct access to devices. Dune [108] uses the virtualization hardware to give

applications direct but safe access to privileged hardware features and demonstrates

important use case of such an access including sandboxing, privilege separation, and

garbage collection. Willman et al. [109] propose different strategies to use the IOMMU

to provide protection when VMs are given direct access to devices with DMA capabil-

ity (although Paradice’s use of the IOMMU to isolate the data of guest VMs shared

with I/O devices is not addressed in [109]).
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Chapter 3

Device File Boundary for Access to I/O Devices

In Unix-like operating systems, I/O devices are abstracted as device files. While

device files have traditionally been used for local access to I/O devices, in this thesis,

we show that device files can be used for remote access to I/O devices as well. In

this chapter, we provide background information on device files and explain how in

principle they can be used for remote access. §4, §5, and §6 will then provide details

on how we leverage this boundary for remote access in different systems.

3.1 Local Access

Local access to I/O devices refers to an application using an I/O device in the same

machine. In the case of local access, the application, I/O device, and the device

driver all operate within the operating system inside that machine. Figure 3.1 shows

a simplified I/O stack in a Unix-like operating system, which is used for local access

to I/O devices. The kernel exports device files to the user space through a special

filesystem, devfs (i.e., the /dev directory). An application issues file operations by

calling the right system calls on the device file. These system calls are handled by the

kernel, which invokes the file operation handlers implemented by the device driver.

The commonly used file operations are read, write, poll, ioctl, and mmap.

When servicing a file operation, the device driver often needs to perform mem-

ory operations on the application process memory. There are two types of memory
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Application

Device file
/dev/foo

User space
Kernel

File operations

I/O device

Device driver

Figure 3.1 : I/O stack in Unix-like systems used for local access to I/O devices.

operations: copying a kernel buffer to/from the process memory, which are mainly

used by the read, write, and ioctl file operations, and mapping a system or device

memory page into the process address space, which is mainly used by the mmap file

operation and its supporting page fault handler.

It is often the application that initiates a communication with the device driver.

However, if an I/O device needs to notify the application of events, e.g., a touch

event on the touchscreen, the notification is done using the poll file operation, either

blocking or non-blocking. In the blocking case, the application issues a poll file

operation that blocks in the kernel until the event occurs. In the non-blocking case,

the application periodically issues polls to check for the occurrence of an event. An

alternative to the poll file operation is an asynchronous notification. In this case, the

application requests to be asynchronously notified when events happen, e.g., when

there is a mouse movement. In Linux, applications use the fasync file operation for

setting up the asynchronous notification. When there is an event, the application is

notified with a signal.
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Figure 3.2 : Remote access to I/O devices at the device file boundary.

To correctly access an I/O device, an application may need to know the exact

make, model, or functional capabilities of the device. For example, the X Server

needs to know the GPU make in order to load the correct libraries. As such, the

kernel and the driver export this information to the user space, e.g., through the

/sys and /proc directory in Linux, and through the /dev/pci file in FreeBSD.

The I/O stack explained here is used for most I/O devices in Unix-like operating

systems. Important exceptions are network and block devices, which have their own

class-specific I/O stacks.

3.2 Remote Access

Remote access to I/O devices refers to an application in one machine, virtual or

physical, to use an I/O device in another machine. Figure 3.2 depicts how we remotely

access an I/O device at the device file boundary. It shows two machines: the I/O

server (or server for short) and the I/O client (or client for short). The server has
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an I/O device that the client wishes to use. To do so, we create a virtual device

file in the client that corresponds to the actual device file in the server. The virtual

device file creates the illusion to the client’s application that the I/O device is present

locally in the client. To use this I/O device, the application in the client executes file

operations on the virtual device file. These file operations are then handled by the

client stub module, which packs the arguments of each file operation into a packet

and sends it to the server stub module over some communication channel. The server

stub unpacks the arguments and executes the file operation on the actual device file.

It then sends back the return values of the file operation to the client stub, which

returns them to the application.

Note that Figure 3.2 only shows one client using a single I/O device from a single

server. However, the device file boundary allows a client to use multiple I/O devices

from multiple servers. It also allows multiple clients to use an I/O device from a

single server. Moreover, this boundary allows a system to act as both a client and a

server simultaneously for different devices or for different machines.

Figure 3.2 illustrates a generic view of remote access at the device file boundary.

The server, the client, and the communication channel between them vary in different

systems. As mentioned in §1, in this thesis, we demonstrate different system services

of I/O servers. In I/O sharing between virtual machines, i.e., I/O virtualization,

(§4), the server is the VM in control of the I/O device, the client is the VM that

wishes to use the I/O device, and the communication channel is through the hyper-

visor, e.g., hypervisor-based shared memory pages and inter-VM interrupts. In I/O

sharing between mobile systems (§5), the client and server are mobile systems and

the communication channel between them is a wireless link. In I/O sharing between

servers (in a datacenter) (§6), the I/O server is the virtual machine in control of the
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I/O device, the clients are VMs in other physical machines that wish to use the I/O

device, and the communication channel between them is the datacenter network.
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Chapter 4

I/O Sharing between Virtual Machines

Virtualization has become an important technology for computers of various form

factors, from servers to mobile systems, because it enables secure co-existence of

multiple virtual machines (VMs), each with their operating systems, in one phys-

ical machine. I/O sharing between VMs, i.e., I/O virtualization, enables VMs to

share the I/O devices in the physical machine, and is increasingly important because

modern computers have embraced a diverse set of I/O devices, including GPU, DSP,

sensors, GPS, touchscreen, camera, video encoders and decoders, and face detection

accelerator [110].

An ideal I/O virtualization solution must satisfy four important requirements: the

ability to share the device between multiple VMs, support for legacy devices with-

out virtualization hardware, high performance, and low engineering effort. Unfortu-

nately, none of the existing solutions, namely, emulation, paravirtualization, direct

device assignment, self-virtualization, and mediated pass-through, meet all the four

requirements, as was explained in §2.1. In this chapter, we demonstrate that I/O

servers using the device file boundary provide us with an I/O virtualization solution

that achieves all the four aforementioned requirements.

We present Paradice [111], our design and implementation of I/O virtualization

using the device file boundary. To leverage this boundary, Paradice creates a virtual

device file in the guest VM corresponding to the device file of the I/O device. Guest

VM’s applications issue file operations to this virtual device file as if it were the real
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one. A stub in the guest OS kernel (i.e., the client stub) intercepts these file operations

and forwards the file operations to be executed by the actual device driver. As will

be discussed later, for better isolation, we run the device driver in a VM, called the

driver VM, which has full control of the I/O device through direct device assignment.

The driver VM acts as the I/O server for the guest VMs. A stub module in the OS

kernel in the driver VM, i.e., the server stub, communicates with the guest VM in

order to receive and pass on the file operations to the device driver.

Paradice, a short form Paravirtual Device, is indeed a form of I/O paravirtualza-

tion, where the stub modules act as paravirtual drivers. Existing paravirtualization

solutions require significant engineering effort since they are I/O class-specific. As

a result of the required engineering effort, only network and block devices have en-

joyed good paravirtualization solutions in the past [8,10,112,113]. Limited attempts

have been made to paravirtualize other device classes, such as GPUs [6], but such

solutions provide low performance and do not support new class features, such as

GPGPU. Paradice solves this limitation by using the common device file boundary,

allowing a single implementation of Paradice to support various classes of I/O devices.

Moreover, Paradice maintains three important properties of existing I/O paravirtu-

alization solutions including the ability to share the device between multiple VMs,

support for legacy devices without virtualization hardware, and high performance.

Therefore, as mentioned earlier, Paradice manages to achieve all the four important

requirements of an I/O virtualization solution.

We address two fundamental challenges in Paradice: (i) the guest VM application

and the device driver reside in different virtualization domains, creating a memory

barrier for executing the driver memory operations on the guest application process.

Our solution to this problem is to redirect and execute the memory operations effi-
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ciently in the hypervisor without any changes to the device drivers or applications.

(ii) malicious applications can exploit device driver bugs [114,115] through the device

file interface to compromise the machine that hosts the device driver [116, 117]. Our

solution to this problem is a suite of techniques that provide fault and device data

isolation between the VMs that share a device. Paradice guarantees fault isolation

even when using unmodified device drivers. However, it requires modest changes to

the driver for device data isolation (i.e., ∼400 LoC for the Linux Radeon GPU driver).

We present a prototype implementation of Paradice for the x86 architecture, the

Xen hypervisor, and the Linux and FreeBSD OSes. Our prototype currently supports

five important classes of I/O devices with about 7700 LoC, of which about 900 are

specific to device classes: GPU, input device, camera, audio device, and Ethernet for

the netmap framework [118]. Approximately 400 lines of this class-specific code are for

device data isolation for GPU. We note that GPU has previously been challenging to

virtualize due to its functional and implementation complexity. Yet, Paradice easily

virtualizes GPUs of various makes and models with full functionality and close-to-

local performance.

Paradice supports cross-OS I/O paravirtualization. For example, our current im-

plementation virtualizes I/O devices for a FreeBSD guest VM using Linux device

drivers. Hence, Paradice is useful for driver reuse between these OSes as well, for

example, for reusing Linux GPU drivers for FreeBSD, which typically does not have

the latest GPU drivers.

We report a comprehensive evaluation of Paradice and show that it: (i) requires

low development effort to support various I/O devices, shares the device between

multiple guest VMs, and supports legacy devices; (ii) achieves close-to-local perfor-

mance for various devices and applications, both for Linux and FreeBSD VMs; and



25

I/O device

Hypercalls & 
virtual interrupts

Application

User space
Kernel

File operations User space
Kernel

Device file
/dev/foo

Device driver

Virtual device file
/dev/foo

StubStub

Host machineGuest VM

Hyperv.

Figure 4.1 : Devirtualization, our initial design for I/O paravirtualization at the device

file boundary. This design can be abused by a malicious guest VM to compromise

the host machine, and hence the hypervisor and other guest VMs.

(iii) provides fault and device data isolation without incurring noticeable performance

degradation.

4.1 Paradice Design

We use the device file as the paravirtualization boundary. Figure 4.1 shows a simple

design for using the device file boundary for paravirtualization with a Type II (i.e.,

hosted) hypervisor. In this design, the device driver, device file, and also the hypervi-

sor reside in supervisor mode. The client and server stubs are in the guest VM and in

the host OS, respectively. We initially used this design, called devirtualization [119].

However, devirtualization’s design does not provide isolation between guest VMs. As

device drivers run in the host OS, which executes in supervisor mode, a malicious

guest VM application can use the driver bugs to compromise (i.e., crash, gain root
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Figure 4.2 : Paradice’s design, which sandboxes the device and its driver in a driver

VM and performs strict runtime checks on requested memory operations for fault

isolation.

access in, or execute malicious code in) the whole system including the hypervisor

and other guest VMs. This important flaw led us to the design of Paradice, described

below.

4.1.1 Device Driver Sandboxing for Fault Isolation

Paradice solves the flaw in devirtualization’s design by sandboxing the device and its

driver in a separate VM, called the driver VM, using direct device assignment [13–16].

This design uses a Type I (i.e., bare-metal) hypervisor, as shown in Figure 4.2. For

device assignment, the hypervisor maps the device registers and memory to the driver

VM and restricts the device DMA addresses to the driver VM memory using the

hardware I/O Memory Management Unit (IOMMU). The stub modules use shared

memory pages and inter-VM interrupts to communicate, e.g., for forwarding the file

operations.
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Executing driver memory operations (§3.1) in Paradice introduces new challenges

since the device driver and the guest process reside in different VMs with isolated

memory. As a solution, we implement the two types of memory operations (§3.1)

efficiently in the hypervisor and provide an API for the driver VM to request them.

Further, to support unmodified drivers, we provide function wrappers in the driver

VM kernel that intercept the driver’s kernel function invocations for memory opera-

tions and redirect them to the hypervisor through the aforementioned API.

In Paradice’s design, a malicious guest VM can still compromise the driver VM

through the device file interface. Therefore, we perform strict runtime checks on

the memory operations requested by the driver VM in order to guarantee that the

compromised driver VM cannot be abused to pollute other guest VMs. For the

checks, the client stub in the guest VM identifies and declares the legitimate memory

operations to the hypervisor before forwarding a file operation to the server stub.

§4.2.1 explains this issue in more detail.

4.1.2 Hypervisor-Enforced Access Permissions for Device Data Isolation

Applications exchange data with I/O devices. Device data isolation requires such

data to be accessible only to the guest VM that owns the data but not to any other

guest VMs. We enforce device data isolation in the hypervisor by allocating non-

overlapping protected memory regions in the driver VM memory and in the device

memory for each guest VM’s data and assigning appropriate access permissions to

these regions (Figure 4.3). §4.2.2 elaborates on this technique.

Unmodified device drivers cannot normally function correctly in the presence of

the hypervisor-enforced device data isolation and need modifications. In §4.3.3, we

explain how we added only ∼400 LoC to the complex Linux Radeon GPU driver
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Figure 4.3 : Device data isolation, enforced by the hypervisor, which creates non-

overlapping protected memory regions for each guest VM’s data and enforces appro-

priate access permissions to these regions. Each protected region includes part of

driver VM system memory and device memory.

for this purpose. Unlike all other Paradice components, device data isolation is not

generic. However, many of the techniques we developed for the Radeon GPU driver

apply to other device drivers as well.

4.1.3 Key Benefits of Paradice Design

One Paravirtual Driver, Many I/O Devices

The key benefit of Paradice is that it requires a single pair of paravirtual drivers, i.e.,

client and server stubs, and very small class-specific code to support many different

device classes. In contrast, prior solutions employ class-specific paravirtual drivers.

Moreover, Paradice supports all features of an I/O device class since it simply adds an

indirection layer between applications and device drivers. In contrast, prior solutions
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only support a limited set of features and require more engineering effort to support

new ones.

Compatibility between Different OSes

The device file interface is compatible across various Unix-like OSes; therefore Paradice

can support guest VMs running different versions of Unix-like OSes in one physical

machine, all sharing the same driver VM. We investigated the file operations interface

in FreeBSD and many versions of Linux and observed the following: (i) the file oper-

ations that are mainly used by device drivers (§3.1) exist in both Linux and FreeBSD

and have similar semantics; (ii) these file operations have been part of Linux since

the early days and have seen almost no changes in the past couple of years, i.e., from

Linux 2.6.35 (2010) to 3.2.0 (2012). §4.3.1 discusses our deployment of a Linux driver

VM, a FreeBSD guest VM, and a Linux guest VM running a different major version

of Linux.

In order to use a device driver, applications might require appropriate libraries,

e.g., the Direct Rendering Manager (DRM) libraries for graphics. These libraries are

usually available for different Unix-like OSes. If not, porting the library from another

OS is possible since Unix-like OSes are mostly source compatible.

Concurrent Device Access by Multiple Guests

If supported by the device driver, Paradice allows for multiple guest VMs to concur-

rently use the device because the device file interface allows multiple processes to issue

file operations simultaneously. In this case, the stub module in the driver VM han-

dles requests from the stub modules in all guest VMs. Some device drivers, e.g., the

Linux GPU drivers, can handle concurrency, but some others, e.g., the Linux camera
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drivers, only allow one process at a time. §4.3.1 discusses the issue of concurrency for

different classes of devices.

4.2 Isolation between Guest VMs

Device drivers are buggy [114, 115], and these bugs can be used by malicious ap-

plications to compromise the machine, either virtual or physical, that hosts the

driver [116, 117]. Compromising a machine refers to crashing, gaining root access

in, or executing malicious code inside the machine. This section elaborates on how

we provide fault and device data isolation between guest VMs despite such driver

bugs.

4.2.1 Fault Isolation

Fault isolation requires that a malicious guest VM cannot compromise other guest

VMs. To provide fault isolation, we must prevent guest VMs from access to unau-

thorized and sensitive parts of the system memory, e.g., the hypervisor’s memory

or other guest VMs’ memory. We employ two techniques to achieve this. First, to

protect the hypervisor, we sandbox the device driver and the device inside the driver

VM, resulting in the design of Paradice as was explained in §4.1. With this design, a

malicious guest VM can compromise the driver VM, but not the hypervisor. There-

fore, in the rest of the discussion, we assume that the driver VM is controlled by a

malicious guest VM and cannot be trusted. This leads us to the second technique.

To protect other guest VMs, we employ strict runtime checks in the hypervisor to

validate the memory operations requested by the driver VM, making sure that they

cannot be abused by the compromised driver VM to compromise other guest VMs,

e.g., by asking the hypervisor to copy data to some sensitive memory location inside
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a guest VM kernel.

For validation, the client stub identifies the legitimate memory operations of each

file operation and declares them to the hypervisor using a grant table before forward-

ing the file operation to the server stub. The legitimate memory operations can often

be easily identified in the client stub by using the file operation’s input arguments.

For example, the read file operation requires the driver to copy some data to the

process memory, and the read input arguments include the start address and size of

the user space buffer that the driver needs to write to. However, the input arguments

are not always enough for ioctl.

To identify the memory operations of an ioctl, we use two techniques. First, we

use the ioctl input arguments, if possible. The arguments of an ioctl include a

command number and an untyped pointer. The device driver may execute different

memory operations based on the value of these two arguments. The most common

ioctl memory operations are to copy an object of a command-specific data structure

from the process memory to the kernel memory and vice-versa. Fortunately, device

drivers often use OS-provided macros to generate ioctl command numbers, which

embed the size of these data structures and the direction of the copy into it. Moreover,

the ioctl untyped pointer holds the address of this object in the process memory.

Therefore in these cases, the client stub simply parses the command number and uses

it along with the value of the untyped pointer to determine the arguments of the

memory operations. We have successfully tested this approach with the UVC camera

driver and the majority of ioctl commands in Radeon GPU driver.

However, this approach is not applicable if the driver performs memory operations

other than simple copying of an object, or if the driver does not use the OS-provided

macros. For example, for some Radeon driver ioctl commands, the driver performs
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nested copies, in which the data from one copy operation is used as the input argu-

ments for the next one. Therefore, we provide a second solution that can identify

such memory operations. For this solution, we develop a static analysis tool that

analyzes the unmodified driver and extracts a simplified part of its ioctl handler.

This code extract has no external dependencies and hence can be executed without

the presence of the actual device. We then execute this code offline and generate the

arguments of legitimate memory operations in the form of static entries in a source

file that is included in the client stub. Given an ioctl command, the client stub can

look up these entries to find the legitimate operations.

However, offline execution is impossible for some memory operations, such as the

nested copies mentioned above. In this case, the client stub identifies the memory

operation arguments just-in-time by executing the extracted code at runtime. Our

tool correctly analyzes the Radeon GPU driver. It detects instances of nested copies

in 14 ioctl commands in the Radeon driver. For these commands, it automatically

generates about 760 lines of extracted code from the driver that are added to the

source file used in the client stub.

The memory operations executed by the driver for each ioctl command rarely

change across driver updates because any such changes can break application com-

patibility. Therefore, the existing code and entries in the source file generated by

our tool do not need to be updated with every driver update. However, newer ioctl

commands might be added to a driver, which then need to be analyzed by our tool.

Our investigation of Radeon drivers of Linux kernel 2.6.35 and 3.2.0 confirms this

arguments as the memory operations of common ioctl commands are identical in

both drivers, while the latter has four new ioctl commands.
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4.2.2 Device Data Isolation

Guest VM processes exchange data with the I/O device. Device data isolation requires

such data to be isolated and not accessible to other guest VMs. Processes’ data may

either be on the device memory, or on the driver VM system memory, which can

be accessed by the device through DMA. Isolating these data is challenging since the

driver VM is assumed to be compromised, and hence the malicious VM has full access

to driver VM system memory and to the device memory.

We enforce device data isolation in the hypervisor by protecting the device memory

and part of the driver VM system memory from the driver VM for hosting the guest

VMs’ data. We then split the protected memory into non-overlapping memory regions

for each guest VM’s data, and then assign appropriate access permissions to these

regions, as illustrated in Figure 4.3. The CPU code in the driver VM, including the

device driver itself, does not have permission to read these memory regions. Each

guest VM has access to its own memory region only (through the memory operation

checks executed by the hypervisor), and the device has access permission to one

memory region at a time.

This set of access permissions prevents a malicious guest VM from stealing the

data of another guest VM because it stops the following attacks: first, the malicious

VM cannot use the hypervisor API to access the data buffers allocated for other

VMs because the hypervisor prohibits that. Second, the malicious VM cannot use

the compromised driver VM to read the data buffer, because the driver VM does

not have read permission to the memory regions. Finally, the malicious VM cannot

program the device to transfer the buffer to outside a memory region because the

device can only access one memory regions at a time.

When adding device data isolation support to a driver, we need to determine
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which guest VM’s data buffers are sensitive and need to be protected. For example

for GPU, we protected all the raw data that guest VMs share with the GPU including

the graphics textures and GPGPU input data. Some data that are moved from the

guest applications to driver VM are not sensitive and do not need to be protected.

For example, most ioctl data structures are mainly instructions for the driver and

do not contain raw application data. After determining the sensitive data, we use the

hypervisor to protect them. It is then important to make sure that the driver does

not try to read the data, otherwise the driver VM crashes. Indeed, we observed that

all the sensitive data that we determined for the GPU were never read by the driver.

They were only accessed by the device itself or by the application process, making

it easy to add device data isolation. In case a driver normally reads the sensitive

data, it needs to be modified to avoid that access in order to be compatible with

device data isolation in Paradice. Finally, we need a policy to tell the hypervisor

which data buffers to protect. We observed that most applications typically use mmap

to move sensitive data buffers to/from the device mainly because it provides better

performance compared to copying. For example with the Radeon driver, applications

only use mmap to move graphics textures and GPGPU input data to the device. As

a result, we currently use a simple policy in the hypervisor to enforce isolation for

mapped buffers only. More sophisticated policies that enforce isolation for other

sensitive data, that are for example copied from the guest VM to the driver VM, are

also possible.

Next, we explain how the hypervisor enforces the access permissions. Access per-

missions for the driver VM are enforced by removing the Extended Page Table (EPT)

read permission for the protected memory regions. The hypervisor uses the EPTs to

virtualizes the physical memory for the VMs. While memory virtualization was tradi-
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tionally implemented entirely in software, i.e., the shadow page table technique [120],

recent generations of micro-architecture provide hardware support for memory virtu-

alization, e.g., the Intel EPT. In this case, the hardware Memory Management Unit

(MMU) performs two levels of address translation from guest virtual addresses to

guest physical addresses and then to system physical addresses. The guest page ta-

bles store the first translation and are maintained by the guest OS. The EPTs store

the second translation and are maintained by the hypervisor. Enforcing access per-

missions for the driver VM by removing the EPT read permissions is adequate since

both the system and the device memory need to be mapped by EPTs in order to be

accessible to the driver VM.

System memory access permissions for the device are enforced using the IOMMU.

Normally with device assignment, the hypervisor programs the IOMMU to allow the

device to have DMA access to all physical addresses in the driver VM. For device data

isolation, the hypervisor does not initially create any mappings in the IOMMU. The

IOMMU mappings are added per request from the device driver. When asking to add

a page to the IOMMU, the driver needs to attach the corresponding memory region

ID. The hypervisor maintains a list of which pages have been mapped in IOMMU

for each region. Whenever the device needs to work with the data of one guest VM,

the driver asks the hypervisor to switch to the corresponding memory region. When

switching the region, the hypervisor unmaps all the pages of the previous region from

the IOMMU and maps the pages of the new region.

Enforcing device memory access permissions for the device requires device-specific

solutions. For the Radeon Evergreen series (including the HD 6450), we leveraged the

GPU memory controller, which has two registers that set the lower and upper bounds

of device memory accessible to the GPU cores. The hypervisor takes full control of
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the GPU memory controller registers and does not map them into the driver VM,

so that it can enforce the accessible device memory for the GPU at any time. If the

GPU tries to access memory outside these bounds, it will not succeed. Note that this

solution partitions and shares the GPU memory between guest VMs and can affect

the performance of guest applications that require more memory than their share.

4.3 Implementation

We implement Paradice for the Xen hypervisor, 32-bit x86 architecture with Physical

Address Extension (PAE), and Linux and FreeBSD OSes. The implementation is

modular and can be revised to support other hypervisors, architectures, and Unix-

like OSes. It virtualizes various GPUs, input devices (such as keyboard and mouse),

cameras, a speaker, and an Ethernet card for netmap, all with about 7700 LoC, of

which only about 900 LoC are specific to device classes. Moreover, around 400 lines

of this class-specific code are for device data isolation for GPU. Table 4.1 shows the

list of devices that we have paravirtualized with Paradice. Table 4.2 breaks down the

Paradice code structure. We use CLOC [121] (v1.56) for measuring the code size. We

do not count comments or debugging code. The implementation is open source [122].

4.3.1 Paradice Architecture Details

Client and Server Stub Modules: The client and server stubs constitute a large

portion of the implementation and consist of two parts each. The first part implements

the interface to the hypervisor, e.g., invoking the hypervisor API in the server stub, or

sharing a grant table with the hypervisor in the client stub. The second part interacts

with the OS kernel only, e.g., by invoking the device driver’s file operation handlers

in the server stub, or by handling (and forwarding) the file operations in the client
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Class
Class-spec.

code (LoC)
Device Name Driver Name

GPU 92

Disc. ATI Radeon HD 6450 DRM/Radeon

Disc. ATI Radeon HD 4650 DRM/Radeon

Int. ATI Mobility Radeon X1300(*) DRM/Radeon

Int. Intel Mobile GM965/GL960(*) DRM/i915

Input 58
Dell USB Mouse evdev/usbmouse

Dell USB Keyboard evdev/usbkbd

Camera 43
Logitech HD Pro Webcam C920 V4L2/UVC

Logitech QuickCam Pro 9000 V4L2/UVC

Audio 37 Intel Panther Point HD Audio Cont. PCM/snd-hda-intel

Ethernet 21 Intel Gigabit Adapter netmap/e1000e

Table 4.1 : I/O devices paravirtualized by our Paradice prototype with very small

class-specific code. For correct comparison, we do not include the code for device

data isolation and graphics sharing. Those can be found in Table 4.2. (*) marks the

devices that we have tested only with our previous system design, devirtualization

(§4.1). We include them here to show that the device file boundary is applicable to

various device makes and models.

stub.

The client and server stubs use shared memory pages and inter-VM interrupts to

communicate. The client stub puts the file operation arguments in a shared page,

and uses an interrupt to inform the server stub to read them. The server stub com-

municates the return values of the file operation in a similar way. Because interrupts

have noticeable latency (§4.4.2), we support a polling mode for high-performance ap-

plications such as netmap. In this mode, the client and server stubs both poll the

shared page for 200µs before they go to sleep to wait for interrupts. The polling pe-

riod is chosen empirically and is not currently optimized. Moreover, for asynchronous
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notifications (§3.1), the server stub uses similar techniques to send a message to the

client stub, e.g., when the keyboard is pressed.

The client stub uses a grant table to declare the legitimate memory operations to

the hypervisor (§4.2.1). The grant table is a single memory page shared between the

guest VM and the hypervisor. After storing the operations in the table, the client

stub generates a grant reference number and forwards it to the server stub along with

the file operation. The server stub then needs to attach the reference to every request

for the memory operations of that file operation. The reference number acts as an

index and helps the hypervisor validate the operation with minimal overhead.

The server stub puts new file operations on a wait-queue to be executed. We use

separate wait-queues for each guest VM. We also set the maximum number of queued

operations for each wait-queue to 100 to prevent malicious guest VMs from causing

denial-of-service problems by issuing too many file operations. We can modify this

cap for different queues for better load balancing or enforcing priorities between guest

VMs.

Device Info Modules: As mentioned in §3.1, applications may need some in-

formation about the device before they can use it. In Paradice, we extract device

information and export it to the guest VM by providing a small kernel module for

the guest OS to load. Developing these modules is easy because they are small, sim-

ple, and not performance-sensitive. For example, the device info module for GPU has

about 100 LoC, and mainly provides the device PCI configuration information, such

as the manufacturer and device ID. We also developed modules to create or reuse a

virtual PCI bus in the guest for Paradice devices.

Device File Interface Compatibility: Paradice supports guest VMs using

different versions of Unix-like OSes in one physical machine. For example, we have
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Type Total LoC Platform Component LoC

Generic 6833

Linux

stub modules:

- client 1553

- server 1950

- shared 378

Linux kernel function wrappers 198

Virtual PCI module 285

- Supporting kernel code 50

FreeBSD

FreeBSD client stub:

- New code (approx.) 451

- From Linux stub modules (approx.) 758

(not calculated in the total)

- Supporting kernel code 15

Virtual PCI module 74

- Supporting kernel code 29

Xen Paradice API 1349

Clang Driver ioctl analyzer 501

Class-

specific
825

Linux

Device info modules:

- GPU 92

- input device 58

- camera 43

- audio device 37

- Ethernet (netmap) 21

Graphics sharing code 145

- Supporting DRM driver code 15

Data isol. for Radeon driver 382

FreeBSD
Device info modules:

- Ethernet (netmap) 32

Table 4.2 : Paradice code breakdown.

successfully deployed Paradice with a Linux driver VM, a FreeBSD guest VM and

a Linux guest VM running a different major version of Linux (versions 2.6.35 and

3.2.0). To support a different version of Linux, we added only 14 LoC to the stub

modules to update the list of all possible file operations based on the new kernel
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(although none of the new file operations are used by the device drivers we tested).

To support FreeBSD, we redeveloped the client stub with about 450 new LoC and

about 760 LoC from the Linux client stub implementation. To support mmap and

its page fault handler, we added about 12 LoC to the FreeBSD kernel to pass the

virtual address range to the client stub, since these addresses are needed by the Linux

device driver and by the Paradice hypervisor API.

Concurrency Support: As mentioned in §4.1.3, the device file interface allows

for concurrent access from multiple processes if the driver supports it. We define the

policies for how each device is shared. For GPU for graphics, we adopt a foreground-

background model. That is, only the foreground guest VM renders to the GPU, while

others pause. We assign each guest VM to one of the virtual terminals of the driver

VM, and the user can easily navigate between them using simple key combinations.

For input devices, we only send notifications to the foreground guest VM. For GPU

for computation (GPGPU), we allow concurrent access from multiple guest VMs. For

camera and Ethernet card for netmap, we only allow access from one guest VM at a

time because their drivers do not support concurrent access. Note that Paradice will

automatically support sharing of these devices too if concurrency support is added to

their drivers, as is the plan for netmap (see [118]).

4.3.2 Hypervisor-Assisted Memory Operations

The hypervisor supports the two types of memory operations needed by device drivers.

For copying to/from the process memory, the hypervisor first translates the virtual

addresses of the source and destination buffers (which belong to different VMs) into

system physical addresses and then performs the copy. If the source or destination

buffers span more than one page, the address translation needs to be performed per
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page since contiguous pages in the VM address spaces are not necessarily contiguous

in the system physical address space. To perform the translation, the hypervisor first

translates the VM virtual address to the VM physical address by walking the VM’s

own page tables in software. It then translates the VM physical address to the system

physical address by walking the EPTs.

For mapping a page into the process address space, the hypervisor fixes the EPTs

to map the page to an (arbitrary) physical page in the guest physical address space,

and then fixes the guest page tables to map the guest physical page to the requested

virtual address in the guest process address space. We can use an arbitrary guest

physical page address in the mappings as long as it is not used by the guest OS. The

hypervisor finds unused page addresses in the guest and uses them for this purpose.

Moreover, before forwarding the mmap operation to the server stub, the client stub

checks the guest page tables for the mapping address range, and creates all missing

levels except for the last one, which is later fixed by the hypervisor. This approach

provides better compatibility with the guest kernel than fixing all the levels of the

guest page tables in the hypervisor. Upon unmapping a previously mapped page, the

hypervisor only needs to destroy the mappings in the EPTs since the guest kernel

destroys the mappings in its own page tables before informing the device driver of

the unmap.

As mentioned in §4.1, we employ function wrappers in the driver VM kernel to

support unmodified device drivers. For this purpose, we modified 13 Linux kernel

functions, e.g., the insert pfn function (which maps a page to a process address

space). When the server stub invokes a thread to execute the file operation of a guest

VM, it marks the thread by setting a flag in the thread-specific task struct data

structure. The function wrapper will invoke the appropriate hypervisor API when
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executed in the context of a marked thread.

4.3.3 Isolation between Guest VMs

Fault Isolation: As described in §4.2.1, we have developed a static analysis tool

to identify the legitimate memory operations of driver ioctl commands. We imple-

mented this tool as a standalone C++ application built upon the LLVM compiler

infrastructure [123] and its C language frontend, Clang [124]. Using Clang, our tool

parses the driver source code into an Abstract Syntax Tree (AST) and then ana-

lyzes the AST to extract memory operations of interest. Our Clang tool uses classic

program slicing techniques [125] to shrink the source code by selecting the subset

of functions and statements that affect the input arguments of a given memory op-

eration. This analysis is almost fully automated, requiring manual annotation only

when human knowledge of the code is necessary to resolve function pointers or other

external dependencies.

Device Data Isolation: As mentioned earlier, we added ∼400 LoC to the Radeon

driver to support the device data isolation enforced by the hypervisor. Currently, our

changes only support the Radeon Evergreen series (including the Radeon HD 6450

in our setup), but the code can be easily refactored to support other Radeon series

as well. Moreover, our current implementation has minimal support for switching

between memory regions; improving the switching is part of our future work.

We made four sets of changes to the driver. (i) In the driver, we explicitly ask

the hypervisor to map pages in or unmap pages from IOMMU for different memory

regions. For better efficiency, we allocate a pool of pages for each memory region

and map them in IOMMU in the initialization phase. The hypervisor zeros out the

pages before unmapping. (ii) The driver normally creates some data buffers on the
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device memory that are used by the GPU, such as the GPU address translations

buffer. We create these buffers on all memory regions so that the GPU has access to

them regardless of the active memory region. (iii) We unmap from the driver VM the

MMIO page that contains the GPU memory controller registers used for determining

the device memory accessible to the GPU (§4.2.2). If the driver needs to read/write

to other registers in the same MMIO page, it issues a hypercall. (iv) While removing

the read permissions from EPTs of protected memory regions are enough for device

data isolation, we had to remove both read and write permissions since x86 does

not support write-only permissions. In rare cases, the driver needs write permissions

to some memory buffers such as the GPU address translation buffer. If the buffer

is on the system memory, we emulate write-only permissions by making the buffer

read-only to the device through the IOMMU and giving read/write permissions to

the driver VM. If the buffer is on the device memory, we require the driver VM to

issue a hypercall.

For device data isolation, we need to make sure that the driver VM cannot access

the GPU memory content through any other channels. For this purpose, we studied

the register programming interface of the Evergreen series, and confirmed that the

driver cannot program the device to copy the content of memory buffers to registers

that are readable by the device driver.

We faced one problem with interrupts. Some Radeon series, including the Ever-

green series, use system memory instead of registers to convey the interrupt reason

from the device to the driver. That is, the device writes the reason for the interrupt

to this pre-allocated system buffer and then interrupts the driver. However, to en-

force device data isolation, we cannot give the driver read permission to any system

memory buffer that can be written by the device. Therefore, we currently disable
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all interrupts, except for the fence interrupt needed to monitor the GPU execution,

and then interpret all interrupts as fences. The main drawback of this approach is

that we cannot support the VSync interrupts, which can be used to cap the GPU

graphics performance to a fixed number of frames per second. As a possible solution,

we are thinking of emulating the VSync interrupts in software. We do not expect

high overhead since VSync happens relatively rarely, e.g., every 16ms for rendering

60 frames per second.

As a guideline for our implementation, we did not add device-specific code to the

hypervisor and implemented the hypervisor functions in the form of a generic API.

In the few cases that device-specific information was needed, we leveraged the driver

initialization phase to call generic hypervisor API to achieve the required function,

such as unmapping the memory controller MMIO page from the driver VM. Since

no guest VM can communicate with the driver before the initialization phase is over,

we assume that the driver is not malicious in this phase. We believe this approach

is superior to implementing such device-specific functions in the hypervisor because

it minimizes the new code in the hypervisor and improves the system reliability as a

whole.

4.4 Evaluation

Using the implementation described above, we evaluate Paradice and show that it:

(i) requires low development effort to support various I/O devices, shares the device

between multiple guest VMs, and supports legacy devices; (ii) achieves close-to-local

performance for various devices and applications, both for Linux and FreeBSD guest

VMs; and (iii) provides fault and device data isolation without incurring noticeable

performance degradation.
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4.4.1 Non-Performance Properties

Before we evaluate the performance of Paradice, we demonstrate that Paradice achieves

the desired properties mentioned in §4. First, supporting new I/O devices with

Paradice is easy and only requires developing small device info modules for new device

classes (Table 4.2). These modules typically took us only a few person-hours each

to implement. On the other hand, it took us a few person-weeks to add device data

isolation support to the Radeon driver, a very complex drivers with ∼111000 LoC

in Linux 3.2. A big portion of this time was spent on implementing the supporting

hypervisor code, therefore, we anticipate less development effort to add device data

isolation to other drivers.

Second, Paradice effectively shares I/O devices between guest VMs (§4.1.3). For

example in one experiment, we ran two guest VMs, one executing a 3D HD game and

the other one running an OpenGL application, both sharing the GPU based on our

foreground-background model (§4.3.1). In the next section, we show the performance

of GPU when used by more than one VM for GPGPU computations.

Third, Paradice supports legacy devices. None of the devices that we have suc-

cessfully virtualized so far have hardware support for virtualization.

4.4.2 Performance

In this section, we quantify the overhead and performance of Paradice. We compare

the performance of Paradice with the local performance (i.e., when an application is

executed natively on the same hardware), as well as with the performance of direct

device assignment (i.e., when an application is executed in a VM with direct access

to the I/O device). The performance of direct device assignment is the upper-bound

on the performance of Paradice due to our use of device assignment to sandbox the
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device and its driver in the driver VM.

For our experiment setup, we use a desktop with a quad-core Intel Core i7-3770

CPU, 8GB of DDR3 memory, and an ASRock Z77 Extreme6 motherboard. For I/O

devices, we use a Radeon HD 6450 GPU connected to a 24” Dell LCD for both

graphics and GPGPU benchmarks, Intel Gigabit Network Adapter for netmap, Dell

mouse, Logitech HD Pro Webcam C920, and the on-board Intel Panther Point HD

Audio Controller for speaker. We configure the VMs with one virtual CPU and 1GB

of memory. For device data isolation between two guest VMs, we split the 1GB

GPU memory between two memory regions, therefore, all the benchmarks with data

isolation can use a maximum of 512MB of GPU memory. As the default configuration

for Paradice, we use inter-VM interrupts for communication, use Linux guest VM and

Linux driver VM, and do not employ device data isolation. Other configurations will

be explicitly mentioned.

Overhead Characterization

There are two potential sources of overhead that can degrade Paradice’s performance

compared to local: the added latency to forward a file operation from the application

to the driver and isolation.

We first measure the added latency using a simple no-op file operation, where the

server stub immediately returns to the frontend upon receiving the operation. The

average of 1 million consecutive no-op operations shows that the added latency is

around 35µs, most of which comes from two inter-VM interrupts. With the polling

mode, this latency is reduced to 2µs.

The overhead of isolation comes from both fault and device data isolation. The

main overhead of fault isolation is sandboxing the device and the driver. Therefore,
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this overhead is equal to the performance difference between local and direct device

assignment. In all the benchmarks below, we report the performance of direct device

assignment as well and show that it is almost identical to local; hence, fault isolation

has no noticeable overhead on our benchmarks. The overhead of data isolation is

mainly due to additional hypercalls issued by the driver. However, we show that this

overhead does not noticeably impact the GPU’s performance either, both for graphics

and computation. We have not, however, quantified the impact of partitioning the

GPU memory for device data isolation on applications requiring large amounts of

GPU memory.

Ethernet Card for netmap

We evaluate the performance of netmap, a framework that can send and receive

packets at the line rate on 1 and 10 gigabit Ethernet cards [118]. We use the netmap

packet generator application that transmits fixed-size packets as fast as possible. In

each experiment, we transmit 10 million packets and report the transmit rate. We

run two sets of experiments for Paradice: one with Linux guest VM and Linux driver

VM, and another with FreeBSD guest VM and Linux driver VM.

Figure 4.4 shows that Paradice can achieve a transmit rate close to that of local and

device assignment. The figure shows the netmap transmit rate for 64-byte packets and

for different packet batch sizes. The packet generator issues one poll file operation per

batch, therefore, increasing the batch size improves the transmit rate as it amortizes

the cost of the poll system call and, more importantly, the cost of forwarding the poll

file operation in Paradice. When using the polling mode, a minimum batch size of

4 allows Paradice to achieve similar performance to local. However, with interrupts,

a minimum batch size of around 30 is required. The figures also shows that both
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Figure 4.4 : netmap transmit rate with 64 byte packets. (FL) indicates FreeBSD guest

VM using a Linux driver VM. (P) indicates the use of polling mode in Paradice.

Linux and FreeBSD guest VMs achieve similarly high performance. Moreover, our

experiments, not shown here, show that Paradice can maintain a transmit rate close

to local for different packet sizes.

GPU for Graphics

We evaluate the performance of 3D HD games and OpenGL applications. In all

evaluations, we report the standard Frames Per Second (FPS) metric. We also disable

the GPU VSync feature, which would otherwise cap the GPU FPS to 60 (display

refresh rate).

We use three 3D first-person shooter games: Tremulous [126], OpenArena [127],

and Nexuiz [128], which are all widely used for GPU performance evaluation [129].

For all games, we use the Phoronix Test Suite engine [130] (v3.6.1), a famous test

engine that automatically runs a demo of the game for a few minutes, while stressing

the GPU as much as possible. We test the games at all possible resolutions.

We also use some OpenGL benchmarks in our experiments. The benchmarks use
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Figure 4.5 : OpenGL benchmarks FPS. VBO, VA, and DL stand for Vertex Buffer

Objects, Vertex Arrays, and Display Lists. (P) indicates the use of polling mode in

Paradice.

different OpenGL API including Vertex Buffer Objects, Vertex Arrays, and Display

Lists [131, 132] to draw a full-screen teapot that consists of about 6000 polygons. In

each experiment, we run the benchmark for 3 minutes and measure the average FPS.

Figures 4.5 and 4.6 show the results. There are four important observations. First,

Paradice achieves close performance to local and device assignment for various bench-

marks, including OpenGL benchmarks and 3D HD games. Second, Paradice (with

interrupts) achieves relatively better performance for more demanding 3D games that

it does for simpler OpenGL benchmarks. This is because Paradice adds a constant

overhead to the file operations regardless of the benchmark load on the GPU. There-

fore, for 3D games that require more GPU time to render each frame, it incurs a lower

percentage drop in performance. Third, Paradice with polling can close this gap and

achieve close-to-local performance for all the benchmarks. Finally, data isolation has

no noticeable impact on performance.



50

 0

 10

 20

 30

 40

 50

 60

 70

 80

800x600 1024x768 1280x10241680x1050

F
ra

m
es

 P
er

 S
ec

o
n
d

Local
Device-Assign.

Paradice
Paradice(DI)

(a) Tremulous

 0

 10

 20

 30

 40

 50

 60

 70

 80

800x600 1024x768 1280x10241680x1050

F
ra

m
e
s
 P

e
r 

S
e
c
o
n
d

(b) OpenArena

 0

 10

 20

 30

 40

 50

 60

 70

 80

800x600 1024x768 1280x10241680x1050

F
ra

m
e
s
 P

e
r 

S
e
c
o
n
d

(c) Nexuiz

Figure 4.6 : 3D HD games FPS at different resolutions. (DI) indicates the use device

data isolation in Paradice.



51

 0.1

 1

 10

 100

1 100 500 1000

E
x
p
er

im
en

t 
T

im
e 

(S
ec

o
n
d
s)

Square Martix Order

Local

Device-Assign.

Paradice

Paradice(DI)

Figure 4.7 : OpenCL matrix multiplication benchmark results. The x-axis shows the

order of the input square matrices. (DI) indicates the use device data isolation in

Paradice.

GPU for Computation

We evaluate the performance of OpenCL applications. We use the Gallium Compute

implementation of OpenCL [133] and use an OpenCL program that multiplies two

square matrices of varying orders. We run the benchmark for different matrix orders

and measure the experiment time, i.e., the time from when the OpenCL host code

sets up the GPU to execute the program until when it receives the resulting matrix.

Figure 4.7 shows the results. It shows that Paradice performance is almost iden-

tical to local and device assignment. Moreover, the figure shows that device data

isolation has no noticeable impact on performance. The reason for the high Paradice

performance is that OpenCL benchmarks issue few file operations, and most of the

experiment time is spent by the GPU itself.

We also measure the performance of the same OpenCL benchmark when executed

from more than one guest VM concurrently on the same GPU. For this experiment,
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Figure 4.8 : Guest VMs concurrently running the OpenCL matrix multiplication

benchmark on a GPU shared through Paradice. The matrix order in this experiment

is 500.

we use a matrix order of 500 and execute the benchmark 5 times in a row from each

guest VM simultaneously and report the average experiment time for each guest VM.

Figure 4.8 shows that the experiment time increases almost linearly with the number

of guest VMs. This is because the GPU processing time is shared between the guest

VMs.

Mouse

We measure the latency of the mouse. Our results show that local, device assignment,

Paradice using interrupts, and Paradice using polling achieve about 39µs, 55µs, 296µs,

and 179µs of latency, respectively, no matter how fast the mouse moves. The extra

latency of Paradice does not result in a human-perceivable difference since the latency

is well below the 1ms latency required for input devices [134]. Much of the latency

in Paradice comes from the communication between the client and server stubs, and

therefore, the polling mode reduces the latency significantly. We note that the most
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accurate way of measuring the latency of input devices is to measure the elapsed time

between when the user interacts with the device, e.g., moves the mouse, and when this

event shows up on the screen. However, such a measurement is difficult, especially for

the mouse, which generates many events in a short time period. Instead, we measure

the time from when the mouse event is reported to the device driver to when the

read operation issued by the application reaches the driver.

Camera & Speaker

We run the GUVCview [135] camera applications in the three highest video resolu-

tions supported by our test camera for MJPG output: 1280×720, 1600×896, and

1920×1080. For all the resolutions, local, device assignment, and Paradice achieve

about 29.5 FPS.

We play the same audio file on our test speaker. Local, device assignment, and

Paradice all take the same amount of time to finish playing the file, showing that

they all achieve similar audio rates.

4.5 Discussions

4.5.1 Performance Isolation & Correctness Guarantees

Paradice does not currently support performance isolation between the guest VMs

that share a device. This has two implications: first, Paradice does not guarantee

fair and efficient scheduling of the device between guest VMs. The solution is to add

better scheduling support to the device driver, such as in [136]. Second, a malicious

guest VM can break the device by corrupting the device driver and writing unexpected

values into the device registers. One possible solution to this problem is to detect the
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broken device and restart it by simply restarting the driver VM or by using techniques

such as shadow drivers [137].

Paradice cannot currently guarantee the correct behavior of the I/O device. Mali-

cious guest VMs can use carefully-designed attacks to cause incorrect performance by

the device, e.g., rendering unwanted content on the screen. In §7, we present library

drivers that will protect the device driver against such attacks by reducing the device

driver TCB and attack surface. Another possible solution is to protect certain parts of

the device programming interface that allows us to achieve either correct performance

or no performance at all. Taking GPU as an example, we can consider protecting the

command streamer interface to ensure that an application’s GPU commands either

execute as expected or do not execute at all.

4.5.2 Other Devices, Hypervisors, and OSes

Virtualization at the device file boundary is not possible if the driver does not employ

the device file interface to interact with applications. Important examples include

network device drivers that employ sockets and sit below the kernel network stack,

block device drivers that sit below the kernel file systems, and the device drivers that

are implemented completely in the user space. However, as we demonstrated with

netmap, Paradice can still be useful for other frameworks using these devices.

While we demonstrated Paradice for a bare-metal hypervisor, it is also applicable

to hosted hypervisors as long as the driver and device can be sandboxed in a VM

using the device assignment technique.

Finally, Paradice uses the Unix device file as the paravirtualization boundary and

hence cannot support non-Unix-like OSes, most notably, the Windows OS.
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Chapter 5

I/O Sharing between Mobile Systems

A user nowadays owns a variety of mobile systems, including smartphones, tablets,

smart glasses, and smart watches, each equipped with a plethora of I/O devices,

such as cameras, speakers, microphones, sensors, and cellular modems. There are

many interesting use cases for allowing an application running on one mobile system

to access I/O devices on another system, for three fundamental reasons. (i) Mobile

systems can be in different physical locations or orientations. For example, one can

control a smartphone’s high-resolution camera from a tablet to more easily capture

a self-portrait. (ii) Mobile systems can serve different users. For example, one can a

play music for another user if one’s smartphone can access the other system’s speaker.

(iii) Certain mobile systems have unique I/O devices due to their distinct form factors

and targeted use cases. For example, a user can make a phone call from her tablet

using the modem and SIM card in her smartphone.

Unsurprisingly, solutions exist for sharing various I/O devices, e.g., camera [2],

speaker [3], and modem (for messaging) [4]. However, these solutions have three

fundamental limitations. First, they do not support unmodified applications. For

example, IP Webcam [2] and MightyText [4] do not allow existing applications to

use a camera or modem remotely; they only support their own custom applications.

Second, they do not expose all the functionality of an I/O device for sharing. For

example, IP Webcam does not support remote configuration of all camera parameters,

such as resolution. MightyText supports SMS and MMS from another device, but
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not phone calls. Finally, existing solutions are I/O class-specific, requiring significant

engineering effort to support new I/O devices. For example, IP Webcam [2] can share

the camera, but not the modem or sensors.

In this chapter, we introduce Rio (Remote I/O) [138], an I/O sharing solution for

mobile systems based on the device file boundary and show that it overcomes all three

aforementioned limitations. To do this, Rio creates a virtual device file inside the I/O

client (the mobile systems wishing to use the I/O device remotely), intercepts the file

operations and forwards them to the I/O server (the mobile system sharing its I/O

device) to be executed. The device file boundary supports I/O sharing for unmodified

applications, as it is transparent to the application layer. It also exposes the full

functionality of each I/O device to other mobile systems by allowing processes in one

system to directly communicate with the device drivers in another. Most importantly,

it reduces the engineering effort to support various classes of I/O devices.

The design and implementation of Rio must address the following fundamental

challenges. (i) A process may issue operations on a device file that require the driver

to operate on the process memory. With I/O sharing, however, the process and the

driver reside in two different mobile systems with separate physical memories. In

Rio, we support cross-system memory mapping using a distributed shared memory

(DSM) design that supports access to shared pages by the process, the driver, and

the I/O device (through DMA). We also support cross-system memory copying with

collaboration from both systems. (ii) Mobile systems typically communicate through

a wireless connection that has a high round-trip latency compared to the latency

between a process and driver within the same system. To address this challenge, we

reduce the number of round trips between the systems due to file operations, memory

operations, or DSM coherence messages. (iii) The connection between mobile systems
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can break at any time due to mobility or reliability issues. This can cause undesirable

side-effects in the OSes of all involved systems. We address this problem by properly

cleaning up the residuals of a remote I/O connection upon disconnection, switching

to a local I/O device of the same class, if present, or otherwise returning appropriate

error messages to the applications.

We present a prototype implementation of Rio for Android systems. Our imple-

mentation supports four important I/O classes: camera, audio devices such as speaker

and microphone, sensors such as accelerometer, and cellular modem (for phone calls

and SMS). It consists of about 7100 Lines of Code (LoC), of which less than 500 are

specific to I/O classes. It also supports I/O sharing between heterogeneous mobile

systems, including tablets and smartphones. See [139] for a video demo of Rio.

We evaluate Rio on Galaxy Nexus smartphones and show that it supports ex-

isting applications, allows remote access to all I/O device functionality, requires low

engineering effort to support different I/O devices, and achieves performance close

to that of local I/O for audio devices, sensors, and modem, but suffers noticeable

performance degradation for camera sharing due to Wi-Fi throughput limitation in

our setup. With emerging wireless standards supporting much higher throughput, we

posit that this degradation is likely to go away in the near future. In addition, we

report the throughput and power consumption for using remote I/O devices with Rio

and show that throughput highly depends on the I/O device class, and that power

consumption is noticeably higher than that of local access.

5.1 Use Cases

We envision two categories of use cases for Rio. The first category, already tested

with Rio, consists of those that simply combine Rio with existing application (§5.1.1).
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This category is the focus of this paper. However, we envision applications developed

specifically with I/O sharing in mind. Obviously, such applications do not exist today

because I/O sharing is not commonly available. §5.1.2 presents some of such use cases.

5.1.1 Use Cases Demonstrated with Rio

Multi-system photography: With Rio, one can use a camera application on one mobile

system to take a photo with the camera on another system. This capability can be

handy in various scenarios, especially when taking self-portraits, as it decouples the

camera hardware from the camera viewfinder, capture button, and settings. Several

existing applications try to assist the user in taking self-portraits using voice recogni-

tion, audio guidance, or face detection [140]. However, Rio has the advantage in that

the user can see the camera viewfinder up close, comfortably configure the camera

settings, and press the capture button whenever ready, even if the physical camera is

dozens of feet away. Alternatively, one can use the front camera, which typically has

lower quality than the rear-facing one.

Multi-system gaming: Many mobile games require the user to physically maneuver

the mobile system for control. Tablets provide a large screen for gaming but are bulky

to physically maneuver. Moreover, maneuvers like tilting make it hard for the user

to concentrate on the content of the display. With Rio, a second mobile system, e.g.,

a smartphone, can be used for physical maneuvers while the tablet running the game

remains stationary.

One SIM card, many systems: Despite many efforts [141], users are still tied to

a single SIM card for phone calls or SMS, mainly because the SIM card is associated

with a unique number. With Rio, the user can make and receive phone calls and SMS

from any of her mobile systems using the modem and SIM card in her smartphone.
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For example, if a user forgets her smartphone at home, she can still receive phone

calls on her tablet at work.

Music sharing: A user might want to allow a friend to listen to some music via

a music subscription application on her smartphone. With Rio, the user can simply

play the music on her friend’s smartphone speaker.

Multi-system video conferencing: When a user is video conferencing on her tablet,

she can use the speaker or microphone on her smartphone and move them closer to her

mouth for better audio quality in a noisy environment. Or she can use the camera on

her smart glasses as an external camera for the tablet to provide a different viewpoint.

5.1.2 Future Use Cases of Rio

With Rio, new applications can be developed to use the I/O devices available on

another system.

Multi-user gaming: The multi-system gaming use case explained in the previous

subsection combined with modifications to the application can enable novel forms

of multi-user gaming across mobile systems. For example, two players can use their

smartphones to wirelessly control a racing game on a single tablet in front of them.

The smartphones’ displays can even show in-game context menus or game controller

keys, similar to those on game consoles, providing a familiar and traditional gaming

experience for users.

Music sharing: If supported by the system software (e.g., audio service process in

Android (§5.6)), a user can play the same music on her and her friend’s smartphones

simultaneously. With proper application support, the user can even play two different

sound tracks on these two systems at the same time, much like multi-zone stereo

receivers.
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Multi-view video conferencing: A video conferencing application can be extended

to show side-by-side video streams from the smart glasses and the tablet simultane-

ously. In this fashion, the user can not only share a video stream of her face with her

friend, but she can also share a stream of the scene in front of her at the same time.

Multi-camera photography: Using the cameras on multiple mobile systems, one

can realize various computational photography techniques [142]. For example, one

can use the cameras of her smartphone and smart glasses simultaneously to capture

photos with different exposure times in order to remove motion blur [143], or to

increase the temporal/spatial resolution of video by interleaving/merging frames from

both cameras [144, 145]. One can even use the smartphone as an external flash for

the smart glasses camera.

5.2 Design

We describe the design of Rio, including its architecture and the guarantees it provides

to mobile systems using it.

Rio is based on remote access to I/O devices at the device file boundary. That is,

it intercepts communications at the device file boundary in one mobile system, i.e.,

the client, and forwards them to the other system, i.e., the server, to be executed by

the rest of the I/O stack. Figure 5.1 shows the design of Rio, which is a specific case

of Figure 3.1, where the communication channel is a wireless link.

As mentioned in §3.1, some file operations, such as read, write, ioctl, and mmap,

require the driver to operate on the process memory. mmap requires the driver to map

some memory pages into the process address space. For this, Rio uses a DSM design

that supports access to shared pages by the client process as well as the server driver

and the device (§5.3.1). The other three file operations often ask the driver to copy
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Figure 5.1 : Rio uses the device file boundary for remote access. Hence, it splits the

I/O stack between two mobile systems.

data to or from the process memory. The server stub intercepts the driver’s requests

for these copies and services them in collaboration with the client stub (§5.3.2).

5.2.1 Guarantees

Using I/O remotely at the device file boundary impacts three expected behaviors of

file operations: reliability of connection, latency, and trust model. That is, remote

I/O introduces the possibility of disconnection between the process and the driver,

adds significant latency to each file operation due to wireless round trips, and allows

processes and drivers in different trust domains to communicate. Therefore, Rio

provides the following guarantees for the client and server.

First, to avoid undesirable side-effects in the client and server resulting from an

unexpected disconnection, Rio triggers a cleanup in both systems upon detecting

a disconnection. Rio guarantees the server that a disconnection behaves similar to

killing a local process that uses the I/O device. Rio also guarantees the client that
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it will transparently switch the application to use a local I/O device of the same

class after the disconnection, if possible; otherwise, Rio will return appropriate error

messages to the application (§5.5).

Second, Rio reduces the number of round trips due to file or memory operations

and DSM coherence messages (§5.4) in order to reduce latency and improve perfor-

mance. Moreover, it guarantees that the additional latency of file operations only

impacts the performance, not the correctness, of I/O devices. Rio can provide this

guarantee because most file operations do not have a time-out threshold, but simply

block until the device driver handles them. poll is the only file operations for which

a time-out can be set by the process. In §5.4.4, we explain that poll operations

used in Android for I/O devices we currently support do not use the poll time-out

mechanism. We also explain how Rio can deal with the poll time-out, if used.

Finally, processes typically trust the device drivers with which they interact through

the device file interface, and drivers are vulnerable to attacks by processes [116]. To

maintain the same trust and security model in one mobile system, we intend the cur-

rent design of Rio to be used among trusted mobile systems only. However, Rio can

adopt the fault isolation technique In Paradice (§4.2.1 in order to protect the client

from an untrusted server. Moreover, it can adopt library drivers (§7) to improve the

security of the server in face of untrusted clients.

5.3 Cross-System Memory Operations

In order to handle file operations, the device driver often needs to operate on the

process memory by executing memory operations. However, these operations pose a

challenge for Rio because the process and the driver reside in different mobile systems

with separate physical memories. In this section, we present our solutions.
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5.3.1 Cross-System Memory Map

Cross-system memory map in Rio supports the map_page memory operation across

two mobile systems using Distributed Shared Memory (DSM) [146–150] between

them. At the core of Rio’s DSM is a simple write-invalidate protocol, similar to [149].

The novelty of the DSM in Rio is that it can support access to the distributed shared

memory pages not only by a process, but also by kernel code, such as the driver, and

also by the device (through DMA).

Figure 5.2 illustrates the cross-system memory map in Rio. When intercepting a

map_page operation from the server driver, the server stub notifies the client stub,

which then allocates a shadow memory page in the client (corresponding to the actual

memory page in the server) and maps that shadow page into the client process address

space. The DSM modules in these two stubs guarantee that the process, the driver,

and the device have consistent views of these pages. That is, updates to both the

actual and shadow pages are consistently available to the other mobile system.

We choose a write-invalidate protocol in Rio’s DSM for efficiency. Compared

to update protocols that proactively propagate the updates to other systems [148],

invalidate protocols do so only when the updated data is needed on the other system.

This minimizes the amount of data transmitted between the client and server, and

therefore minimizes the resource consumption, e.g., energy, in both systems. With

the invalidate protocol, each memory page can be in one of three possible states:

read-write, read-only, or invalid. Although the invalidate protocol is the default in

Rio, we can also use an update protocol if it offers performance benefits.

We use 4 KB pages (small pages) as the coherence unit because it is the unit of

the map_page memory operation, meaning the driver can map memory as small as

a single small page into the process address space. When many pages are updated
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Figure 5.2 : (a) Memory map for a local I/O device. (b) Cross-system memory map

in Rio.
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together, we batch them altogether to improve performance (§5.4.3).

To manage a client process’s access to the (shadow) page, we use the page table

permission bits, similar to some existing DSM solutions [146]. When the shadow page

is in the read-write state, the page table grants the process full access permissions to

the page, and all of the process’s read and write instructions execute natively with no

extra overhead. In the read-only state, only write to these pages cause page faults,

while both read and write cause page faults in the invalid state. Upon a page fault,

the client stub triggers appropriate coherence messages. For a read fault, it fetches

the page from the server. For a write fault, it first fetches the page if in invalid state,

and then sends an invalidation message to the server.

To manage the server driver’s access to the page, we use the page table permission

bits for kernel memory since the driver operates in the kernel. However, unlike process

memory that uses small 4 KB pages, certain regions of kernel memory, e.g., the

identity-mapped region in Linux, use larger pages, e.g., 1 MB pages in ARM [151], for

less contention in the Translation Lookaside Buffer (TLB). When the driver requests

to map a portion of a large kernel page into the process address space, the server stub

dynamically breaks the large kernel page into multiple small ones by destroying the

old page table entries and creating new ones, similar to the technique used in K2 [152].

With this technique, the server stub can enforce different protection modes against

kernel access at the granularity of small pages, rather than large pages. To minimize

the side-effects of using small pages in the kernel, e.g., higher TLB contention, the

server stub immediately stitches the small pages back into a single large page when

the pages are unmapped by the process.

To manage the server I/O device’s access to the page through DMA, the server

stub maintains an explicit state variable for each page, intercepts the driver’s DMA
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request to the device, updates the state variable, and triggers appropriate coherence

messages. Note that it is not possible to use page table permission bits for a device’s

access to the page since devices’ DMA operations bypass the page tables.

Rio provides sequential consistency. This is possible for two reasons. First, the

DSM module triggers coherence messages immediately upon page faults and DMA

completion, and maintains the order of these messages in each system. Second, pro-

cesses and drivers use file operations to coordinate their own access to mapped pages.

5.3.2 Cross-System Copy

Cross-system memory copy in Rio supports copy_from_user and copy_to_user

memory operations between two mobile systems. We achieve this through collab-

oration between the server and client stubs. When intercepting a copy_from_user

or copy_to_user operation from the driver, the server stub sends a request back

to the client stub to perform the operation. In the case of copy_from_user, the

client stub copies the data from the process memory and sends it back to the server

stub, which copies it into the kernel buffer determined by the driver. In the case

of copy_to_user, the server stub copies and sends the data from the kernel buffer

to the client stub, which then copies it to the corresponding process memory buffer.

Figure 5.3(b) illustrates the cross-system copy for a typical ioctl file operation.

When handling a file operation, the driver may execute several memory copy

operations, causing as many round trips between the mobile systems because the

server stub has to send a separate request per copy operation. Large numbers of

round trips can degrade the I/O performance significantly. In §5.4.1, we explain how

we reduce these round trips to only one per file operation by pre-copying the copy

data in the client stub for copy_from_user operations and by batching the data of
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copy_to_user operations in the server stub.

5.4 Mitigating High Latency

The connection between the client and the server typically has high latency. For

example, Wi-Fi and Bluetooth have about 1-2 ms round-trip latency at best [153],

which is significantly higher than the few microseconds of latency typical of native

communications between a process and device driver (i.e., syscalls). In this section,

we discuss the challenges resulting from such high latency and present our solutions

to reduce its effect on I/O performance by reducing the number of round trips due

to copy memory operations, file operations, and DSM coherence messages.

5.4.1 Round Trips due to Copies

Round trips due to copy_from_user and copy_to_user memory operations present

a serious challenge to Rio’s performance since a single file operation may execute

several copy memory operations. For example, a single ioctl in Linux’s PCM audio

driver may execute four copy_from_user operations. To solve this problem, we use

the following two techniques. (i) In the client stub, we determine and pre-copy all

the data needed by the server driver and transmit it together with the file operation.

With this technique, all copy_from_user requests from the driver are serviced locally

inside the server. (ii) In the server stub, we buffer and batch all data that the driver

intends to copy to the process memory and transmit it to the client along with the

return value of the file operation. With this technique, all copy_to_user operations

can be executed locally in the client. Figure 5.3(c) illustrates these techniques.

Pre-copying the data for driver copy_from_user requests requires the client stub

module to determine in advance the addresses and sizes of the process memory data
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buffers needed by the driver. This is trivial for the write file operation, as this

information is embedded in its input arguments. However, doing so for ioctl is

non-trivial as the ioctl input arguments are not always descriptive enough. Many

well-written drivers embed information about some simple driver memory operations

in one of the ioctl input arguments, i.e., the ioctl command number. In such cases,

we parse the command number in the client stub to infer the memory operations,

similar to Paradice §4.2.1. There are cases, however, that the command number does

not contain all necessary information. For these cases, we use the static analysis tool

explained in §4.2.1 that analyses the driver’s source code to extract a small part of the

driver code, which can then be executed either offline or at runtime in the client stub

to infer the parameters of driver memory operations. Finally, to maintain a consistent

view of the process memory for the driver, Rio updates the pre-copied data in the

server stub upon buffering the copy_to_user data if the memory locations overlap.

5.4.2 Round Trips due to File Operations

File operations are executed synchronously by each process thread, and therefore,

each file operation needs one round trip. To optimize performance, the process should

issue the minimum number of file operations possible. Changing the number of file

operations is not always possible or may require substantial changes to the process

source code, e.g., the I/O service code in Android (§5.6), which is against Rio’s goal

of reducing engineering effort. However, minimal changes to the process code can

occasionally result in noticeable reductions in file operation issuance, justifying the

engineering effort. §5.6.3 explains one example for Android audio devices.



70

5.4.3 Round Trips due to DSM Coherence

As mentioned in §5.3.1, we use 4 KB pages as the DSM coherence unit in Rio. How-

ever, when there are updates to several pages at once, such a relatively small co-

herence unit causes several round trips for all data to be transferred. In such cases,

transmitting all updated pages together in a single round trip is much more efficient.

5.4.4 Dealing with Poll Time-outs

poll is the only file operations for which the issuing process can set a time-out. Since

Rio adds noticeable latency to each file operation, it can break the semantics of poll

if a relatively small time-out threshold is used. So far in our Android implementation,

all I/O classes we support do not use poll time-out (i.e., the process either blocks

indefinitely until the event is ready or uses non-blocking polls). If poll is used with

a time-out, the time-out value should to be adjusted for remote I/O devices. This can

be done inside the kernel handler for poll-related syscalls, such as select, completely

transparent to the user space. Using the heartbeat round-trip time (§5.5), the client

stub can provide a best estimate of the additional latency that the syscall handler

needs to add to the requested time-out value. Processes typically rely on the kernel

to enforce the requested poll time-out; therefore, this approach guarantees that the

process function will not break in the face of high latency. In the unlikely case that

the process uses an external timer to validate its requested time-out, the process must

be modified to accommodate additional latency for remote I/O devices.
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5.5 Handling Disconnections

The connection between the client and the server may be lost at any time due to

mobility. If not handled properly, the disconnection can cause the following problems:

render the driver unusable, block the client process indefinitely, or leak resources, e.g.,

memory, in the client and server OSes. When faced with a disconnection, the server

and client stubs take the appropriate actions described below.

We use a time-out mechanism to detect a disconnection. At regular intervals,

the client stub transmits heartbeat messages to the server stub, which immediately

transmits back an acknowledgement. If the client stub does not receive the acknowl-

edgement before a certain threshold, or the server does not hear from the client, they

both trigger a disconnection event. We do not use the in-flight file operations as a

heartbeat because file operations can take unpredictable amounts of time to com-

plete in the driver. Determining the best heartbeat interval and time-out thresholds

to achieve an acceptable trade-off between overhead and detection accuracy is part

of future work.

For the server, network disconnection is equivalent to killing a local process that

is communicating with the driver. Therefore, just as the OS cleans up the residu-

als of a killed process, the server stub cleans up the residuals of the disconnected

client process. For each mmaped area and each file descriptor, the server stub invokes

the driver’s close map handler and release file operation handler respectively, in

order for the driver to release the allocated resources. Finally, it releases its own

bookkeeping data structures.

We take two actions in the client upon disconnection. First, we clean up the

residuals of the disconnected remote I/O in the client stub, similar to the cleanup

process in the server. Next, we try to make the disconnection as transparent to the
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application as possible. If the client has a local I/O device of the same class, we trans-

parently switch to that local I/O device after the disconnection. If no comparable I/O

device is present, we return appropriate error messages supported by the API. These

actions require class-specific developments, and §5.6.3 explains how we achieve this

for sensors. Switching to local I/O is possible for three of the I/O classes we currently

support, including camera, audio, and sensors such as accelerometer. For the modem,

the disconnection means that a phone call will be dropped or not initiated, or that

an SMS will not be sent; all behaviors are understandable by existing applications.

5.6 Android Implementation

We have implemented Rio for Android OS and ARM architecture. The implemen-

tation currently supports four classes of I/O devices: sensors (e.g., accelerometer),

audio devices (e.g., microphone and speaker), camera, and modem (for phone calls

and SMS). It consists of about 7100 LoC, fewer than 500 of which are I/O class-

specific as shown in Table 5.1. We have tested the implementation on Galaxy Nexus

smartphones running CyanogenMod 10.1 (Android 4.2.2) atop Linux kernel 3.0, and

on a Samsung Galaxy Tab 10.1 tablet running CyanogenMod 10.1 (Android 4.2.2)

with Linux kernel 3.1. The implementation can share I/O between systems of different

form factors: we have demonstrated this for sharing sensors between a smartphone

and a tablet. The implementation is open source [154].

Figure 5.4 shows the architecture of Rio inside an Android system. In Android, the

application processes do not directly use the device files to interact with the driver.

Instead, they communicate to a class-specific I/O service process through class-specific

APIs. The I/O service process loads a Hardware Abstraction Layer (HAL) library

in order to use the device file to interact with the device driver. Rio’s device file
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Type
Total

LoC
Component LoC

Generic 6618

Server stub 2801

Client stub 1651

Shared between stubs 647

DSM 1192

Supporting Linux kernel code 327

Class-

specific
498

Camera:

- HAL 36

- DMA 134

Audio device 64

Sensor 128

Cellular modem 136

Table 5.1 : Rio code breakdown.

boundary lies below the I/O service processes, forwarding its file operations to the

server. As we will explain in the rest of this section, we need small modifications to

the HAL or I/O service process, but no modifications to the applications are needed.

5.6.1 Client & Server Stubs

The client and server stubs are the two main components of Rio and constitute

a large portion of Rio’s implementation. Each stub has three modules. The first

module supports interactions with applications and device drivers. In the client stub,

this module intercepts the file operations and packs their arguments into a data

structure; in the server stub, it unpacks the arguments from the data structure and

invokes the file operations of the device driver. This module is about 3000 LoC and

is shared with the implementation of Paradice (§4). The second module implements

the communication with the other stub by serializing data structures into packets

and transmitting them to the other end. Finally, the third module implements Rio’s
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Figure 5.4 : Rio’s architecture inside an Android system. Rio forwards to the server

the file operations issued by the I/O service process through HAL. Rio supports

unmodified applications but requires small changes to the class-specific I/O service

process and/or HAL.

DSM, further explained in §5.6.2.

We use in-kernel TCP sockets for communication between the client and server

stubs [155]. We use TCP to ensure that all the packets are successfully received,

otherwise the device, driver, or the application might break.

To handle cross-system memory operations, the server stub intercepts the driver’s

kernel function calls for memory operations. This includes intercepting 7 kernel func-

tions for copy_to_user and copy_from_user and 3 kernel functions for map_page.

Using this technique allows us to support unmodified drivers.
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5.6.2 DSM Module

Rio’s DSM module is shared between the client and the server. It implements the logic

of the DSM protocol, e.g., triggering and handling coherence messages. The DSM

module is invoked in two cases: page faults and DMA. We instrument the kernel fault

handler to invoke the DSM module when there is a page fault. Additionally, the DSM

module must handle device DMA to DSM-protected pages. We monitor the driver’s

DMA requests to the device and invoke the DSM module upon DMA completion.

To monitor the driver’s DMA requests to devices, we instrument the corresponding

kernel functions. These functions are typically I/O bus-specific and will apply to

all I/O devices using that I/O bus. Specialized instrumentation is needed if the

driver uses non-standard interfaces. For example, the camera on the TI OMAP4 SoC

inside Galaxy Nexus smartphones uses custom messages between the driver and the

Imaging Subsystem (ISS) component, where the camera hardware resides [156]. We

instrumented the driver responsible for communications with the ISS to monitor the

DMA requests, only with 134 LoC.

When we receive a DMA completion notification for a memory buffer, we may

use a DSM update protocol to immediately push the updated buffers to the client,

an optional optimization. Moreover, we update the whole buffer in one round trip.

These optimizations can improve performance as they minimize the number of round

trips between mobile systems (§5.4.3); as such, we used them for camera frames.

As described in §5.3.1, certain regions of the kernel’s address space, namely the

identity-mapped region, use large 1 MB pages known as Sections in the ARM archi-

tecture. To split these 1 MB Sections into smaller 4 KB pages for use with our DSM

module, we first walk the existing page tables to obtain a reference to the Section’s

first-level descriptor (a PGD entry). We then allocate a single new page that holds
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512 second-level page table entries (PTEs), one for each page; altogether, these 512

PTEs reference two 1 MB Sections of virtual memory. We populate each second-level

PTE with the correct page frame number and permission bits from the original Sec-

tion. Finally, we change the first-level descriptor entry to point to our new table of

second-level PTEs and flush the corresponding cache and TLB entries.

Support for Buffer Sharing using Android ION

Android uses the ION memory management framework to allocate and share mem-

ory buffers for multimedia applications, such as those using the GPU, camera, and

audio [157]. The sharing of ION buffers creates unique challenges for Rio, as demon-

strated in the following example.

The camera HAL allocates buffers using ION and passes the ION buffer handles to

the kernel driver, which translates them to the physical addresses of these buffers and

asks the camera to copy new frames to them. Once the frames are written, the HAL is

notified and forwards the ION buffer handle to the graphics framework for rendering.

Now, imagine using a remote camera in Rio. The same ION buffer handles used by

the camera HAL in the client need to be used by both the server kernel driver and

the client graphics framework, since the camera frames from the server are rendered

on the client display.

To solve this problem, we provide support for global ION buffers that can be used

both inside the client and the server. We achieve this by allocating an ION buffer in

the server with similar properties (e.g., size) to the one allocated in the client; we use

the DSM module to keep the two buffers coherent.
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5.6.3 Class-Specific Developments

Most of Rio’s implementation is I/O class-agnostic; our current implementation only

requires under 500 class-specific LoC.

Resolving naming conflicts: In case the client has an I/O device of the same class

that uses device files with similar names as those used in the server, the virtual device

file must assume a different name (e.g., /dev/foo rio vs. /dev/foo in Figure 5.1).

However, the device file names are typically hard-coded in the HAL, necessitating

small modifications to use a renamed virtual device file for remote I/O.

Optimizing performance: As discussed in §5.4.2, sometimes small changes to the

I/O service code and HAL can boost the remote I/O performance significantly by re-

ducing the number of file operations. For example, the audio HAL exchanges buffered

audio segments with the driver using ioctls. The HAL determines the size of the

audio segment per ioctl. For local devices (with very low latency), these buffered

segments can contain as low as 3 ms of audio, less than a single round-trip time in Rio.

Therefore, we modify the HAL to use larger buffering segments for remote audio de-

vices. Although this slightly increases the audio latency, it significantly improves the

audio rate for remote devices. §5.7 provides measurements to quantify this trade-off.

This modification only required about 30 LoC.

Support for hot-plugging and disconnection: Remote I/O devices can come and

go at any time; in this sense, they behave similarly to hot-plugging/removal of local

I/O devices. Small changes to the I/O service layer may be required to support

hot-plugging and disconnection of remote I/O devices. For example, the Android

sensor service layer opens the sensor device files (through the HAL) in the phone

initialization process and only uses these file descriptors to read the sensor values. To

support hot-plugging remote sensors, we modified the sensor service layer to open the
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virtual device files and use their file descriptors too when remote sensors are present.

Upon disconnection, we switch back to using local sensors to provide application

transparency.

Avoiding duplicate I/O initialization: Some HAL libraries, including sensor and

cellular modem’s, perform initialization of the I/O device upon system boot. However,

since the I/O device is already initialized in the server, the client HAL should not

attempt to initialize the I/O device. Not only this can break the I/O device, it can

also break the HAL because the server device driver rejects initialization-based file

operations. Therefore, the HAL must be modified in order to avoid initializing a

device twice. Achieving this was trivial for the open-source sensor HAL. However,

since the modem’s HAL is not open-source, we had to employ a workaround that

uses a second SIM card in the client to initialize its modem’s HAL. It is possible to

develop a small extension to the modem open-source kernel driver in order to fake

the presence of the SIM card and allow the client HAL to initialize itself without a

second SIM card.

Sharing modem for phone calls: Through the device file interface, Rio can ini-

tiate and receive phone calls. However, it requires further development to relay the

incoming and outgoing audio for the phone call. A phone call on Android works as

follows. The modem HAL uses the modem device file to initiate a call, or to receive

one. Once the call is connected, with instructions from the HAL, the modem uses the

speaker and microphone for incoming and outgoing audio. The modem directly uses

the speaker and microphone; therefore, the audio cannot be automatically supported

by Rio’s use of the modem device file. To overcome this, we leveraged Rio’s ability

to share audio devices in order to relay the audio. There are two audio streams to

be relayed. The audio from the user (who is using the client device) to the target
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phone (on the other side of the phone call) and the audio from the target phone to

the client. For the former stream, we record the audio on the client using the client’s

own microphone and play it back on the server’s speaker through Rio. The modem

on the server then picks up the audio played on the speaker and transmits it to the

target phone. For the latter stream, we record the incoming audio data on the server

using server’s microphone remotely from the client using Rio, and then play it back

on the client’s own speaker for the user. We used CyanogenMod 10.2 for relaying

the audio for phone calls since CyanogenMod 10.1 does not support capturing audio

during a phone call.

Currently, we can only support one audio stream at a time. The main reason for

this is that supporting both streams will result in the user at the client hearing herself

since the audio played on the server’s speaker will be picked up by the microphone.

While we currently have to manually arbitrate between the two streams, it is possible

to support automatic arbitration by measuring the audio intensity on the two streams.

5.6.4 Sharing between Heterogeneous Systems

Because the device file boundary is common to all Android systems, Rio’s design

readily supports sharing between heterogeneous systems, e.g., between a smartphone

and a tablet. However, the implementation has to properly deal with the HAL library

of a shared I/O device because it may be specific to the I/O device or to the SoC used

in the server. Our solution is to port the HAL library used in the server to the client.

Such a port is easy for two reasons. First, Android’s interface to the HAL for each

I/O class is the same across Android systems of different form factors. Second, all

Android systems use the Linux kernel and are mostly shipped with ARM processors.

For example, we managed to port the Galaxy Nexus smartphone sensors HAL library
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Figure 5.5 : We use two different connections in our evaluation. In (a), the phones

are connected to the same AP. This connection represents that used between mobile

systems that are close to each other. In (b), the phones are connected over the

Internet. This connection represents that used between mobile systems at different

geographical locations.

to the Samsung Galaxy Tab 10.1 tablet by compiling the smartphone’s HAL inside

the tablet’s source tree.

5.7 Evaluation

We evaluate Rio and show that it supports legacy applications, allows access to all I/O

device functionality, requires low engineering effort to support different I/O devices,

and achieves performance close to that of local I/O for audio devices, sensors, and

modem, but exhibits performance drops for the camera due to network throughput

limitations. We further discuss that future wireless standards will eliminate this

performance issue. In addition, we report the throughput and power consumption for

using remote I/O devices with Rio and show that throughput highly depends on the

I/O device class, and that power consumption is noticeably higher than that of local

devices. Finally, we demonstrate Rio’s ability to handle disconnections.
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All experiments are performed on two Galaxy Nexus smartphones. We use two

connections of differing latencies for the experiments. The first connection (Fig-

ure 5.5(a)) is over a wireless LAN between mobile systems that are close to each

other, e.g., both in the same room. We connect both phones to the same Wi-Fi

access point. This connection has a latency with median, average, and standard de-

viation of 4 ms, 8.5 ms, and 16.3 ms, and a throughput of 21.9 Mbps. The second

connection (Figure 5.5(b)) is between mobile systems at different geographical loca-

tions, one at home and one 20 miles away at work. We connect these two phones

through the Internet using external IPs from commodity Internet Providers. This

connection has a latency with median, average, and standard deviation of 55.2 ms 57

ms, and 20.9 ms, and a throughput of 1.2 Mbps. All reported results use the first

LAN connection, unless otherwise stated.

5.7.1 Non-Performance Properties

First, Rio supports existing unmodified applications. We have tested Rio with both

stock and third-party applications using different classes of I/O devices.

Second, unlike existing solutions, Rio exposes all functionality of remote I/O de-

vices to the client. For example, the client system can configure every camera pa-

rameter, such as resolution, zoom, and white balance. Similarly, an application can

configure the speaker with different equalizer effects.

Third, supporting new I/O devices in Rio requires low engineering effort. As

shown in Table 5.1, we only needed 128, 64, 170, and 136 LoC to support sensors,

audio devices (both speaker and microphone), camera, and the modem (for phone

calls and SMS), respectively.
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5.7.2 Performance

In this subsection, we measure the performance of different I/O classes in Rio and

compare them to local performance. Unless otherwise stated, we repeat each exper-

iment three times and report the average and standard deviation of measurements.

The phones are rebooted after each experiment.

Audio devices: We evaluate the performance of the speaker and the microphone

measuring the audio (sample) rate at different buffering sizes, and hence, different

audio latency. Using larger buffering sizes reduces the interactions with the driver

but increases the audio latency. Audio latency is the average time it takes a sample

to reach the speaker from the process (and vice-versa for microphone), and is directly

determined by the buffering size used in the HAL.

Figure 5.6 shows the achieved rate for different buffering sizes (and hence different

latencies) for the speaker and the microphone when accessed locally or remotely

through Rio. We use a minimum of 3 ms for the buffering size as it is the smallest

size used for local speakers in Android in low latency mode. The figure shows that

such a small buffering size degrades the audio rate in Rio. This is mainly because

the HAL issues one ioctl for each 3 ms audio segment, but the ioctl takes longer

than 3 ms to finish in Rio due to the network’s long round-trip time. However, the

figure shows that Rio is able to achieve the desired 48 kHz audio rate at slightly larger

buffering sizes of 9 and 10 ms for microphone and speaker, respectively. We believe

that Rio achieves acceptably low audio latency because Android uses a buffering size

of 308 ms for non-low latency audio mode for speaker, and uses 22 ms for microphone

(it uses 3 ms for low latency speaker).

We also measure the performance of audio devices with Rio when mobile systems

are connected via the aforementioned high latency connection, e.g., for making a
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Figure 5.6 : Performance of (a) speaker and (b) microphone. The x-axis shows the

buffering size in the HAL. The larger the buffer size, the smoother the playback/cap-

ture, but the larger the audio latency. The y-axis shows the achieved audio rate.
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phone call remotely at work using a smartphone at home. Our measurements show

that Rio achieves the desired 48 kHz for the microphone using buffering sizes as small

as 85 ms. However, for the speaker, Rio can only achieve a maximum sampling rate

of 25 kHz using a 300 ms buffer (other buffer sizes performed poorly). We believe this

is because the speaker requires a higher link throughput, as demonstrated in §5.7.3.

Camera: We measure the performance of both a real-time streaming camera pre-

view and that of capturing a photo. In the first case, we measure the frame rate

(in frames per second) that the camera application can achieve, averaged over 1000

frames for each experiment. We ignore the first 50 frames to avoid the effects of

camera initialization on performance. Figure 5.7(a) shows that Rio can achieve ac-

ceptable performance (i.e., >15 FPS) at low resolutions. The performance at higher

resolutions is bottlenecked by network throughput between the client and server.

Rio spends most of its time transmitting frames rather than file operations. How-

ever, streaming camera frames are uncompressed, requiring, for example, 612 KB of

data per frame even for VGA (640×480) resolution, necessitating about 72 Mbps of

throughput to maintain 15 FPS at this resolution.

We believe that the lower resolution camera preview supported by Rio is accept-

able given that Rio supports capturing photos at maximum resolutions. Rio will

support higher real-time camera resolutions using future wireless standards. For ex-

ample, 802.11n, 802.11ac, and a 802.11ad can achieve around 200 Mpbs, 600 Mbps,

and 7 Gbps of throughput respectively [158, 159]. Such throughput capabilities can

support real-time camera streaming in Rio at 15 FPS for resolutions of 1280×720 and

1920×1080, which are the highest resolutions supported on Galaxy Nexus. Moreover,

Rio can incorporate compression techniques, either in software or using the hardware-

accelerated compression modules on mobile SoCs, to reduce the amount of data trans-
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Figure 5.7 : Performance of a real-time streaming camera preview (a) and photo

capture (b) with a 21.9 Mbps wireless LAN connection between the client and server.

Future wireless standards with higher throughput will improve performance without

requiring changes to Rio.
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ferred for real-time camera, although we have not yet explored this optimization.

To evaluate photo capture, we measure the time from when the capture request

is delivered to the camera HAL from the application until the HAL notifies the ap-

plication that the photo is ready. We do not include the focus time since it is mainly

dependent on the camera hardware and varies for different scenes. We take three

photos in each experiment (totalling 9 photos in three experiments). Figure 5.7(b)

shows the capture time for local and remote cameras using Rio. It shows that Rio

adds noticeable latency to the capture time, mostly stemming from the time taken to

transfer the raw images from the server to the client. However, the user only needs

to point the camera at the targeted scene very briefly (similar to when using a local

camera), as the image will be immediately captured in the server. This means that

the shutter lag is small. It is important to note that the camera HAL in Galaxy Nexus

uses the same buffer size regardless of resolution, hence the capture time is essentially

resolution-independent. The buffer size is 8 MB, which takes about 3.1 seconds to

transfer over our 21.9 Mbps connection. As with real-time camera streaming, future

wireless standards will eliminate this overhead, providing latency on par with local

camera capture.

Sensors: To evaluate remote sensor performance, we measure the average time it

takes for the sensor HAL to obtain a new accelerometer reading. We measure the

average time of 1000 samples for each experiment. Our results of 10 experiments

show that the sensor HAL obtains a new local reading in 64.8 ms on average (with a

standard deviation of 0.1 ms) and a new remote reading via Rio in 70.5 ms on average

(with a standard deviation of 1.9 ms). The sensor HAL obtains a new reading by

issuing a blocking poll operation that waits in the kernel until the data is ready, at

which point the HAL issues a read file operation to read the new value. Rio causes
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overhead in this situation because one and a half round trips are required for the

blocking poll to return and for the read to complete. Fortunately, this overhead is

negligible in practice and does not impact the user experience.

Modem: We measure the time it takes the dialer and messaging applications to

start a phone call and to send an SMS, respectively. We measure the time from when

the user presses the “dial” or “send SMS” button until the notification appears on

the receiving phone. Our measurements show that local and remote modems achieve

similar performance, as the majority of time is spent in carrier networks (from T-

Mobile to AT&T). For local and remote modems, the phone call takes an average of

7.8 and 7.9 seconds (with standard deviations of 0.7 and 0.3 seconds) while SMS takes

an average of 6.2 and 5.9 seconds (with standard deviations of 0.3 and 0.6 seconds),

respectively.

5.7.3 Throughput

We measure the wireless throughput required for using different classes of I/O devices

remotely with Rio. Our results show that using sensors, audio devices, and camera

remotely requires small, moderate, and large throughput, respectively.

We quantify the throughput by measuring the amount of data transmitted between

the client and the server. We measure the number of bytes transmitted over the TCP

socket, therefore, our results does not include the overhead due to the TCP header

and headers of lower layers. We run each experiment for one minute and measure the

throughput. For microphone, we record a one minute audio segment. For speaker,

we play a one minute audio segment. For camera, we stream frames for one minute,

and for accelerometer, we receive samples for one minute. We report each experiment

three times and report the average and standard deviation. We reboot the phone
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before each experiment.

Figure 5.8(a) shows the results for the speaker and microphone. It shows that

audio devices require a moderate throughput (hundreds of kbps) and therefore Rio’s

performance for these devices is not throughput bounded. The throughput increases

as we increase the audio buffering size, caps when the buffering size is 9-10 ms, and

then decreases for larger buffering sizes. This trend can be explained as follows: at

low buffering sizes, the audio performance on Rio is bounded by the link latency due

to the high number of round trips. As a result, fewer audio samples are exchanged,

resulting in lower throughput. As the buffering size increases, more audio samples

are exchanged, hence requiring higher throughput. The number of audio samples

exchanged (i.e., the audio rate) is maximized when the buffering size is 9-10 ms. For

larger buffering sizes, the number of audio samples are fixed but the Rio’s commu-

nication overhead decreases, resulting in a lower overall throughput. Moreover, the

results show that speakers uses twice the throughput used by the microphone. This

is because audio samples for the speaker are twice the size of the audio samples used

by the microphone in our experiments.

Figure 5.8(b) shows the throughput results for video streaming from a remote

camera using Rio. We show that the camera requires high throughput, which is why

the link throughput is a performance bottleneck in our setup. At high resolutions, the

link is almost saturated with sending the frame content; Rio’s overhead is small (since

the number of frames is small). For lower resolutions, more frames are transmitted

and therefore the effect of link latency becomes more noticeable. This is why Rio fails

to saturate the link throughput at these resolutions.

We also measure the throughput when using the accelerometer remotely with

Rio. Our measurements show the average throughput is 52.05 kbps with a standard
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deviation of 1.72. This shows that the throughput for sensors is small and therefore we

can leverage low throughput, low energy links (such as Bluetooth) for these devices.

Also, most of this throughput comes from Rio’s overhead since accelerometer data

are small.

5.7.4 Power Consumption

We evaluate the overhead of Rio in terms of both systems’ power consumption. For

each I/O device, we measure the average power consumption of the client and server

in Rio and also the power consumption of the system when the I/O device is used

locally. In each experiment, we use the device for one minute, similar to §5.7.3, and

measure the average power consumption using the Monsoon Power Monitor [160]. We

repeat each experiment three times and report the average and standard deviation

of the experiment. The display consumes a large amount of power; therefore, we

try to keep the display powered off whenever possible. More specifically, for the

accelerometer and audio devices, we turn off the display on both the client and the

server and also on the local system. For camera, we turn off the display only on the

server but not on the client or the local system (because the camera frames are being

displayed).

Figure 5.9 shows that Rio consumes noticeably more power than local devices.

Considering the sum of the power consumption of client and server for Rio, Rio

consume about 4× the power consumed by local accelerometer and audio devices,

and 2× the power consumed by the local camera. These are expected results as Rio

spans over two systems and uses the Wi-Fi interface. For camera, the source of power

consumption of the local camera scenario is from the camera itself, the display, the

CPU, and even the GPU, which is used for rendering the frames onto the screen.



91

 0

 500

 1000

 1500

 2000

 2500

 3000

 3500

 4000

accel

m
ic1

m
ic2

m
ic3

m
ic4

speaker1

speaker2

speaker3

speaker4

cam
era1

cam
era2

cam
era3

cam
era4

cam
era5

cam
era6

A
v

er
ag

e 
P

o
w

er
 (

m
W

)

Local Server Client

Figure 5.9 : Average system power consumption of when accelerometer, microphone,

speaker, and camera (for video streaming) are used locally and remotely with Rio,

respectively. For Rio, the power consumption for both the server and the client are

shown. Scenarios 1 to 4 for audio devices correspond to audio buffering sizes of 3 ms,

10 ms, 30 ms, and 300 ms, respectively. Scenarios 1 to 6 for camera correspond to

resolutions of 128×96, 176×144, 240×160, 320×240, 352×288, and 640×480, respec-

tively.



92

For Rio, the source of power consumption on the client is from the Wi-Fi interface,

the display, the CPU, and the GPU, and for the server, from the Wi-Fi interface,

the CPU, and the camera. For other devices, the main source of power consumption

for the local scenario is the device itself and the CPU. For Rio, the source of power

consumption on the client is from the Wi-Fi interface and the CPU, and on the server

is from the Wi-Fi interface, the CPU, and the device.

5.7.5 Handling Disconnections

We evaluate Rio’s ability to react to disconnections for the accelerometer. We play a

game on the client using the server’s accelerometer. Without warning, we disconnect

the server and the client, and then trigger a disconnection event after a customizable

threshold. Rio then transparently switches to using the local accelerometer so that

we can continue to play the game using the client’s own accelerometer.

5.8 Discussions

5.8.1 Supporting more classes of I/O devices

Our current implementation supports four classes of I/O devices. It is possible to

extend it to support graphics, touchscreen, and GPS, since they also use the device

file interface. There are, however, two classes of I/O that Rio’s design cannot support:

network and block devices. This is because these I/O devices do not use the device

file interface for communications between the process and the driver. Network devices

use sockets along with the kernel networking stack and block devices use kernel file

systems.
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5.8.2 Energy use by Rio

Using an I/O device via a wireless link obviously incurs more energy consumption than

using a local one, as demonstrated in §5.7.4. In this work, we did not address energy

optimizations for Rio. Rather, we note that most of the performance optimizations

in Rio, e.g., those described in §5.4, lead to more efficient use of the wireless link and

therefore to reduced energy consumption. We also note that Rio’s quest to reduce

latency rules out the use of the standard 802.11 power-saving mode. On the other

hand, many known techniques that trade a little latency for much more efficient use

of the wireless link can benefit Rio, e.g., data compression [161] and µPM [162].

5.8.3 Supporting iOS

iOS also uses device files and hence can be supported in Rio. Sharing I/O devices

between iOS systems should require similar engineering effort reported in this paper

for sharing I/O devices between Android systems. However, sharing I/O devices

between iOS and Android systems require potentially non-trivial engineering effort,

mainly because these two systems have different I/O stack components and API.
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Chapter 6

I/O Sharing between Servers (in a Datacenter)

New classes of I/O devices are being employed in datacenters. Accelerators, such as

GPUs, are especially popular as they can execute some important workloads faster

and more efficiently than CPUs. For example, GPUs excel at executing embarrass-

ingly parallel workloads, such as encryption [163–165], graphics and video process-

ing [166], visualization [54, 167], and scientific computation [168–170]. As another

example, FPGAs are shown to be effective for accelerating a web search engine [171].

In this chapter, we propose a solution for consolidation of I/O devices in datacenters

through I/O sharing between servers. While the solution is generic to all I/O devices,

we focus on GPUs due to their increased importance and adoption in datacenters.

Unfortunately, in today’s datacenters, GPUs are expensive to use. For example,

at the time of this writing, the Amazon EC2 cloud offers two GPU VM instance types

(i.e., VMs with access to GPUs). The smaller GPU instance incorporates one NVIDIA

GPU (with 1536 cores and 4 GBs of device memory), 8 virtual CPUs (vCPUs), 15

GBs of memory, and is priced at $0.65 per hour. The larger instance incorporates 4

NVIDIA GPUs, 32 vCPUs, 60 GBs of memory, and is priced at $2.6 per hour. In

contrast, EC2 offers non-GPU VM instances that are considerably less expensive. For

example, it offers a VM with 1 vCPU and 1 GB of memory for as low as $0.013, a

whopping 50× difference with the cheapest GPU instance.

There are two fundamental reasons for the high price of using GPUs. First,

compared to more traditional resources, e.g., CPU and memory, GPU is a more
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scarce resource. That is, not all the machines in the datacenter are equipped with

GPUs. Indeed, high-end GPUs require specialized machines that meet the space and

power requirements of GPUs, and the commonly used machines (e.g., 1U servers)

cannot physically host such GPUs. Second, even in the machines with GPUs, this

resource is poorly consolidated as VMs are given access to dedicated GPUs. GPU

virtualization, as provided by Paradice (§4) and other solutions [6, 7, 22, 32], can

alleviate the second problem by sharing the GPU between VMs running in the same

machine. In this chapter, we present a solution to the first problem by enabling VMs

running in different machines to remotely access and use the GPU resources over the

datacenter network.

We propose Glance, our design and implementation of remote access to GPUs

using the device file boundary. In Glance, a guest VM uses a virtual device file that

corresponds to the actual device file of the GPU it wishes to use. A client stub

modules intercepts the file operations issued by applications in the guest VM and

forwards them to the virtual machine hosting the GPU, called the driver VM. The

driver VM is in a different physical machine that the one hosting the guest VM.

We face a fundamental challenge in Glance: the use of closed source drivers. For

best performance, datacenter vendors often use the closed source drivers available

from GPU manufacturers rather than open source drivers, e.g., drivers provided by

Linux. This is because not only closed source drivers achieve better performance than

their open source counterparts, they also have more complete support for GPU frame-

works, e.g, CUDA and OpenCL. Closed source drivers, however, create two important

problems in Glance. First, the DSM solution with a write-invalidate coherence proto-

col, as used in Rio (§5), is not feasible in Glance since it requires small modifications

to the device driver. We solve this problem using a DSM solution that implements
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all the coherence logic in the guest VM, eliminating the need for modifications to the

device driver source code. Second, static analysis of the device driver source code

needed to reduce the round trips between the client and server, again as used in Rio,

is not feasible with closed source drivers. We solve this problem by collecting and

analyzing the execution traces of GPU workload.

We implement Glance for the x86 architecture and show its feasibility for a Radeon

GPU, namely Radeon HD 6450, using the AMD closed source driver called fglrx.

We evaluate Glance and show that it provides comparable performance to local

access to GPUs and far better performance compared to using CPUs for the same

OpenCL workload. For example, the multiplication of two 5000×5000 square matrices

take about 4.4, 9.3, 277.7, and 42.6 seconds for local GPU, Glance, one CPU core,

and four CPU cores. This demonstrate that Glance is a viable solutions for providing

high GPGPU performance for VMs running on machines without GPUs.

It is important to note that an alternative solution to remote access to GPUs is

using VM migration. That is, one can migrate the VMs that require access to GPUs

to a physical machine that contains GPUs and migrate them out of that machine

once they are done with the GPU. However, migration has two important problems

compared to remote GPU access. First, migration of the guest VM might not be

possible due to scarcity of other resources, e.g., CPU and memory, in the target

machine since those resources might be already committed to other VMs. Second,

migration of VMs is costly, requiring pausing the VM and transferring all of its

memory state and potentially its storage content.
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6.1 Design

Glance enables remote access to GPUs at the device file boundary. That is, using

this boundary, Glance enables a guest VM running in a physical machine without a

GPU to remotely use the GPU in another physical machine, i.e., the target physical

machine. To do this, we create a virtual device file for the target GPU inside the

guest VM that wishes to use the device. The client stub in the guest VM then

handles the file operations issued by applications in the VM on the virtual device file

and forwards them to the server stub over the datacenter network. The server stub,

running in a VM in the target physical machine, then passes these file operations

to the GPU device driver to be executed. In Glance, the GPU is assigned to and

controlled by a VM, called the driver VM. Compared to running the driver natively

in the target physical machine, this design provides better isolation between guest

VMs sharing the GPU. With this design, Glance can use the techniques discussed in

§4.2 to provide fault and device data isolation between guest VMs sharing the GPU.

Figure 6.1 illustrates this design.

As mentioned earlier, for better performance and for complete GPGPU API sup-

port, datacenter vendors often use the closed source GPU drivers available from GPU

manufacturers. The use of these drivers creates challenges in Glance to support a DSM

solution between the client and server and to analyze the device driver source code

and use the analysis for better performance. In the following sections, we present our

solutions to these problems. These solutions will make access and modifications to

the device driver source code unnecessary.

It is important to note that the solutions that will be presented in this chapter can

also be used in Rio (§5) to make access and modifications to the device driver source

code unnecessary. However, the solutions presented here have overheads compared to
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Figure 6.1 : Glance uses the device file boundary for remote access to GPUs. Using

Glance, a guest VM in a physical machine without GPUs can remotely use a GPU

in another physical machine, i.e., the target physical machine. The GPU is assigned

to and controlled by a VM, called the driver VM. Compared to running the driver

natively in the target physical machine, this provides better fault and device data

isolation for guest VMs sharing the GPU.

the ones used in Rio. The specific overhead of each of the solutions will be discussed

later in this section after the solution is presented. Therefore, Rio’s solutions are

preferred if the device driver source code is available.

6.1.1 Cross-Machine Memory Map

The device driver often maps physical pages into the application process when re-

quested by the application through the mmap file operation. However, such mappings

are not immediately possible in Glance since the guest VM and the driver VM are
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in two different machines with separate physical memory. In Glance, similar to Rio,

we achieve such a memory mapping using a Distributed Shared Memory (DSM) so-

lution. That is, for every page that the driver needs to map into the process address

space, we create a shadow page in the guest VM and map it to the process address

space. The DSM solution then guarantees that the guest VM application always sees

a coherent copy of the page.

However, using the GPU closed source driver poses challenges to adoption of a

write-invalidate DSM solution used in Rio. This is because we cannot modify the

device driver to inform us about device-side access to mapped pages. The device-side

access is either through DMA for system memory pages or is internal to the GPU for

GPU’s own memory pages. Unlike reads/writes from the application in the client that

can be forced to fault by removing the page table permission bits, device-side access is

not affected by page table permission bits. Note that we cannot use IOMMU to force

the DMAs to fault. This is because such IOMMU faults are not recoverable [172],

and this will break the GPU functionality. Moreover, the IOMMU cannot be used

for reads/writes to the GPU memory.

To solve the challenges mentioned above, we design and implement a DSM solu-

tion that implements the coherence logic fully in the guest VM. That is, the guest

VM always fetches and updates the memory mapped pages from/to the driver VM

assuming that the driver may access any mapped pages when handling a file opera-

tion. More specifically, this DSM solution forces every application’s read and write

from/to the mapped pages to fault, so that it can fetch the latest copy of the page

from the driver VM. The application is then allowed to freely read and write from/to

the page until the next file operation is issued at which point the page is made invalid

again. Moreover, in the case of write, the updated page is transferred to the driver
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VM before the next file operation is forwarded.

Such a DSM solution is possible due to the following important observation: the

device and the application do not read/write to mapped pages concurrently. Their

access to these pages is synchronized through the file operations. Therefore, as long

as the pages are coherent upon the issue of file operations, memory coherency is

satisfied.

However, this DSM solution may result in unnecessary data transfers compared to

the write-invalidate DSM solution used in Rio. This is because the guest VM needs

to always assume that all the mapped pages can be accessed by the device for each

file operation. Therefore, if reads and writes to the same memory mapped page in

the guest VM is interleaved with unrelated file operations, i.e., file operations that

do not need the driver to access those mapped pages, unnecessary transfers will be

incurred. In §6.1.2, we discuss how we reduce such overhead for buffers containing

input/output data for the GPU.

Also, note that as in Rio, and for similar reasons explained in §5.3.1, Glance

provides sequential consistency.

6.1.2 Reducing Network Round Trips

The second challenge that we faced is the large number of network round trips caused

by communications between the guest and driver VMs, which negatively impacts the

performance.

As also discussed in §5.4, there are three main reasons for such round trips: file

operations, copy operations, and DSM messages. We next explain our solutions for

reducing the round trips due to copy operations and DSM messages. Reducing the

round trips due to file operations require modifications to the GPU runtime, which
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is not possible in our prototype as the runtime is closed source.

Round trips due to copy operations: In handling some file operations,

mainly ioctl, read and write, the device driver copies data to and from the appli-

cation process memory. In a naive implementation, every such copy results in one

round trip from the driver VM to the guest VM. To reduce this overhead, similar to

Rio (§5), Glance precopies the input data of the driver in the guest VM and transmits

them to the driver VM along with file operation request. Moreover, the driver VM

buffers and batches all the output data of the device driver and sends them back to

the guest VM with the return value of the file operation. While the latter is trivial

to do, the former is difficult for the ioctl file operation since the guest VM stub

module does not know which data the device driver requires for every ioctl. This

is because, in contrast to write, the input arguments of the ioctl do not have any

semantic meanings with respect to the operation of the device driver. In Rio, we

solved this problem by performing static analysis on the device driver source code

offline and extracting the required information. However, this solution is not possible

with GPU’s closed source drivers.

To solve this problem, we collect execution traces of GPU workload and extract

the required information out of the traces. In the traces, we record the arguments of

each ioctl, which includes a command number and a pointer. We also record the

arguments of the copy requests issued by the driver when handling the ioctl. The

copy request arguments include the source address, destination address, and the size

of the copy. We also record the content that is copied for each request.

We recover the required information from the traces as follows. If the copy is from

the pointer that is passed as an argument of the ioctl, then we just record the size

of the copy. The first copy issued by the driver for handling each ioctl is always of
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this type. If the copy is from a different pointer, the pointer value must have been

passed to the driver as part of the data that were previously copied, i.e., a nested

copy. Therefore, we look into the copied data and find the offset in the data that

embeds the pointer value. We also record the size of the copy. However, the size

can change for different instances of each copy since the size of the copy can also be

passed to the driver in previous copies. We therefore record the largest size for each

copy instance that we observed in our traces. At runtime, if the size of the copy is

smaller than the one recovered from the traces, we copy less data from the process

memory successfully. If it is larger, the server stub in the driver sends a request back

to the client stub, resulting in an additional round trip, hence additional overhead.

Note that compared to the solution adopted in Rio that can always correctly

precopy all the data that the driver needs (no more and no less), the proposed solution

here is only a best-effort. That is, this approach only detects the copy operations

observed in previous traces. Fortunately, our experience has shown that the copy

operation of ioctls are mostly independent of the specific workload. For example,

we recorded traces for the execution of an OpenCL FFT workload and used that to

correctly predict the input data of the driver for an OpenCL matrix multiplication

benchmark. Moreover, while we currently analyze the traces offline to extract the

required information, it is possible to design a solution that learns such information

at runtime.

Round trips due to DSM messages: As mentioned in §6.1.1, the guest

VM keeps the mapped pages coherent by proactively moving their content from/to

the driver VM. This results in one/two round trip(s) per page when the application

reads/writes from/to a buffer, which can be prohibitively expensive for large data

buffers, such as input data to a GPGPU kernel.
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We reduce this overhead using the following observations: the memory buffers

used to communicate the input and output data with the GPU are only written by

the application or by the device and read by the other one (and not both). Moreover,

only when one side is done writing to the buffer fully, the other side will attempt at

reading the content.

Using these observations, we adopt the following optimizations. We do not use

page faults to trigger the DSM messages for such buffers. We only transfer these

buffers upon explicit request from the application. Moreover, for the input buffers to

the GPUs, we avoid pulling the original content of the mapped pages from the driver

VM since they will be immediately overwritten by the application.

Obviously, these optimizations require application support. That is, we require

the developer to add some code in order to mark the allocation of data buffers and

the transfer of these buffers to/from the GPU-accessible memory. However, adding

such code is quite easy, e.g., requiring only two lines of code per GPGPU data buffer,

resulting in four or six lines of code, overall, for many GPGPU benchmarks. Moreover,

it is possible to move such additional code to the GPGPU runtime, eliminating the

need for application developer effort. This is because buffer allocation and movement

are typically done with explicit GPGPU API calls, which we can modify for our

purpose. However, we cannot currently implement this alternative since the AMD

OpenCL runtime is closed source.

6.2 Implementation

We implement Glance for the x86 architecture. Our implementation supports Radeon

GPUs using the AMD closed source drivers, i.e., the AMD fglrx drivers.

Our implementation consists of four components: the client and server stubs, the
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Component LoC

Server stub 4063

Client stub 3070

- Shared between stubs 787

DSM 1092

Supporting Linux kernel code 216

GPU/PCI info modules 355

Table 6.1 : Glance code breakdown.

device info modules (§4.3.1), and the DSM module explained in §6.1.1. The client

and server stubs are responsible for forwarding and handling the file operations issued

in the guest VM. The device info modules virtualize the kernel-user interface for the

applications, creating the illusion that the remote GPU is locally attached to the

guest VM. In addition to what was explained in §4.3.1 for device info modules, we

also noticed that the AMD closed source GPU runtime probes the kernel for the

existence of the fglrx module (the AMD driver). Therefore, we rename our client

stub to fglrx in the guest VM to successfully pass the runtime probe. Table 6.1

shows the breakdown of Glance’s code base.

6.2.1 Linux Kernel Function Wrappers

Similar to Paradice and Rio, the server stub in Glance requires to intercept and

take action on the device driver calls into some kernel functions while servicing a file

operation from the guest VM. We achieve this by adding some function wrappers to

these kernel functions and forwarding the function calls to the server stub when the

function is called by the device driver. Such kernel functions include copy from user,

copy to user, insert pfn, etc. However, in addition to function wrappers used in
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Paradice and Rio, we added wrapper support for two new kernel functions in Glance

since they are used by the AMD closed source driver. Below, we explain these two

functions.

do mmap(): Memory mapping is often initiated by the application using the

mmap file operation. However, Linux allows its modules, including drivers, to initiate

the mapping as well, through a call to do mmap(). The fglrx calls the do mmap()

function while handling an ioctl, effectively turning the ioctl into an alternative

for the mmap file operation.

To support do mmap(), we intercept the function call in the driver VM kernel and

send a request to the guest VM. The client stub in the guest VM then executes the

do mmap(). This will then result into a callback into the mmap handler of the client

stub, which is then forwarded to the driver VM to be executed. Once the mmap is

handled in the driver VM, it returns to the guest VM, and the guest VM also returns

from the do mmap() request.

Adding support for do mmap() requires supporting nested file operations in Glance.

This is because the mmap is sent to the driver VM while the ioctl is being serviced.

To do this, we modified several functions in the server stub in order to make them

re-entrant, otherwise the nested file operation would corrupt the original in-flight file

operation state.

get user pages(): The device driver can lock and get access to the underlying

memory pages of a range of application’s virtual addresses by calling the get user pages()

kernel function. In Glance, we intercept the device driver’s call into this kernel func-

tion in the driver VM and forward and execute it in the guest VM. However, the

set of underlying pages returned by this function in the guest VM cannot be directly

passed to the driver VM since the two VMs have different physical address space. We
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solve this problem by leveraging our DSM solution explained in §6.1.1. That is, for

every locked pages in the guest VM, we create a shadow page in the driver VM and

pass that to the device driver. The DSM solution then guarantees that these pages

stay coherent.

6.3 Evaluation

We evaluate Glance and show that remote access to GPUs achieves comparable

OpenCL performance with local access to GPUs and superior performance than a

CPU.

In the experiments reported below, we use the Xen hypervisor and configure each

VM with one virtual CPU core and 2 GBs of memory, unless otherwise stated. We

use the Radeon HD 6450 GPU in the experiments. For the network connection, we

use two Intel X520-2 10 Gigabit Ethernet adapters, each of which is assigned to one

of the VMs, i.e., the guest and driver VMs.

We use an OpenCL benchmark in the experiments. The benchmark is a matrix

multiplication that multiplies two square matrices of the same order. A square matrix

of order N is an N×N matrix. The figure reports the experiment time, which is the

total time for the benchmark from start to finish, including the time for the application

to probe the system to find OpenCL-enabled platforms, e.g., GPU or CPU, the time

to program the platform, the time to transfer the data from/to the platform, and

finally, the time for the platform to execute the OpenCL kernel. The figure shows

the results for executing the matrix multiplication benchmark on a local GPU, on a

remote GPU, and on a CPU (both with 1 core or 4 cores). We use Intel Core-i7 3770

for the CPU experiments.

Figure 6.2 shows the results. We observe the following from the figure. First,
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Figure 6.2 : OpenCL matrix multiplication. The x-axis shows the (square) ma-

trix order. The y-axis shows the time it takes to execute the multiplication on the

OpenCL-enabled platform, GPU or CPU.

remote GPU through Glance provides comparable performance to local access. Most

of the overhead of Glance is for transferring the input data to driver VM (i.e., the

two input matrices) and transferring the output data from the driver VM (i.e., the

resulting matrix). A buffer to store a square matrix of order 1000, 2000, and 5000 is

about 4 MB, 16 MB, and 96 MB in our benchmark, requiring about 12 MB, 50 MB,

and 300 MB of data transfer for executing the benchmark, respectively. However, the

results show that the additional overhead is larger than the time it takes to transfer

this data at the line rate on a 10 Gigabit Ethernet connection. This is due to the

overhead of the networking stack when using a TCP socket and the overhead of

mapping and unmapping the pages from high memory, which is used for allocating

large buffers in the kernel in the x86 architecture.

Second, network access to GPU provides better performance than executing the

same OpenCL benchmark locally on CPU cores. This demonstrate that Glance is a

viable solutions for providing high GPGPU performance for VMs running in physical
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machines without GPUs.
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Chapter 7

Enhancing Device Driver Security

Remote access to I/O devices at the device file boundary raises an important concern:

the security of I/O servers in face of untrusted I/O clients. Through this boundary,

applications in the clients are able to directly communicate with the device driver in

the I/O server. Unfortunately, device drivers are the main sources of bugs in operating

systems [115]. They are large, fast-changing, and developed by third parties. Since

the drivers run in the kernel of modern monolithic operating systems and are fully

shared by applications, their bugs are attractive targets for exploitation by malicious

clients, and pose great risks to the security of I/O servers.

This longstanding problem is particularly troubling for hardware accelerators such

as GPUs because they tend to have large and complex device drivers. For example,

GPU device drivers have tens of thousands of lines of code and have seen quite a few

attacks recently [116,117,173–175]. This problem is increasingly critical as GPUs are

used even by untrusted web applications (through the WebGL framework). Indeed,

browser vendors are aware of the this security risk and they disable the WebGL

framework in the presence of GPU drivers that they cannot trust [176]. Obviously,

this is a rough solution and provides no guarantees even in the presence of other

drivers.

In this chapter, we present a solution to this problem. We present a novel device

driver design, called library drivers, that reduces the size and attack surface of the

driver Trusted Computing Base (TCB) and hence reduces the possibility of the driver
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getting compromised.

The core of library drivers is the following insight: a large part of legacy drivers

is devoted to device resource management. Therefore, library drivers, inspired by

library operating systems, such as Exokernel [80] and Drawbridge [86], applies the

fundamental principle of untrusted resource management to device drivers. The li-

brary driver design incorporates this principle in two steps. First, it separates device

resource management code from resource isolation. In a library driver design, re-

source isolation is implemented in a trusted device kernel in the operating system

kernel, and resource management is pushed out to the user space. Second, resource

management is implemented as an untrusted library, i.e., a device library. That is,

each client application that intends to use the device loads and uses its own device

library. Based on some scheduling policy, the device kernel exports the device hard-

ware resources securely to client applications, which manage and use the resources

with their own device library.

Beyond securing I/O servers in face of remote access from untrusted clients, library

drivers improve the security of monolithic operating systems for local access as well.

Therefore, in the rest of this chapter, we mainly focus on using library drivers to

enhance the security of local access in order to simplify the discussions. However,

the security benefits of library drivers automatically extend to remote access in I/O

servers as well since the I/O client uses the device file boundary to communicate with

the device driver, very similar to how applications use this boundary for local access.

The library driver design improves overall system security by reducing the size

and attack surface of the Trusted Computing Base (TCB). With a legacy driver, the

whole driver is part of the TCB. However, with a library driver, only the device kernel,

which is smaller than a legacy driver, is part of the TCB. Moreover, compared to a
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legacy driver, the device kernel exposes a narrower lower-level interface to untrusted

software, hence reducing the attack surface of the TCB. The security benefits of a

library driver are two-fold: first, a library driver reduces the possibility of attacks

on the operating system kernel through bugs in the driver. Second, it improves the

isolation between applications using the device, as it reduces the amount of shared

state between them. Importantly, a library driver improves the system security with-

out hurting the performance. Indeed, a library driver can even outperform a legacy

driver due to one fundamental reason: a library driver avoids the overhead of syscalls

and user-kernel data copies since it is in the same address space and trust domain as

the application. The performance improvement highly depends on the application;

the more interactions there are between the application and the driver, the more

significant the performance improvement will be.

Applying the principle of untrusted resource management to a device driver re-

quires certain hardware properties on the device and platform. We articulate these

properties into three requirements: memory isolation primitives such as an IOMMU,

innocuous device management interface, and attributable interrupts. If a device and

its platform meet these properties, then it is possible to retrofit the device resource

management code in the form of an untrusted library. Every violation of these re-

quirements, however, forces some of the resource management code to remain in the

device kernel, resulting in weaker security guarantees.

We target library drivers mainly for accelerators, such as GPUs, for three reasons.

First, they are an increasingly important subset of devices; we anticipate various

accelerators to emerge in the near future. Second, they are sophisticated devices

requiring large device drivers, in contrast to simpler devices such as a mouse. Third,

they often meet the hardware requirements mentioned above, as we will discuss in
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§7.1.2.

Based on the aforementioned principle, we implement Glider, a Linux library

driver implementation for two GPUs of popular brands, namely the Radeon HD 6450

and Intel Ivy Bridge GPUs. We implement Glider based on the original legacy Linux

drivers. The library driver design allows us to implement both the device kernel and

the device library by retrofitting the legacy driver code, which significantly reduces

the engineering effort compared to developing them from scratch. We present a full

implementation for the Radeon GPU and a proof-of-concept implementation for the

Intel GPU.

Our evaluation shows that Glider improves the security of the system by reducing

the size and attack surface of the TCB by about 35% and 84% respectively for the

Radeon GPU and by about 38% and 90% respectively for the Intel GPU. We also

show that Glider provides at least competitive performance with a legacy driver,

while slightly outperforming it for applications requiring intensive interactions with

the driver, such as GPGPU applications with a small compute kernel and graphics

applications using OpenGL’s immediate mode.

In addition, library drivers can benefit other systems as well. For example,

they can be integrated into a library operating system, such as Exokernel [80] or

Drawbridge [86], or into sandboxing solutions such as Embassies [87], Xax [88], and

Bromium micro-virtualization [89], to securely support shared access to I/O devices.

Researchers have long attempted to protect the system from device drivers. For

example, user space device drivers are one of the principles of microkernels [62]. Even

for monolithic operating systems, there exist solutions that move the driver to user

space [67, 68], move it to a VM [70], or even sandbox it in-situ [73, 74]. All these

solutions improve the security of the operating system kernel by removing the driver.
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However, in contrast to a library driver, they cannot improve the isolation between

processes using the device, since the driver is fully shared between the processes.

In §4.2, we presented solutions for enforcing fault and device data isolation be-

tween VMs in Paradice. However, as discussed in §4.5, those solutions fail to provide

guarantees on the correctness of device functionality. This is because they assumed

that the device driver is compromised and tried to provide isolation guarantees in face

of a compromised device driver. Library drivers provided in this chapter are comple-

mentary. They try to reduce the possibility of the device driver getting compromised

by reducing the size and attack surface of the driver TCB.

7.1 Library Driver: Design & Requirements

In this section, we discuss the library driver design, and elaborate on hardware prop-

erties necessary to implement it.

7.1.1 Design

The library driver design is based on an important principle from the library oper-

ating system research [80]: resource management shall be implemented as untrusted

libraries in applications. Resource management refers to the code that is needed to

program and use the device. In contrast, legacy device drivers implement resource

management along with device resource isolation in the kernel, resulting in a large

TCB with a wide high-level interface.

Figure 7.1 compares a library driver against a legacy driver. The library driver

design applies the aforementioned principle in two steps. First, it separates resource

management from resource isolation. It enforces resource isolation in a trusted device

kernel in the operating system kernel and pushes resource management into user
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Figure 7.1 : (a) Legacy driver design. (b) Library driver design. Note that the solid-

color interface in both figures refers to the set of APIs exposed by the device driver

(or the device kernel in case of library drivers. These APIs are exposed through a

device file, e.g., various ioctls, however in this figure, we do not show the device file

itself for the sake of simplicity.

space. Second, the library driver design retrofits the resource management code into

an untrusted library, i.e., a device library, which is loaded and used by each application

that needs to use the device.

The device kernel is responsible for securely multiplexing the device resources

between untrusting device libraries. Based on some scheduling policy, it binds the

device resources to a device library at the beginning of a scheduling epoch and revokes

them at the end of the epoch. If possible, the device kernel preempts the execution

upon revoke. When hardware preemption is impossible or difficult to implement,
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e.g., GPUs [177], the device kernel revokes access when allowed by the device∗. Many

devices, including the ones in our prototype, support only one hardware execution

context. For them, the device kernel effectively time-multiplexes the device between

device libraries. These devices are the main focus of this paper. Some devices,

however, support multiple hardware execution contexts [18–22]. For those devices,

the device kernel can dedicate a hardware execution context to a device library as

will be discussed in §7.5.2.

The device library is responsible for managing the resources exported to it by the

device kernel. It implements all the software abstractions and API calls needed by

the application to use the device. For example, a GPU device library implements

memory management API calls, such as create buffer, read buffer, map buffer,

and move buffer, on top of the device memory exported to it by the device kernel.

It is important to note that the device library implements the software abstraction

and APIs in user space whilst legacy device drivers implement everything in the

kernel. We also note that today’s devices often employ user space libraries to create

a unified interface to different drivers of the same device class, e.g., GPUs. Such user

space libraries do not qualify as device libraries since they do not implement resource

management.

Key Benefits

The library driver design improves system security because it reduces the size and

attack surface of the TCB. In a library driver, only the device kernel is part of the

TCB. Moreover, without any management responsibilities, the device kernel is able to

∗It is up to the scheduling policy to ensure fairness, using techniques similar to the ones used

in [29,136,178,179]
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expose a narrower lower-level interface to untrusted software. As a result, the library

driver design improves two aspects of system security: it raises the bar for attacks

that exploit device driver bugs, and it improves the isolation between applications by

reducing the amount of shared state between them.

The library driver design improves the system security without hurting the perfor-

mance. Indeed, a library driver can even outperform legacy drivers. This is because

a library driver eliminates the overhead of the application interacting with the driver

in the kernel, including costly syscalls [180] and user-kernel data copies. In a library

driver, most of the interactions occur inside the process in the form of function calls

rather than syscalls. Moreover, because the device library is in the same trust domain

as the application, data can be passed by reference rather than being copied, which

is commonly done in a legacy driver.

As we will demonstrate, the library driver design allows us to implement both the

device kernel and the device library by retrofitting the legacy driver code. This sig-

nificantly reduces the engineering effort to develop library drivers for existing devices

compared to developing them from scratch.

In addition to security and performance, a library driver has other advantages and

disadvantages. In short, the advantages include the possibility of driver customiza-

tion for applications, easier user space development and debugging, and improved

operating system memory usage accounting. The disadvantages include difficulty of

multi-process programming, application launch time overhead, and coarser-grained

device memory sharing for some devices. §7.5.1 discusses these issues in greater de-

tail.

We find that library drivers are particularly useful for accelerators such as GPUs,

which are increasingly important for a wide range of applications, from datacenters
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to mobile systems. Accelerators are sophisticated hardware components and usually

come with large, complex device drivers, particularly prone to the wide variety of

driver-based security exploits. More importantly, we have found that accelerators like

GPUs often have the necessary hardware properties to implement a library driver,

elaborated next.

7.1.2 Hardware Requirements

Despite its benefits outlined above, library drivers cannot support all devices. The

system must have three hardware properties for the device kernel to enforce resource

isolation. The lack of any of these properties will leave certain resource management

code in the trusted device kernel. (i) First, in order for each device library to securely

use the memory exported to it by the device kernel, hardware primitives must be

available to protect the part of the system and device memory allocated for a device

library from access by other device libraries. (ii) Second, in order for a device library

to safely program the device directly from user space, the registers and instruction set

used to program and use the device must not be sensitive, i.e., they must not affect

the isolation of resources. (iii) Finally, in order for the device kernel to properly

forward the interrupts to the device libraries without complex software logic, the

device interrupts must be easily attributable to different device libraries. Apparently

not all devices have these properties; fortunately, accelerators of interest to us, e.g.,

GPUs, do have these properties, as elaborated below.

Memory Isolation Primitives

The library driver design requires hardware primitives to isolate the access to mem-

ory by different device libraries. There are two types of memory: system memory
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and device memory, the latter being memory on the device itself. Isolation needs to

be enforced for two types of memory access: system-side access via the CPU’s load

and store instructions and device-side access via direct device programming. Modern

processors readily provide protection for system-side access with their memory man-

agement units (MMU). As a result, we only need to be concerned with protecting

device-side accesses.

Device-side access to system memory: The device library can program the

device to access system memory via direct memory access (DMA). Therefore, the

device kernel must guarantee that the device only has DMA access permission to

system memory pages allocated (by the operating system kernel) for the device library

currently using the device. The I/O memory management unit (IOMMU) readily

provides this protection by translating DMA target addresses. The device kernel can

program the IOMMU so that any DMA requests from a device library are restricted to

memory previously allocated for it. We observe that IOMMUs are available on most

modern systems based on common architectures, such as x86 and ARM [13, 181].

Moreover, GPUs typically have a built-in IOMMU, which can be used by the device

kernel even if the platform did not have an IOMMU.

Device-side access to device memory: The device kernel allocates the device

memory for different device libraries, and it must protect them against unauthorized

access. A device library can program a device to access the device memory, and

such an access does not go through the IOMMU. Therefore, the device must provide

hardware primitives to protect memory allocated for one device library from access

by another. There are different forms of memory protection that a device can adopt,

e.g., segmentation and paging. Each form of memory protection has its pros and

cons. For example, segmentation is less flexible than paging since the allocations of
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physical memory must be contiguous. On the other hand, paging is more expensive

to implement on a device [182].

Isolating access to the device memory only applies to devices that come with

their own memory. We note that accelerators packing their own memory, such as

discrete GPUs and DSPs, often support some form of memory protection primitives.

For example, NVIDIA GPUs (nv50 chipsets and later) support paging [183] and TI

Keystone DSPs support segmentation [184].

A legacy driver does not require such memory protection primitives as it can im-

plement software-based protection. A legacy driver implements the memory manage-

ment code in the kernel and employs runtime software checks to ensure that untrusted

applications never program the device to access parts of the memory that have not

been allocated for them.

Innocuous Device Management Interface

The library driver design further requires the device management interface to be

innocuous or not sensitive, as defined by the Popek-Goldberg theorem about vir-

tualiziblity of an architecture [185]. According to Popek and Goldberg, sensitive

instructions are those that can affect the isolation between virtual machines.

A device usually provides an interface for software to use it. This interface consists

of registers and potentially an instruction set to be executed by the device. The

device management interface is the part of the interface that is used for resource

management. Examples include the GPU interface used to dispatch instructions for

execution and the GPU interface used to set up DMA transfers. Other parts of the

programming interface are used for initializing the device and also to enforce isolation

between resources. Examples are the GPU interface used to load the firmware, the
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interface used to initialize the display connectors on the board, the interface used to

prepare the device memory and memory protection primitives.

For registers, this requirement means that management registers cannot be sen-

sitive. That is, registers needed for resource management cannot affect the resource

isolation. For example on a GPU, software dispatches instructions to the GPU for

execution by writing to a register. This register is part of the management interface,

and therefore must not affect the isolation, e.g., change the memory partition bounds.

For the instruction set, this requirement means that either the instruction set

has no sensitive instructions, or the sensitive instructions fail when programmed on

the device by untrusted code, such as a device library. The latter is more expensive

to implement in the device as it requires support for different privilege levels, similar

to x86 protection rings.

Commodity accelerators usually meet this requirement. This is because regis-

ters often have simple functionalities, hence management registers are not used for

sensitive tasks. (§7.3.1 discusses one violation of this requirement). Also, the instruc-

tion set often does not contain sensitive instructions, and resource initialization and

isolation is done through registers only.

A legacy driver does not need the device to meet the innocuous device management

interface requirement. First, it does not allow untrusted software to directly access

registers. Second, all the instructions generated by the application are first submitted

to the driver, which can then perform software checks on them to guarantee that

sensitive instructions, if any, are not dispatched to the device.
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Attributable Interrupts

A device library using the device must receive the device interrupts in order to prop-

erly program and use the device. For example, certain GPU interrupts indicate that

the GPU has finished executing a set of instructions. The interrupt is first delivered to

the device kernel, and therefore, the device kernel must be able to redirect interrupts

to the right device library without the need for any complex software logic.

This requirement is simply met for commodity accelerators with a single hardware

execution context, since all interrupts belong to the device library using the device.

On the other hand, we note that this requirement can be more difficult to meet for

non-accelerator devices. One example is network interface cards with a single receive

queue. Upon receiving a packet (and hence an interrupt), the device kernel cannot

decide at a low level which device library the packet belongs to. This will force the

device kernel to employ some management code, e.g., packet filters, to redirect the

interrupts, similar to the solutions adopted by the Exokernel [80] and U-Net [81].

A legacy driver does not have this requirement because it incorporates all the

management code that uses the interrupts. Device events are then delivered to the

application using higher-level API.

7.2 GPU Background

Before presenting our library driver design for GPUs in §7.3, we provide background

on the functions of a GPU device driver and GPU hardware as illustrated in Fig-

ure 7.2. A GPU driver has three functions: hardware initialization, resource manage-

ment for applications, and resource isolation.
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Figure 7.2 : Simplified GPU hardware model.

Initialization

GPU hardware initialization loads the firmware, sets up the GPU’s memory controller

or MMU in order to configure the address space used by the GPU, enables the inter-

rupts, sets up the command processor (which is later used to dispatch instructions to

the GPU), the device power management, and the display subsystem.

Management

Once the GPU hardware is initialized, the driver performs resource management for

applications. It implements four important functionalities for this. First, it imple-

ments memory management API calls. An application can request three types of

memory buffers: buffers on the device memory, buffers on the system memory, and

buffers on the system memory accessible to the GPU for DMA. For the latter, the

driver allocates a range of GPU addresses for the buffer and programs the GPU’s

built-in IOMMU to translate from these addresses to their actual physical addresses
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on the system memory. Moreover, the driver pins these pages so that they do not get

swapped out by the operating system kernel.

Second, the driver accepts GPU instructions from applications and dispatches

them to the GPU for execution. Dispatching the instructions in done through a ring

buffer. The driver writes the instructions onto the ring buffer, and the command

processor unit on the GPU reads them and forwards them to the processing units,

i.e., shaders, in the GPU. Note that similar to CPUs, GPUs cache memory accesses

and the built-in IOMMU has a TLB for its translations. Therefore, the driver flushes

the caches and the TLB as needed.

Third, the driver handles interrupts from the GPU. Most importantly, it processes

the interrupts that indicate the end of the execution of the instructions by the pro-

cessing units. The driver then informs the application so that the application can

send in new instructions to be executed.

Finally, the driver implements some API calls for the application to allocate and

use a framebuffer and to set the display mode. The framebuffer is a memory buffer

holding the content that will be displayed. Through programming the GPU or by

directly accessing the memory, the application can write to the framebuffer. The

display mode includes the resolution, color depth, aspect ratio, etc. Different appli-

cations require to set different modes for the display. Traditionally, the display mode

was set through the X server in Linux. However, it was recently moved to the legacy

Linux open source drivers and is referred to as Kernel Mode Setting, or KMS. The

advantage of KMS is that it allows for better graphics at boot time (before X is even

initialized) and during Linux virtual console switching.
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Isolation

The driver also enforces isolation between applications by performing appropriate

hardware configurations, such as setting up the MMU page tables if supported, or

through software checks. For instance, a legacy GPU driver enforces software memory

isolation as follows. When allocating memory buffers for an application, the driver

only returns an ID of the buffer to the application, which then uses that ID in the

instructions that it submits to the driver. The driver then replaces all the IDs with

the actual addresses of the buffers and then writes them to the ring buffer.

Glider implements these three functionalities as follows. Initialization is performed

in the device kernel. Once the GPU is initialized, the device kernel exports the re-

sources to device libraries so that they can perform resource management in the user

space. For isolation, the device kernel leverages hardware properties introduced in

§7.1.2. This design reduces the size and attack surface of the TCB and hence im-

proves the system security. The GPU hardware often meets the required hardware

properties. It provides either a memory controller or an MMU that can be used to

enforce isolation for device-side accesses to its memory. The management registers

are often not sensitive and the instruction set has no sensitive instructions. More-

over, with GPUs with a single hardware execution context, interrupts can be simply

forwarded to the device library using the GPU.

7.3 Glider: Library Driver for GPUs

In this section, we present Glider, library drivers for the Radeon HD 6450 and Intel

Ivy Bridge GPUs based on retrofitting their corresponding legacy drivers. We pro-

vide a fully-functional implementation for the Radeon GPU and a proof-of-concept
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implementation for the Intel GPU.

7.3.1 Isolation of GPU Resources

We first identify the important GPU hardware resources and elaborate on how the

device kernel securely exports them to device libraries.

Processing Units

The device kernel securely exports the GPU processing units, i.e., shaders, by allowing

access to the GPU command processor. When binding the GPU to a device library,

the device kernel allows the device library to update the command processor’s registers

that determine the ring buffer location. This enables the device library to allocate

and use the ring buffer that it has allocated from its own memory. The device library

then populates the ring buffer with instructions from the application and triggers the

execution by writing to another register. At revoke time, the device kernel disallows

further write to the trigger registers. It then waits for ongoing execution to finish

on the GPU before binding the GPU to another device library. The device kernel

also takes a snapshot of the registers updated by the device library so that it can

write them back the next time it needs to bind the GPU to the same device library.

Finally, it resets the command processor and flushes the GPU caches appropriately.

Memory

The operating system allocates system memory pages for a device library through

standard syscalls, such as mmap and the device kernel allocates device memory for

the device library through its API calls (§7.3.2). When using the device, the device

kernel needs to guarantee that a device library can only access memory allocated for
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it, as discussed in §7.1.2. Here, we provide the implementation details of isolating

device-side access to memory.

For system memory, we use the system IOMMU for isolation. The device kernel

provides an API call for the device library to map a page into the IOMMU. More

specifically, the device library can ask the device kernel to insert a mapping into the

IOMMU in order to translate a DMA target address to a given physical page address.

To enforce isolation, the device kernel only maps pages that have been allocated for

the device library. The device kernel also pins the page into memory so that it does

not get swapped out or deallocated by the operating system kernel. Upon revoke,

the device kernel stores all the mappings in the IOMMU and replaces them with the

mappings for the next device library. The mappings of an IOMMU is in the form of

page tables [13], very similar to the page tables used by the CPU MMU. Therefore,

similar to a context switch on the CPU, changing the IOMMU mappings can be done

very efficiently by only changing the root of the IOMMU page tables.

Alternatively, the GPU’s built-in IOMMU can be used for isolation, which is

useful for systems without a system IOMMU. To demonstrate this, we used the built-

in IOMMU for our Intel GPU library driver. In this case, the device kernel takes full

control of the GPU’s built-in IOMMU and updates its page tables through the same

API call mentioned above.

It is up to the device library when and how much memory it maps in the IOMMU.

In our current implementation, the device library allocates about 20 MB of memory

at launch time and maps all the pages in the IOMMU. We empirically determined

this number to be adequate for our benchmarks. Alternatively, a device library can

allocate and map the pages in the IOMMU as needed. This alternative option speeds

up the device library’s launch process but may result in degraded performance at
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runtime.

For the Radeon device memory, we use the GPU memory controller for isolation.

Isolating the device memory does not apply to the Intel GPU since it does not have

its own memory. The memory controller on the Radeon GPU configures the physical

address space seen by the GPU. It sets the range of physical addresses that are

forwarded to the GPU memory and those that are forwarded to the system memory

(after translation by the built-in IOMMU). By programming the memory controller,

the device kernel can effectively segment the GPU memory, one segment per device

library. Obviously, the memory segmentation is not flexible in that each device library

can only use a single contiguous part of the GPU memory. Changing the segments

can only be done using memory ballooning techniques used for memory management

for VMs [186], although we have not implemented this yet.

Framebuffer and Displays

The hardware interface for the framebuffer can be securely exported to device li-

braries. The device kernel allows the device library to have access to the registers

that determine the location of the framebuffer in memory. Therefore, the device li-

brary can allocate and use its own framebuffer. However, the hardware interface for

display mode setting violates the requirement in §7.1.2, forcing us to keep the display

mode setting code in the device kernel.

Every display supports a limited number of modes that it can support. However,

instead of exposing the mode option with a simple interface, e.g., a single register,

GPUs expect the software to configure voltages, frequencies, and clocks of different

components on the GPU, e.g., display connectors and encoders, to set a mode, and

it is not clear whether such a large hardware interface can be safely exported to un-



128

strusted software without risking damaging the device. Exacerbating the problem,

newer Radeon GPUs have adopted mode setting through GPU BIOS calls. How-

ever, BIOS calls can also be used for other sensitive GPU configurations, such as

for power management and operating thermal controllers, and we cannot export the

BIOS register interface to device libraries securely.

As a result, we keep the display mode setting code in the device kernel. The

device kernel exposes this mode setting functionality with a higher level API call to

device libraries. This results in a larger TCB size as is reported in §7.4.1. Despite

its disadvantage of increasing the TCB size, keeping the mode setting in the device

kernel has the advantage that it supports Kernel Mode Setting (§7.2).

7.3.2 The Device Kernel API

The device kernel API include seven calls for device libraries and two calls for the

system scheduler. Except for the set mode call, which is GPU-specific (§7.3.1), the

rest are generic. Therefore, we expect them to be used for device libraries of other

devices as well. They constitute the minimal set of API calls to support device

library’s secure access to system memory, device memory, and registers. The seven

calls for device libraries are as follows:

void *init device lib(void): This call is used when a device library is first

loaded. The device kernel prepares some read-only memory pages containing the

information that the device library needs, such as the display setup, maps them into

the device library’s process address space, and returns the address of the mapped

pages to the device library.

iommu map page(vaddr, iaddr), iommu unmap page(vaddr): With these two calls,

the device library asks the device kernel to map and unmap a memory page to and
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from the IOMMU. vaddr is the virtual address of the page in the process address

space. The device kernel uses this address to find the physical address of the page.

iaddr is the address that needs to to be translated by the IOMMU to the physical

address. This will be the DMA target address issued by the device.

alloc device memory(size), release device memory(addr, size): With these

two calls, the device library allocates and releases the device memory. These two calls

are only implemented for GPUs with their own memory.

int access register(reg, value, is write): With this call, a device library

reads and writes from and to authorized registers. The implementation of this call

in the device kernel is simple: it just checks whether the read or write is authorized

or not, and if yes, it completes the request. The checking is done by maintaining a

list of authorized registers. We implement read and write operations in one API call

since their implementation is different only in a few lines of code.

Given that most registers on GPUs are memory-mapped (i.e., MMIO registers),

One might wonder why the device kernel does not directly map these registers into

the device library’s process address space, further reducing the attack surface on the

TCB. This is because with such an approach, protection of registers can be enforced

at the granularity of a MMIO page, which contains hundreds of registers, not all of

them are authorized for access by a device library.

set mode(display, mode): With this call, a device library asks the device kernel

to set the mode on a given display.

We next present the two calls for the system scheduler. Schedulers for GPU

resources, such as [29, 136, 178, 179], can be implemented on top of these two API

calls.

bind device lib(id), revoke device lib(id): With these two calls, the sched-
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uler asks the device kernel to bind and revoke the GPU resources to and from a

device library with a given id. Since our GPUs do not support execution preemption

(§7.1.1), the revoke call needs to block until the execution on the GPU terminates.

7.3.3 Reusing Legacy Driver Code for Glider

We reuse the Linux open source legacy driver code in Glider, both for the device

kernel and the device library, rather than implementing them from the scratch, in

order to reduce the engineering effort. Reusing the legacy driver code for device kernel

is trivial since the device kernel runs in the kernel as well. However, reusing it for the

device library is challenging since the device library is in the user space. We solve this

problem by using the User-Mode Linux framework [187]. UML is originally designed

to run a Linux operating system in the user space of another Linux operating system

and on top of the Linux syscall interface. It therefore provides translations of kernel

symbols to their equivalent syscalls, enabling us to compile the device library to run

in the user space. We only use part of the UML code base that is needed to provide

the translations for the kernel symbols used in our drivers.

Note that the UML normally links the compiled object files into an executable.

We, however, link them into a shared library. Linking into a shared library may be

challenging on some architectures. This is because assembly code, which is often used

in the kernel, is not always position-independent, a requirement for a shared library.

We did not experience any such problem for the x86 (32 bit) architecture. The solution

to any such potential problem in other architectures is to either rewrite the assembly

code to be position-independent or to replace it with equivalent non-assembly code.

It is interesting to understand how system memory allocation works in Glider’s

device library, which is compiled against the UML symbols. As mentioned in §7.3.1,
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we allocate about 20 MB of system memory at the device library’s launch. This

memory is then managed by the slab allocator of UML, similar to how physical

memory is managed by the slab allocator in the kernel. The retrofitted driver code

in the device library then allocates system memory from the UML’s slab allocator

by calling the Linux kernel memory allocation functions, i.e., kmalloc() and its

derivatives.

7.3.4 Other Implementation Challenges

We solved two other challenges in Glider. First, we replace syscalls for the legacy

driver with function calls into equivalent entry points in the device library. Fortu-

nately in the case of GPU, we managed to achieve this by only changing about 20 in-

stances of such syscalls in Linux GPU libraries including the libdrm, xf86-video-ati,

and GalliumCompute [133] libraries. An alternative solution with less engineering ef-

fort is to use the ptrace utility to intercept and forward the syscalls to the device

library. This solution, however, will have noticeable overhead.

Second, we implement fast interrupt delivery to device libraries for good perfor-

mance. We experimented with three options for interrupt delivery. The first two, i.e.,

using the OS signals and syscall-based polling, resulted in performance degradation as

these primitives proved to be expensive in Linux. The third option that we currently

use is polling through shared memory. For example, in the case of the Radeon GPU,

in addition to the interrupt, the GPU updates a memory page with the information

about the interrupt that was triggered, and the device library can poll on this page.

This approach provided fast interrupt delivery so that the interrupts do not become

a performance bottleneck. However, as we will show in §7.4.2, it has the disadvantage

of increased CPU usage.
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We are considering two other options that we believe will provide fast interrupt

delivery without the extra CPU usage. The first approach is using upcalls, which allow

the kernel to directly invoke a function in user space. The second approach is to use

the interrupt remapping hardware available from virtualization hardware extensions.

This hardware unit can deliver the interrupts directly to the device library’s process,

similar to Dune [108].

7.4 Evaluation

We evaluate Glider and show that it improves the system security by reducing the

size and attack surface of the TCB. We also show that Glider provides at least com-

petitive performance with a legacy kernel driver, while slightly outperforming it for

applications that require extensive interactions with the driver.

7.4.1 Security

We measure the size and attack surface of the TCB, i.e., the whole driver in the case

of a legacy driver and the device kernel in the case of Glider. Unlike the legacy driver

that supports various GPUs of the same brand, Glider only supports one specific

GPU. Therefore, for a fair comparison, we remove the driver code for other GPUs

as best as we manually can. This includes the code for other GPU chipsets, other

display connectors and encoders, the code for the legacy user mode setting framework

not usable on newer GPUs (§7.2), the code for audio support on GPUs, and the code

for kernel features not supported in Glider, such as with Linux debugfs.

Our results, presented in Table 7.1, show that Glider reduces the TCB size by

about 35% and 38% for the Radeon and Intel GPUs, respectively. In the same table,

we also show the size of the code in C source files (and not header files). These
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numbers show that a large part of the code in Glider TCB are headers, which mainly

include constants, such as register layouts. Not including the headers, Glider reduces

the TCB size by about 47% and 43% for the Radeon and Intel GPUs.

As discussed in §7.3.1, the display subsystem hardware interface violates the hard-

ware requirements for a library driver resulting in a larger TCB. To demonstrate this,

we measure the code size in display-related files in the device kernel. For the Radeon

and Intel GPUs, we measure this number to be 19 and 13 kLoC, which is 50% and

54% of the Glider TCB.

We also show the TCB attack surface in Table 7.1. Glider reduces the attack

surface by 84% and 90% for the Radeon and Intel GPUs. Glider only exposes 9

and 7 API calls for these GPUs, as described in detail in §7.3.2 (Intel GPUs do

not implement the two API calls for device memory). In contrast, the legacy driver

exposes 56 and 68 API calls for the same GPUs. These large number of API calls are

used for memory management, GPU execution, display mode setting, and inquiring

information about the GPU. Glider supports the first two by securely giving a device

library access to part of the GPU management interface. It supports mode setting

with one API call and supports the information inquiring API either through the

constants compiled into the device library or through the read-only information pages

mapped into the device library (§7.3.1).

7.4.2 Performance

In this section, we evaluate the performance of Glider for the Radeon GPU using

both compute and graphics benchmarks.

For the experiments, we run the drivers inside a 32-bit x86 (with Physical Address

Extension) Ubuntu 12.04 operating system running Linux kernel 3.2.0. The machine
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TCB TCB API

(all files) (source files) calls

Radeon

Legacy 55 34 56

Glider 36 18 9

Reduction 35% 47% 84%

Intel

Legacy 39 30 68

Glider 24 17 7

Reduction 38% 43% 90%

Table 7.1 : TCB size and attack surface for the legacy and Glider for the Radeon HD

6450 and Intel Ivy Bridge GPUs. The numbers for both TCB columns are in kLoC.

The first TCB columns reports LoC in both source and header files. The second TCB

column excludes the header files.

has a 3rd generation core i7-3770 (with hyper-threading disabled). We configure the

machine with 2 GBs of memory and 2 cores. In order to minimize the effect of

the operating system scheduler on our experiments, we isolate one of the cores at

boot time using the Linux isolcpus command-line boot option. With this option,

Linux only schedules kernel threads on the isolated core, but it does schedule user

application threads on it unless explicitly asked for. We then pin our benchmarks to

the isolated core and set the highest scheduling priority for them. In order to use

the system IOMMU for the Radeon GPU, we run the benchmarks inside a Xen VM

with the same configurations mentioned above (2 GBs of memory and 2 cores). The

Radeon GPU is assigned to the VM using the direct device assignment [13–16].

Compute Benchmarks

We use a matrix multiplication benchmark running on top of the GalliumCom-

pute [133] framework, an open source implementation of OpenCL. We evaluate the
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Figure 7.3 : OpenCL matrix multiplication. The x-axis shows the (square) matrix

order. The y-axis is the time to execute the multiplication on the GPU, normalized

to the average time by the legacy driver.

performance of multiplying square matrices of varying orders. For each experiment,

we use a host program that populates input matrices and launches the compute kernel

on the GPU. The programs repeats this for 1000 iterations in a loop and outputs the

average time for a single iteration. We discard the first iteration to avoid the effect

of Glider’s launch time overhead (characterized in §7.4.3) and we do not include the

time to compile the OpenCL kernel. We then repeat the experiment 5 times for each

matrix size and report the average and standard deviation.

Figure 7.3 shows the results, normalized to the average performance by the legacy

driver in each case. It shows that Glider outperforms the legacy driver for smaller

matrix sizes, while providing competitive performance for all other sizes. This is

because for large matrix sizes, the majority of the time is spent on transferring the

data between the system and device memory and on the GPU executing the kernel.

Consequently, the driver design does not impact the performance noticeably. For

smaller sizes, on the other hand, the overhead of application’s interaction with the
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Figure 7.4 : Graphics performance. The box plots show 90% percentile, 10% per-

centile, and median. The whiskerbars depicts maximum and minimum. The box

plots are highly concentrated around the mean.

driver becomes more significant.

Graphics Benchmarks

For graphics, we use two OpenGL benchmarks running on top of the MESA open

source implementation of OpenGL [188]. Both benchmarks draw a teapot, and up-

date the screen as fast as possible. One benchmark uses the Vertex Array API [189]

(the immediate mode) and the other uses the Display List API [132]. In each exper-

iment, we run the benchmark for 5 minutes, recording the framerate every second.

We discard the first 5 frames to avoid the effect of Glider’s launch time overhead

(characterized in §7.4.3). We repeat each experiment three times.

The results, shown in Figure 7.4, demonstrates that Glider achieves similar per-

formance as the legacy driver for the Display List benchmark but outperforms the

legacy driver for the Vertex Array one. In order to explain these results, it is im-

portant to understand these two OpenGL API’s. With Vertex Arrays, the program
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Figure 7.5 : A sample run of the Vertex Array benchmark. The framerate is measured

every second. The figure shows the rare drops of framerate and the slow start of

Glider.

needs to send the vertices information to the device for every frame, which requires

interacting with the driver quite significantly. On the other hand, the Display List

API allows this information to be cached by the device in order to avoid resending

from the application. Intuitively, Glider improves the performance for the benchmark

with more driver interactions, or the Vertex Array.

We also measure the CPU usage for both drivers when running these benchmarks.

Our results show that the legacy driver consumes 53.7% and 41.7% of the CPU

time for the Vertex Array and Display List benchmarks, respectively, whereas Glider

consumes 75.3% and 71.6% of the CPU time for the same benchmarks. The extra

CPU usage of Glider is due to polling the memory for interrupts (§7.3.4). One might

wonder whether the extra CPU usage is the source of the performance improvement.

To investigate this, we attempted to employ similar polling methods in the legacy

driver, but failed to improve the performance. Therefore, we are convinced that

Glider’s performance improvement is due to eliminating the application and driver
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interactions’ overhead. We also report the performance when using syscall-based

polling in the device library, which incurs delay in delivering the interrupt to the

device library. With this method, for the Vertex Array and Display List benchmarks,

respectively, Glider consumes 54.3% and 35.3% of the CPU time, and achieves 193.3

and 231.5 median frames per second, which are noticeably lower compared to when

the device library polls the memory for interrupts.

Figure 7.4 also shows that Glider achieves a noticeably lower minimum framerate,

although the minimum happens rarely. To further demonstrate this, we show a sample

run of the Vertex Array benchmark in Figure 7.5. Our investigation shows that the

performance drop is due to OS scheduling despite our attempts to minimize such

effect.

7.4.3 Library Driver Overheads

We measure two important overheads of Glider: the device library’s launch time

overhead and the device kernel’s switch time, i.e., the time it takes the core to revoke

the GPU from one device library and bind it to another.

Figure 7.5 illustrates the effect of the device library’s launch time overhead on

the graphics benchmark reported before. It shows that the performance of Glider is

inferior to that of the legacy driver in the first few seconds. There are two sources

for this overhead: the device library’s initialization overhead and the UML’s slab

allocator’s initialization overhead. The former is the time it takes the device library

to initialize itself so that it is ready to handle requests from the application. We

measure this time to have an average/standard deviation of of 109 ms/7 ms and 66

ms/0.3 ms for the Radeon and Intel GPUs, respectively. The latter is because the slab

allocator of UML (§7.3.3) takes some time to populate its own cache, very similar to
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the suboptimal performance of the slab allocator in the kernel at system boot time.

We also measure the switch time in the device kernel, as defined above. We

measure this time to have an average and standard deviation of 42 µs and 5 µs for

the Radeon GPU (we have not yet implemented this feature for the Intel GPU). The

switch time consists of the device kernel taking a snapshot of GPU registers updated

by the current device library, writing the register values for the new device library,

changing the IOMMU mappings, resetting the command processor, and flushing the

GPU caches and the built-in IOMMU TLB. These measurements show that changing

the GPU binding can be done fairly quickly.

7.4.4 Engineering Effort

As mentioned, we build Glider by retrofitting the Linux open source drivers as a

baseline. We added about 4 kLoC and 2 kLoC for the Radeon and Intel library

drivers, respectively. These changes were applied to 49 and 30 files, and we added two

new files in each case. We have implemented both the device kernel and the device

library on the same driver, and the two are differentiated at compile time. While

we believe that reusing the legacy driver code significantly reduced our engineering

effort compared to developing from scratch, we note that implementing the library

drivers still required noticeable effort. The main source of difficulty was gaining a

deep understanding of the GPU internals and its device driver with 10s thousands

of lines of code. Fortunately, our experience with the Radeon GPU library driver

made it easier for us to prototype the Intel GPU library driver. We therefore believe

that experienced driver developers can develop library drivers without prohibitive

engineering effort.
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7.5 Discussions

7.5.1 Pros and Cons of Library Drivers

Other than improved security and performance, library drivers have three other ad-

vantages and three disadvantages. The advantages are as follows. First, library

drivers allow each application to customize its own device library. For example, ap-

plications can trade-off the initial cost of allocating a pool of memory buffers with the

runtime cost of allocating buffers as needed. Second, library drivers greatly simplify

driver development because the developer can use user space debugging frameworks

or high-level languages, none of them are available in the kernel. Moreover, develop-

ers can use a unified debugging framework for both the application and the device

library, which can greatly help with timing bugs and data races. Third, library

drivers improve memory usage accounting by the operating system. Legacy drivers

for some devices, such as GPUs, implement their own memory management, which

gives applications a side channel to allocate parts of the system memory, invisible

to the operating system kernel for accounting. In contrast, with a library driver, all

the system memory allocated by a device library is through the standard operating

system memory management interface, e.g., the mmap and brk syscalls in Linux.

The library driver design has the following disadvantages. First, library drivers

complicate multi-process programming. For example, sharing memory buffers be-

tween processes is easily done in a legacy driver, but requires peer-to-peer commu-

nication between the device libraries in a library driver. Second, library drivers in-

curs launch time overheads to applications. We evaluated this overhead in §7.4.3 and

showed that it is not significant. Third, depending on the device, a library driver may

achieve coarser-grained device memory sharing for applications. A legacy driver can
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share the device memory at the granularity of buffers, whereas with devices without

paging support for their own memory, such as the Radeon GPU in our setup, device

memory can only be shared between device libraries using contiguous segments.

7.5.2 Devices with Multiple Hardware Execution Contexts

For devices with multiple execution contexts, the device kernel should bind and revoke

the hardware contexts to device libraries independently. This puts new requirements

on the device and platform hardware as we will explain next.

First, the hardware management interface for different contexts must be non-

overlapping and isolated. That is, registers for each context should be separate and

instructions should only affect the resources of the given context. Also, device DMA

requests must be attributable to different contexts at a low level so that an IOMMU

can be used to isolate them.

As an example, self-virtualized devices [18, 19, 21, 22] export multiple virtual de-

vices, each of which can be separately assigned to a VM. As a result, they readily

provide all the hardware primitives for the device kernel to bind different virtual

devices to different device libraries.

7.5.3 Radeon Instruction Set

We allow a device library to directly dispatch instructions to our Radeon and Intel

GPUs since the instructions are not sensitive. We noticed a curious case with the

Radeon GPU’s instruction set though. Using the instructions, an application can

write to the registers of GPU processing units in order to program and use them.

Fortunately, it is not possible to use the instructions to write to registers of compo-

nents of the GPU that affect the isolation, such as the memory controller. However,



142

we noticed that the Linux open source Radeon driver returns error when inspecting

the instructions submitted by an applications and detecting accesses to large register

numbers, which surprisingly correspond to no actual registers according to the AMD

reference guide [190] and the register layout in the driver itself. Therefore, we be-

lieve that this is a simple correctness check by the driver and not a security concern.

Therefore, we currently do not employ such a check in device kernel, although that

is a possibility. Adding the check to the device kernel will increase the TCB size by

about a few kLoC, but should not degrade the performance compared to what was

reported in this paper since we already performed these checks in the device library

in our benchmarks (although it was not necessary).
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Chapter 8

Conclusions

In this thesis, we presented our design and implementation of I/O servers using the

device file boundary. We showed that remote access to I/O devices at this boundary

provides important properties: low engineering effort, support for legacy applications

and I/O devices, support for all functions of I/O devices, support for multiple clients,

and high performance. Moreover, we demonstrated important system services of I/O

servers using the aforementioned boundary: I/O sharing between virtual machines,

i.e., I/O virtualization, I/O sharing between mobile systems, and I/O sharing between

servers in a datacenter. We reported three systems, called Paradice, Rio, and Glance

that implement these system services, and showed that they provide the important

properties mentioned earlier. Finally, to enhance the security of I/O servers, we

presented two solutions, one that provides fault and device data isolation between

clients in face of a compromised device driver, and a complementary solution, i.e.,

library drivers, that enhances the security of I/O servers by reducing the size and

attack surface of the device driver TCB.
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