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Abstract

Communication processors are processors with specifim@atiions to support communication sys-
tems. Communication processors exist in a wide variety oh$foand can be categorized based on the
communication system, such as wired or wireless and bas#itedayer in the communication system,
such as the physical layer, the medium access control laybe metwork layer. Communication proces-
sors can be further categorized based on the applicatioh,agiaudio, video or data and the end system
requiring the communication system such as a laptop, alkefigpor a personal computer. As communi-
cation systems have evolved over the years, there has béscrease in data rates, increase in algorithm
complexity, need for flexibility to adapt to different pratws and environments, need to optimize over
varying constraints such as area, power, performance antktd for supporting multiple interfaces, de-
vices and applications. In this chapter, we present a buttihe of the different types of communication
processors and the need and requirements of each of thessgoos. We focus on the challenges in the
physical layer design of communication processors withetrdution of communication systems.

Key words: wireless communications, application specific instrutfioocessors, physical layer
processors, MAC processors, network processors, embegdasins

1 Introduction

In this chapter, we define the term 'communications proagéasa device in a communication
system that carries out operations on data in terms of efttoelifying or processing the data
or transporting the data to other parts of the system. A conications processor has certain
optimizations built inside its hardware and/or softwarat thnables it to perform its task in an
efficient manner.
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The processing in a communications system is performed itiptaulayers, according to the
Open Systems Interconnection (OSI) model. When the comeatian is via a network of in-
termediate systems, only the lower three layers of the GQ8bpols are used in the intermediate
systems. In this chapter, we will focus on these lower 3 apéthe OSI model, shown in Fig-
ure 1. The bottom-most layer is called the physical layerddger 1 in the OSI model). This
layer serializes the data to be transferred into bits andssgmcross a communications circuit
to the destination. The form of communication can be wiredgis cable or wireless using
a radio device. In a wireless system, the physical layerss ehlled as the baseband layer as
all operations there are performed at the baseband fregu&hove this layer is the data link
layer or more commonly known as the medium access contret (AC). The MAC layer is
one of the two sub-layers in the data link layer of the OSI nhoblee MAC layer manages and
maintains communication between multiple communicatieviaks by coordinating access to
a shared medium and utilizing protocols that enhance conuations over that medium. The
third layer in the OSI model is the network layer. The netwiagker knows the address of the
neighboring nodes in the network, packages output with ¢meect network address informa-
tion, selects routes and Quality of Service, and recogramesforwards to the Transport layer
incoming messages for local host domain. We define commiuimiicprocessors as processors
having optimizations for the lower 3 layers of the OSI modpending on which layer has
the most optimizations, communications processors atedurclassified into physical layer
(or baseband) processors, medium access control prosessoetwork processors. However,
we will focus this chapter on the challenges in the digitaddimnd part of the physical layer
processor design for wireless communication systems.

1.1 Evolution of wireless communication systems

Over the past several years, communication systems haledvoom low data-rate systems
for voice and data (with data rates in several Kbps, suchasugimodems, cellular systems,
802.11b local area networks etc..) to high data-rate sysseipporting multimedia and video ap-
plications with data rates in several Mbps and going tow&ioiss, such as DSL, cable modems,
802.11n local area networks (LANs) and ultra-wideband gesksarea networks (PANs) [1].
The first generation systems (1G) came in the 80’s mostlydtlar analog voice using AMPS
(Advanced Mobile Phone Service). This standard evolvealtine second generation standard
(2G) in the 90’s to support digital voice and low bit rate dagavices. An example of such a
cellular system is 1S-54. At the same time, wireless locahanetworks started becoming in
service starting at 1 Mbps for 802.11b standards and exigrtdi 11 Mbps close to the year
2000. Local area networks are able to support higher da¢a than cellular networks as the
data is sent over a very short distance compared to celletaranks. In the current generation
of the standards (3G), cellular services have progressaajher data rates in terms of 100’s
of Kbps to support voice, data and multimedia and wirelesblgE Aave evolved to 802.11a and
802.11g to support data rates around 100 Mbps. In the futuréhe fourth generation systems
(4G), the data rates are expected to continue to increaswidrze able to provide IP-based
services along with QoS (Quality of Service) [2]. Table 1gamts the evolution of wireless
communication systems as they have gone from 1G to 4G sysfdmaglata rates in the table



Application
Programs

L7 : Application layer

L6 : Presentation layer

L5 : Session layer

L4 : Transport layer

L3 : Network layer

Communications

L2 : Data link layer Processor

L1 : Physical layer

Interface for other
communication
devices

Fig. 1. Layers in a OSI model. The communication processefiged in this chapter are processors that
have specific optimizations for the lower 3 layers.

Generation Year Function Data Rates
1G 1980-1990 Analog Voice Kbps
2G 1990-2000 \oice + low-rate data 10 Kbps— 10 Mbps
3G 2000-2010 Voice + data + multimedia 100 Kbps— 100 Mbps
4G 2010-2020 | Voice + data + multimedia + QoS + IP 10 Mbps— Gbps
Table 1

Evolution of communication systems.

are shown to be variable since the data rates for wirelesss.akBl 2 orders-of-magnitude larger
than data rates for cellular communication systems.

2 Challengesfor communication processors

This evolution of communication systems has involved raldahanges in processor designs
for these systems for multiple reasons. First, the increagata rates has come at the cost of



increased complexity in the system design. Secondly, thienpeance of communication sys-
tems have been consistently increasing with communicatystem designers coming up with
sophisticated signal processing algorithms that enhdre@érformance of the system at the
expense of increased computational complexity. Flexybigi also an important emerging char-
acteristic needed in communication processors with thd teesupport multiple protocols and
environments. Also, newer applications have become margplx and need to be backward-
compatible with existing systems. As the number of starslardl protocols increase, there is
an increasing demand for new standards to be spectrumeeftfi@void interference to other
systems and also, be able to mitigate interference fronr aystems. The flexibility needed
in the baseband and radio and regulatory requirements cfrspe and transmit power also
make the design for testing these processors difficult. mte¥action and integration between
different layers of the communication system also presatgsesting challenges since the com-
munication layer is more signal processing based while tA€Nayer is more data processing
based. Finally, the range of consumer applications for camoation systems has increased
from small low-cost devices, such as RFID tags, to celluremnes, PDAs to laptops, personal
computers to high-end network servers. Processors fardiit applications have different op-
timization constraints such as the workload charactesstiost, power, area and data rate and
require significant trade-off analysis. The above changés gdditional constraints on the pro-
cessor design for communication systems.

2.1 Increasing Data Rates

Figure 2 shows the increase in data rates provided by conuatiom systems over time. The
figure shows that over the past decade, communication sgdtaae had a 1000X increase in
data rate requirements. Systems such as wireless LANs axd Fave gone from 1 Mbps sys-
tems such as 802.11b and Bluetooth to 100+ Mbps 802.11a LANsw Gbps systems being
proposed for ultra-wideband personal area networks. Theedes been true even for wired
communication systems, going from 10 Mbps ethernet cardowo Gbps ethernet systems.
The increase in processor clock frequencies have not ey#rugewith the increase in raw data
rate requirements. During the same period, the processck élequencies have only gone up
by 1 order of magnitude. Also, applications such as multisede demanding more compute
resources and more memory than previous processors. Thie#that technology advances
are insufficient to even meet the increase in raw data ratérssgents and further architecture
innovations such as exploiting parallelism, pipeliningl agorithm complexity reduction are
needed to meet the data rate requirements.

2.2 Increasing Algorithm Complexity

While the data rate requirements of communication progesse increasing, the processor de-
sign is exacerbated by the introduction of more sophisatgorithms which give significant
performance improvements for communication systems.reigshows the increase in compu-
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Fig. 2. Increase in data rates for communication systems. ddta rates in communication systems
are increasing at a much higher rate than clock frequennmsgssitating new processor designs for
communication systems
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Fig. 3. Algorithm complexity increasing faster than teclogy advances. Source: Rabaey [3]

tational complexity as standards have progressed fronggrstration (1G) to second and third
generations. The figure shows that even if the data ratessatered constant, the increase in
algorithmic complexity cannot be met up with just increaséichnology.
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Fig. 4. Decoder Performance with advanced coding schenoesc& Yeo, 2003 [6]

In order to give an example, we consider decoding of errotrob codes at the receiver of a
communication processor. Figure 4 shows the benefits ohgadia communication system by
reducing the bit error rate (BER) at a given signal-to-nosm®. \We can see that advanced cod-
ing schemes such as Low Density Parity Check (LDPC) codear[d]Turbo codes [5], which
are iterative decoders can give 4 dB benefits over convatmnvolutional decoders. Such
advanced coding schemes are being proposed and implenmiergizohdards such as HSDPA,
VDSL, gigabit ethernet, digital video broadcast, Wi-Fi.efthis is however, at a significant
increase in computational complexity. Figure 5 shows tleesiased complexity of some of the
advanced coding schemes [6]. It can be seen that the iterdéigoders have-% orders of
magnitude increase in computational complexity over cartianal decoders. Thus, in order
to implement these algorithms, reduced complexity vessmfithese algorithms should be in-
vestigated for communication processors that allow simmpéedware designs with significant
parallelism without significant loss in performance. Anm@xde of such a design is presented
in[7].

2.3 Flexibility

As communication systems evolve over time, there is a greeted for communication pro-
cessors to be increasingly flexible. Communication systarasbeing designed to support a
variable number of parameters such as variable coding, nzieable modulation modes, vari-
able frequency bands etc. This flexibility allows the commation system to adapt itself better



105 —* T T T T T
b % 8/9 Conv.nu=3,N=4k
O 2/3Conv, nu=4, N =64k
O 1/2 Conv, nu=4, N =64k
—O— 8/9 LDPC, N = 4k, 5,3,1 iterations
10°L O 8/9 Turbo, nu=4, N =4k )
F =8 2/3 Turbo, nu = 4, N = 4k, 3,2,1 iterations| ‘]
=—©— 1/2 Turbo, nu = 4, N = 4k, 3,2,1 iterations| ']
* 1 LDPC, N = 107, 1100 iterations |

=
o
T
i

N

5]
T
/i
i

Relative Complexity

100 ! ! ! ! [
0

SNR (dB)

Fig. 5. Decoder Complexity for various types of coding sceensource: Yeo, 2003 [6]

to the environment in order to maximize data rates over ta@ll and/or minimize power. For

example, Figure 6 shows base-station computational rempeints and the flexibility needed to
support variable number of users at variable constrairgthen[8]. The figure also shows an

example of say a 2G station at 16 Kbps/user supporting ontevand a 3G base-station at 128
Kbps/user supporting voice, data and multimedia. A 3G Iséagion processor now has to be
backwards-compatible to a 2G base-station processor aameshence, has to support both the
standards as well as adapt its compute resources to save per the processing require-

ments are lower. The amount of flexibility provided in comnuation processors can make the
design for test for these systems extremely challengingaltiee large number of parameters,
algorithms and radio interfaces that need to be tested.

Along with the support for variable standards and protqcasearchers are also investigat-
ing the design of a single communication processor thatles tabseamlessly switch between
different standards, depending on the availability and ebthat standard. The RENE (Rice Ev-
erywhere NEtwork) project [9] demonstrates the design ofudtisier network interface card
with a communication processor that supports outdoor leel(CDMA) and indoor wireless
(LAN) and seamlessly changes over the network when the useesrfrom an office environ-
ment with wireless LAN into an outdoor environment usingual services. Figure 7 shows
the design of the wireless multi-tier network interface (I@Ncard concept at Rice University.
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Fig. 7. Multi-tier network interface card concept. SourBazhang [9]

The increasing need for greater flexibility to standardseandronments. and for power savings
with variations in computational requirements is a sigaificchallenge for the design of next-
generation communication processors.

2.4 Spectrum Issues

The wireless spectrum is a scarce resource and is reguhlatadibple agencies world-wide. As

new standards evolve, they have to co-exist with spectrbatste already allocated for existing
standards. The regulatory bodies, such as FCC (see wwyofgc demand that new standards
meet certain limitations on transmit power and interfeeeagoidance to make sure that the
existing services are not degraded by the new standard, &lsoto the a plethora of wireless
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standards in the-15 GHz wireless spectrum, new standards are being forcedkodbmuch

higher RF frequencies, which make the design of radios mioalenging as well as increase
the need for transmit power due to larger attenuation atdniffequencies. Newer standards
also need to have interference detection and mitigatiomiigaes to help co-existence with
existing standards. This involves challenges at the ramiel] such as to transmit at different
frequencies to avoid interference and gives rise to the faresbftware defined radios [10]. The
lack of a worldwide regulatory standard also implies deviorist be programmed differently
to meet regulatory specifications in different countriasréasing the complexity of the design.

2.5 Area, Time, Power Tradeoffs

The design of communication processors is further comgechy the nature of optimizations
needed for the application and for the market segment. A imobarket segment may place
greater emphasis on cost (area) and power while a high-dsamarket segment may place
a greater focus on performance. Thus, even after new digwsitire designed and computa-
tionally efficient versions of the algorithms have been tgved, there are tradeoffs between
area-time and power consumptions for the implementatidgheo&lgorithm on the communica-
tion processor. There are also other parameters that néedtaded off such as the technology
process nodes (say 0.18 vs 0.13 vs uBBCMOS process) and voltage and clock frequencies.
For example, the area-time tradeoffs for Viterbi decoding shown in Figure 8. The curve
shows that the area needed for the Viterbi decoder can bedtaifl at the cost of increasing the
execution time for the Viterbi decoder.

In programmable processors, the number of functional amitsthe clock frequency can be ad-
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justed to meet real-time requirements for an applicatianeRample of this is shown in Figure
9 [12]. The figure shows that as the number of adders and refspn a programmable pro-

cessor are increased, the clock frequency needed to mééitmedor an application decreases
until a certain point, at which there are no more operationset scheduled on the additional
adders and multipliers in the processor. The numbers onrtghgndicate the functional unit

utilization of the adders and multipliers in the processor.

2.6 Interaction between multiple layers

The interaction between the different layers in a commuitna system also presents chal-
lenges to the processor design. As will be shown in the fafigwections, the characteristics of
the physical layer in a communication system are completifigrent than the characteristics
of the MAC or network layer. The physical layer of a commutima system consists more of

signal processing algorithms that work on estimation ofdhannel, detection of the received
bits and decoding of the data and require computationaliress. The MAC and network layers
are more data-flow oriented and have more control and datgpg operations. The combi-

nation of these two diverse requirements make the task efmle$ a single communications

processor that does both the PHY as well as the MAC difficudtlamce, typically these layers
are implemented as separate processors.
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3 Physical layer or Baseband processors

The physical layer of wireless communication systems prtes®re challenges to the com-
munication processor design than wired communicationegsyst The nature of the wireless
channel implies the need for sophisticated algorithms enréceiver in order to receive and
decode the data. While there are challenges both in the @nattio and the digital baseband
of the physical layer, we focus on the digital baseband platthe physical layer of wireless

communication systems in this article.

3.1 Characteristics of baseband communication algorithms

Algorithms for communication systems in the physical lagescess signals for transmission
and reception of analog signals over the wireless or eveedwink. Hence, most algorithms
implemented on communication processors are signal-psoug algorithms and show certain
characteristics that can be exploited in the design of conication processors.

(1) Signal processing algorithms are typically computesizb This implies that the bottle-
neck in the processing are the computations (as opposeditmmeand the architectures
require significant number of adders and multipliers.

(2) Communication processors require very low fixed-poretysion in computations. At the
transmitter, the inputs are typically sent in as bits. At teeeiver, the ADCs reduce the
dynamic range of the input signal by quantizing the signakQization in communication
processors is acceptable because the quantization ereotgpically small compared to
the noise added through the wireless channel. This is vesfulis designing low power
and high speed arithmetic and keeping the size of memoryreegants small in commu-
nication processors.

(3) Communication algorithms exhibit significant amounitslata parallelism and show reg-
ular patterns in computation that can be exploited for harévadesign.

(4) Communication algorithms have a streaming dataflow irodycer-consumer fashion be-
tween blocks with very little data re-use. This can be usexvtad storage of intermediate
values and also eliminate hardware in processors such bsstuat try to exploit temporal
re-use.

Figure 10 shows a typical transmitter in a communicatioms@ssor. The transmitter in the
physical layer of a communication system is typically muichper compared to the receiver.
The transmitter operations typically consist of taking taa from the MAC layer and then
scrambling it to make it look sufficiently random, encoditfpr error protection, modulating it

on certain frequency tones and then pre-compensatinganfpRF impairments or distortions.

Figure 11 shows a typical receiver in a communications mame The receiver estimates the
channel in order to compensate for it, and then demodulates@ansmitted data and then de-
codes the data to correct for any errors during transmisgitthough not shown in the figure,
many other impairments in the channel and the radio, suchdisd, interference, 1/Q imbal-

11
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Fig. 10. Typical operations at a transmitter of a basebandgsor. Source: Texas Instruments
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Fig. 11. Typical operations at the receiver of a basebandegsor. Source: Texas Instruments

ance, frequency offsets and phase offsets are also catraictiee receiver. The algorithms used
at the receiver involve sophisticated signal processimhiargeneral, have increased in com-
plexity over time, while providing more reliable and stabanmunication systems.
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3.2 Architecture designs

A wide range of architectures can be used to design a comutions processor. As shown in
Figure 12, these architectures trade-off flexibility witbrfprmance/power and are dependent
on the application. A custom ASIC has the best efficiency imseof data rate at unit power
consumption — but at the same time it has the least amount>abifiey [13]. A fully pro-
grammable processor on the other hand, is extremely flekililes not area/power/throughput
efficient. We discuss the trade-offs among the differenesypf architectures in order to use
them as communication processors.

3.2.1 Custom ASICs

Custom ASICs are the solution for communication procegsatgprovide the highest efficiency
and the lowest cost in terms of chip area and price. This, filekyeomes at the expense of a
fairly large design and test time and lack of flexibility arw&bility with changes in standards
and protocols. A partial amount of flexibility is provided eegister settings which are then
controlled by the MAC or higher layers in firmware (softwaredr example, the data rate to
be used for transmission can be programmed into a registiee ioustom ASIC from the MAC
and that can be used to set the appropriate controls in tleegsor.

3.2.2 Reconfigurable processors

Reconfigurable processors are a relatively new additiohéatea of communication proces-
sors. Reconfigurable processors typically consist of a G{H€ instruction set processor with
a reconfigurable fabric attached to the processor core. réomnfigurable fabric is typically

13
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Fig. 13. Reconfigurable communications processors. SoGit@meleon Systems [14]

used to run complex signal processing algorithms that haffecient parallelism and need a
large number of adders and multipliers. The benefits of thenfigurable fabric compared to
FPGAs is that the reconfiguration can be done dynamicallinduun-time. Figure 13 shows
an example of the Chameleon reconfigurable communicatiamtepsor [14].

The reconfigurable fabric and the instruction set compgéek to provide the flexibility needed
for communications processor while providing the dediddtgyic in the reconfiguration fab-
ric for efficient computing which can be reprogrammed dyreaity. One of the major disad-
vantages of reconfigurable processors is that the softwate &nd compilers have not been
progressed to a state where performance/power benefitasitg @sible along with the ease
of programming the processor. The Chameleon reconfigupabteessor is no longer an active
product. However, several researchers in academia, SUGARS at Berkeley [15], RAW at
MIT [16], Stallion at Virginia Tech [17] and industry such BACT [18] are still pursuing this
promising architecture for communication processors.

3.2.3 Application-specific instruction processors

Application-specific instruction processors (ASIPs) arecpssors with an instruction set for
programmability and with customized hardware tailoredda@iven application [19]. The pro-

grammability of these processors followed by the custotiinafor a particular application

to meet data rate and power requirements make ASIPs a viabtidate for communication
processors [20, 21].

A DSP is an example of such an application-specific instomctirocessor with specific opti-
mizations to support signal processing operations. Sitaselards are typically driven by what
is possible from an ASIC implementation feasibility for tqgerformance and power, it is dif-
ficult for a programmable architecture to compete with ayfalistom based ASIC design for

14
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wireless communications. DSPs fail to meet real-time megoénts for implementing sophis-
ticated algorithms due to the lack of sufficient functionalts. However, it is not simple to
just increase the number of adders and multipliers in a D&f#liffonal single processor DSP
architectures such as the C64x DSP by Texas Instrumentsef@ploy VLIW architectures
and exploit instruction level parallelism (ILP) and subdgarallelism. Such single processors
DSPs can only have limited arithmetic units (less than 1@d)@nnot directly extend their ar-
chitectures to 100’s of arithmetic units. This is becauseha the number of arithmetic units
increases in an architecture, the size of the register fild$tee port interconnections start domi-
nating the architecture [23, 24]. This growth is shown asrtooa in Figure 14. While the use of
distributed register files may alleviate the register filplegion at the cost of increased penalty
in register allocation [23], there is an associated cosipicting ILP due to limited size of
register files, dependencies in the computations and thsteegnd functional unit allocation
and utilization efficiency of the compiler. It has been shahat even with extremely good tech-
niques, it is very difficult to exploit ILP beyond 5 [25]. Tharge number of ALUs also make
the task of compiling and scheduling algorithms on the ALUd keeping all the ALUs busy
difficult.

Another popular approach to designing communication @sme is to use a DSP with co-
processors [27—29]. The co-processors are still needestHiorpy more sophisticated operations
that cannot be done real-time on the DSP due to the lack otmuffiadders and multipliers. Co-
processor support in a DSP can be both tightly-coupled amgElg-coupled [29]. In a tightly-
coupled coprocessor (TCC) approach, the co-processofaoés directly to the DSP core and
has access for specific registers in the DSP core. The TC@agpiis used for algorithms
that work with small datasets and require only a few instamctycles to complete. The DSP
processor freezes when the co-processor is being utilineé the DSP will have to interrupt
the co-processor immediately in the next few cycles. In tithe TCC is integrated into the
DSP core with a specific instruction or is replaced with cada faster or lower-power DSP. An
example of such a TCC approach would be the implementatiai@aflois field bit manipulation
that may not be part of the DSP instruction set [29]. The lyoseupled approach (LCC) is used
for algorithms that work with large datasets and requiraificant amount of cycles to complete

15
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Fig. 15. DSP with co-processors for decoding. Source: AglawlSSC 2002 (Texas Instruments) [22]

without interruption from the DSP. The LCC approach allolwe DSP and co-processor to
execute in parallel. The co-processors are loaded withdrenpeters and data and are initiated
through application-specific instructions. The coprooessit on an external bus and do not
interface directly to the DSP core, allowing the DSP core xecate in parallel. Figure 15
shows an example of the TMS320C6416 processor from Tex#&sihments which has Viterbi
and Turbo co-processors for decoding [22] using the loasalyled coprocessor approach. The
DSP provides the flexibility needed for applications anddtxgrocessors provide the compute
resources for more sophisticated computations that atgl@itmbe met on the DSP.

3.2.4 Programmable processors
In order to be precise with definitions, in this subsectioaconsider programmable processors

as processors that do not have an application-specific matiion or instruction set. For exam-
ple, DSPs without co-processors are considered in thiestiba as programmable processors.

16
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Fig. 16. DSP and stream processors. Source: Rajagopal [12]

Stream processors are programmable processors that hi@vezagions for media and signal
processing. They are able to provide 100’s of ALUs in a preceby arranging the ALUs into
groups of clusters and exploiting data parallelism acrdgsters. Stream processors are thus
able to support GOPs of computation in the processor. Fibgishows the distinction between
DSPs and stream processors. While typical DSPs exploitrjsitiction level parallelism (ILP)
and sub-word parallelism (SubP), stream processors ajdoiedata-parallelism across clusters
(CDP) to provide the needed computational horsepower.

Streams are stored in a stream register file, which can effigieransfer data to and from a
set of local register files between major computations. Loagister files (LRFs), co-located
with the arithmetic units inside the clusters, directlydékose units with their operands. Truly
global data, data that is persistent throughout the agpitas stored off-chip only when nec-
essary. These three explicit levels of storage form an effta@ommunication structure to keep
hundreds of arithmetic units efficiently fed with data. Theabgine stream processor developed
at Stanford is the first implementation of such a stream @smre[30]. Figure 17 shows the
architecture of a stream processor, witharithmetic clusters. Operations in a stream processor
all consume and/or produce streams which are stored in titeadlg located stream register file
(SRF). The two major stream instructions are memory traasfied kernel operations. A stream
memory transfer either loads an entire stream into the S&R &xternal memory or stores an
entire stream from the SRF to external memory. Multipleastrenemory transfers can occur
simultaneously, as hardware resources allow. A kernelatiper performs a computation on a
set of input streams to produce a set of output streams. Kepeeations are performed within a
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Fig. 17. Stream Processor Architecture. Source: Rixndr [26

data parallel array of arithmetic clusters. Each clusteiopes the same sequence of operations
on independent stream elements. The stream buffers (9B&)thk single port into the SRF ar-
ray (limited for area/power/delay reasons) to be time-ipi#ked among all the interfaces to the
SRF, making it appear that there are many logical ports hg@tray. The stream buffers (SBs)
also act as prefetch buffers and prefetch the data for keperhtions. Both the SRF and stream
buffers are banked to match the number of clusters. Henceelsethat need to access data in
other SRF banks need to use the inter-cluster communicaéitwork for communicating data
between the clusters.

The similarity between stream computations and commupitgirocessing in the physical
layer makes stream-based processors an attractive a@tdngecandidate for communication

processors [8, 31].
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4 Medium Access Control (MAC) and Network Processors

While the focus of this chapter is on the physical layer of tbenmunication processor, the
MAC and network layers have a strong interaction with thegutgl layer, especially in wire-
less networks. In this section, we briefly discuss the chghs and functionality needed in
processors for MAC and network layers [32].

MACs for wireless networks involve greater challenges tNekCs for wired networks. The
wireless channel necessitates the need for re-transmssgiben the received data is not de-
coded correctly in the physical layer. Wireless MACs alsechtd send out beacons to notify
the access point (AP) that there is an active device presethisonetwork.

Typical functions of a wireless MAC include

(1) Transmissions of beacons in regular intervals to inditae presence of the device on the
network

(2) Buffering frames of data that are received from the ptaidayer and sending requests for
re-transmissions for lost frames

(3) Monitoring radio channels for signals, noise and irgezhce

(4) Monitoring presence of other devices on the network

(5) Encryption of data using AES/DES in order to provide sigwver the wireless channel

(6) Rate control of the physical layer to decide what datesrahould be used for transmission
of the data

From the above, it can be seen that the MAC layer typicallplves significant data manage-
ment and processing. MACs are typically implemented as aauation of a RISC core which
provides the control to different parts of the processor dadicated logic for parts such as
encryption for security and host interfaces.

Some of the functions of the network layer can be implementethe MAC layer and vice-
versa, depending on the actual protocol and applicatiod. Usgical functions at the network
layer include:

(1) Pattern matching and lookup. This involves matchingkhaddress and TCP port

(2) Computation of checksum to see if the frame is valid andaditional encryption and
decryption

(3) Data manipulation involving extracting and insertidrfields in the IP header and also,
fragmentation and re-assembly of packets

(4) Queue management for low priority and high priority ficafor QoS

(5) Control processing for updating routing tables and ts1e check for re-transmissions and
backoff etc.
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5 Conclusions

Communication processor designs need to be re-evalugiedicantly for future systems as
the rate of technology increase is unable to catch up withrtbeease in data rates and the
increase in algorithm complexity. The need for greater ffi¢ixy in order to support multiple
protocols and be backwards-compatible only exacerbageddkign problem due to the need
to design programmable solutions that can provide highutinput and meet real-time require-
ments while being area and power efficient. The stringentlaggry requirements on spectrum,
transmit power and interference mitigation makes the desigthe radio difficult while the
complexity, diverse processing characteristics and astesn between the physical layers and
the higher layers complicates the design of the digital pathe communication processor.
Various tradeoffs can be made in communication processagtimize throughput vs. area vs.
power vs. cost and the decisions are dependent on the appialadion under consideration.
We present a detailed look at the challenges involved ingoésj these processors and present
sample communication processor architectures that arg lmeinsidered for communication
processors in the future.
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