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ABSTRACT

Numerically Stable and Statistically Efficient Algorithms for Large Scale
Exponential Fitting

by

Jeffrey M. Hokanson

The exponential fitting problem appears in diverse applications such as magnetic
resonance spectroscopy, mechanical resonance, chemical reactions, system identifi-
cation, and radioactive decay. In each application, the exponential fitting problem
decomposes measurements into a sum of exponentials with complex coefficients plus
noise. Although exponential fitting algorithms have existed since the invention of
Prony’s Method in 1795, the modern challenge is to build algorithms that stably re-
cover statistically optimal estimates of these complex coefficients while using millions
of measurements in the presence of noise. Existing variants of Prony’s Method prove
either too expensive, most scaling cubically in the number of measurements, or too
unstable. Nonlinear least squares methods scale linearly in the number of measure-
ments, but require well-chosen initial estimates lest these methods converge slowly or
find a spurious local minimum.

We provide an analysis connecting the many variants of Prony’s Method that have
been developed in different fields over the past 200 years. This provides a unified
framework that extends our understanding of the numerical and statistical properties
of these algorithms.

We also provide two new algorithms for exponential fitting that overcome several



practical obstacles. The first algorithm is a modification of Prony’s Method that
can recover a few exponential coefficients from measurements containing thousands
of exponentials, scaling linearly in the number of measurements. The second al-
gorithm compresses measurements onto a subspace that minimizes the covariance of
the resulting estimates and then recovers the exponential coefficients using an existing
nonlinear least squares algorithm restricted to this subspace. Numerical experiments
suggest that small compression spaces can be effective; typically we need fewer than
20 compressed measurements per exponential to recover the parameters with 90%
efficiency. We demonstrate the efficacy of this approach by applying these algorithms
to examples from magnetic resonance spectroscopy and mechanical vibration.
Finally, we use these new algorithms to help answer outstanding questions about
damping in mechanical systems. We place a steel string inside vacuum chamber and
record the free response at multiple pressures. Analyzing these measurements with
our new algorithms, we recover eigenvalue estimates as a function of pressure that

illuminate the mechanism behind damping.
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Chapter 1
Introduction

Exponential signals abound: from the decay of radioactive isotopes, sine waves in ra-
dio, and decaying sinusoids in Magnetic Resonance Spectroscopy (MRS) experiments.

In all cases, the signal takes the form

B() = g(0) + 3 ae, (L.1)

where ap € C is the amplitude, w, € C the complex frequency, and g € C some
random noise. The complex frequency wy takes several forms: real and negative for
radioactive decay, purely imaginary for radio waves, and in the left half of the com-
plex plane for MRS experiments. The goal of exponential fitting is to recover the
parameters a = [ag, -+ ,a, 1]' and w = [wg, - ,w, 1] that best approximate a
finite number of samples of y(t). These parameters a and w reveal important in-
formation: the presence of isotopes, velocities of radar targets through the Doppler
effect, resonant frequencies of mechanical structures, and the structure of organic
compounds. Algorithms for exponential fitting descend in two distinct lineages: one
beginning with Prony’s Method in 1795 [127] and the other beginning with nonlinear
least squares circa 1805 (Legendre). Prony’s Method has profound numerical and
statistical flaws: it yields biased estimates of w, the covariance of w typically exceeds
the Cramér-Rao lower bound by several orders of magnitude, and the estimates of
w are extremely sensitive to rounding errors even for moderate numbers of exponen-

tials (p & 20). Dozens of variants of Prony’s Method have been developed in the



past two hundred years, but none simultaneously solves all these problems without
requiring prohibitive amounts of computational work. In contrast, the nonlinear least
squares formulation has excellent numerical and statistical properties, but requires
potentially many expensive iterations. Exponential fitting is but one example among
many nonlinear least squares problems solved by specialized optimization algorithms,
such as the Levenberg—Marquardt algorithm. There are no specialized algorithms ex-
clusively for exponential fitting, but Variable Projection [55] was developed to reduce
the computational work by constructing the gradient and Jacobian for w while im-
plicitly solving for a. The modern challenge is to build algorithms that stably recover
statistically optimal estimates of the exponential coefficients w and a while using the
millions of measurements of y that are easily available with modern hardware. In this
thesis we build new algorithms for the exponential fitting problem that require fewer
operations and offer improved numerical and statistical properties, and descend from
both Prony’s Method and nonlinear least squares.

The first contribution of this thesis is a comprehensive linear algebra-based un-
derstanding of Prony’s Method and its many derivatives in Chapter 2. The variants
of Prony’s Method are spread across many disciplines (see Table 1.1); we provide a
cohesive review across these fields that goes beyond the limited reviews that already
exist: [79] in the physics literature, [102] in the structural analysis literature, [9] for
the radar detection problem, [66] considering primarily statistical questions in the
applied math literature, and [150] for subspace methods in the electrical engineering
literature. We also provide a new statistical analysis that yields estimates of the bias
and covariance of Prony’s Method; these estimates also apply to other variants of
Prony’s Method. This comprehensive review and analysis of Prony’s Method reveals

two new Prony-type methods. The first is a Restarted Prony’s Method that determines



Table 1.1 : A sampling of papers from fields in which exponential fitting occurs.
Within each field, papers are listed chronologically.

Field Cite. Description
Astronomy [162] alternating optimization of a and A, with heuristics for
initial conditions
Biology [122]  Peeling Method
[33]  compressing measurements for Prony’s Method
[121] Prony’s Method using determinants, rebuked by [140]
[139] Prony’s Method with extraneous exponentials
Chemistry [53,  Laplace transform methods
54]
[78]  Prony’s Method with weighted sums of entries
Magnetic [11]  copy of [92]
Resonance [12]  copy of [94]
[75]  total least squares variant of Kung’s Method
[153]  copy of Variable Projection [55]
Mathematics ~ [69]  minimizing residual with Prony’s Method constraint
[28]  enforcing Aj,a; € RT using quadratic programming
[55]  Variable Projection
[116] Nullspace method in right norm
[123] Prony’s Method, expanded to include translated expo-
nentials
[108] genetic algorithm for exponential fitting
Radar 9] review
Physics [74]  integral representation
Systems [92]  Prony’s Method with extraneous exponentials and trun-
cated SVD
[94]  Prony’s Method with extraneous exponentials using the
left singular subspace
Vibration [102] literature review
[44]  literature review and analysis of algorithms
[109] modification of Ibrahim time domain method (a variant

of Prony’s Method)




a few exponentials among many exponentials, inspired by the Implicitly Restarted
Arnoldi Method [142]. The second is the Mazimum Likelihood Prony Method that is a
fast, stable variant Householder’s Method that yields maximum likelihood estimates
of exponential parameters.

Another contribution of this thesis is the framework of compression to solve non-
linear least squares problems (Chapter 4). Rather than solving the full nonlinear least
squares problem

0 = argmin [y — £(8)3, (1.2)
0

this approach compresses (1.2) onto the subspace W C C™ spanned by W € C™*™,

(with W*W = 1) and instead solves
6,y = argmin |[W*y — W*£(0)|[2. (1.3)
0

Whereas existing techniques such as Incremental Gradient [50] choose W' from ran-
dom columns of the identity matrix I, we choose W deterministically to minimize the
covariance of 5, and measure the increase of the covariance using a generalization of
Fisher’s efficiency. By choosing matrices W where W*f(8) has a closed form expres-
sion, we are able to reduce the computational burden while maintaining statistical
accuracy. For the exponential fitting problem, we build W from columns of a block
diagonal matrix composed of discrete Fourier transform blocks. Typically, twenty
columns per exponential (m = 20p) are sufficient to recover 0,y with 90% efficiency.

When solving the exponential fitting problem using optimization, such as in the
compressed case discussed above, both the number of exponentials and initial esti-
mates of w (and sometimes a) are required. In Chapter 3, we review existing tech-
niques for choosing the number of exponentials and providing initial estimates. One

contribution we make is to update the Peeling Method [122] to use complex data and



initial parameter estimates provided by the Restarted Prony Method. We also review
existing statistical criteria for selecting the number of exponentials using the Akaike
Information Criterion and the singular values of a Hankel matrix. In Corollary 3.1
we improve the Hankel matrix singular value criteria by providing a new, accurate
estimate of singular values corresponding to noise.

In this chapter, begin by formulating the exponential fitting problem, discussing
existence and uniqueness. Then, we use the simple harmonic oscillator to illustrate
how many systems described by differential equations have solutions that consist of
sums of complex exponentials. By determining the exponential coefficients w, we can
infer parameters of the underlying differential equation. We then show that expo-
nential fitting is a special case of system identification that arises from free response
measurements. As history of exponential fitting is intertwined with many fields,
including system identification, we provide a brief historical sketch in Section 1.4

including work from the present day.

1.1 Formulation of the Exponential Fitting Problem

Recalling (1.1), the exponential fitting problem seeks to recover estimates w and a of
the true parameters @ and a from the noisy measurements of (1.1) at times ¢;:
p—1

Jt) =g+ Y e eC,  0<j<n, (1.4)
k=0

1

where g¢; is some random noise.” In this thesis, we make three further common

assumptions.

!Tildes (e.g., @;) denote perturbed quantities; hats (e.g., @;) true values.



First, we assume that y is sampled at a regular rate, i.e., t; = dj, resulting in
p—1
J0j) =T =g;+Y @ €C 0<j<n, (1.5)
k=0
where § has been absorbed into @. Regularly sampled measurements are a by-product
of the hardware used to acquire measurements in many fields (e.g., radar, magnetic
resonance, mechanical resonance) and consequently, in most large scale problems
(n > 10%), y is sampled regularly. This assumption is also necessary to use Prony-
type methods. When measurements are sampled irregularly, as in astronomy, we can
either use nonlinear least squares methods, which do not require regular sampling,
or construct regularly sampled measurements by interpolating the irregular measure-
ments. Interpolation can result in systematic error, especially when y(6(j+1)) —y(d7)
is large.

The second assumption is that noise components g; € C are normally distributed
random variables, The third assumption is that we seek maximum likelihood estimates
of @ and a. Hence if g samples a standard complex normal distribution with zero
mean and covariance X, then the maximum likelihood estimates are given by

[w,a] = argmin ||y — f(|w, a])||s, (1.6)

w,aeCr

where [f([w,a])]; = Y27~} are* and ||x|% = x*E7'x. The assumption of normally
distributed noise is both reasonable and practical: reasonable, because if there are
many sources of noise, the central limit theorem guarantees the resulting noise will
be approximately normally distributed; practical, because the resulting maximum
likelihood estimates minimize a weighted ¢, norm and the inner product associated
with this norm gives additional structure that aids solving (1.6). If g samples an-

other distribution, an alternative objective function is required. For example, the



noise in radioactive decay samples a Poisson distribution. However, for large radioac-
tive samples, the Poisson distribution approximates a normal distribution [17, §2.4].
Maximum likelihood estimates are not the only approach for computing estimates w
and a; some authors take a Bayesian approach (see, e.g., [3]) that assumes some prior
knowledge about the true parameter values @ and a [24].

We can measure the efficiency of any exponential fitting algorithm by comparing
the covariance of 8 = [@",a"]T to the Cramér-Rao lower bound. The Cramér-Rao
bound provides a lower bound on the covariance of any technique that estimates
parameters 0 from noisy measurements y = g + f (5) If @ is an unbiased estimate

of 8 and g samples a complex normal distribution with zero mean and covariance 32,

then the Cramér-Rao bound gives

~ ~ o~ o~ -~ ~ o~ ~

Cov[0] := E[(0 — 0)(8 — 8)"] = (F()'S'F(8))~! =: 7(6)" (1.7)

where [F(0)].; = 0/00,£(0) |137, eq. (6.51)]. Sections 3.2 and 3.3 give expressions
for the Fisher information matrixz Z particular to the exponential fitting problem. A
similar bound for biased estimates of 6 also exists [137, eq. (6.50)], and sometimes
biased estimates can have a smaller covariance than unbiased estimates — although
this does not appear to be the case for the exponential fitting problem. To measure the
effectiveness of an exponential fitting algorithm, we generalize Fisher’s efficiency [49,

84| to multivariate problems, defining the efficiency of an estimator that yields 0 as

TrZ(9)!
ey = ———————. 1.8
o= Tr Cov|[6)] (18)

This efficiency is typically reported as a percentage. Typically we consider the limit

where 3 — 0 uniformly. Section 4.1 motivates this definition, as Tr Cov[@] corre-

sponds to the expected {5 error of 0.



Finally, for notation, Prony-type methods recover \; := e“ instead of w; directly.

Correspondingly, we can rewrite (1.6) as
p—1

Ui=gi+ Y @A, 0<j<n (1.9)
k=0

We do not use this parameterization when using nonlinear least squares methods
because, when n is large, errors accumulate when computing Ay, either by A}, = e/ o8 A

or by repeated multiplication [64, §2.10].

1.1.1 Special Cases for Real Measurements

Although we primarily deal with the generality of complex measurements for sim-
plicity, most applications have real measurements y (see Table 1.2). In this case, the
maximum likelihood estimator for w and a remains the same, (1.6), except g samples
a real distribution with covariance ¥ (see Appendix A). Real measurements enforce
one of two special cases on the parameters w and a.

The least restrictive case allows w and a to be complex, but if w; is non-real, then
for some £, w, = @; and a; = @;. This case corresponds to damped sines and cosines.
These sines and cosines will be undamped if w is purely imaginary.

The more restrictive case, occurring in diffusion and radioactive, decay requires
w € R™ and a € R". Although this can be easily imposed using inequality constraints

on the nonlinear least squares problem, there exist specialized algorithms: e.g., [28].

1.1.2 Existence and Uniqueness

Regardless of whether the measurements y are real or complex, there always exists a
solution of (1.6) that such that f([w, a]) = y. Pisarenko [125] establishes the existence

of a solution by invoking a theorem of Carathéodory [60].



Table 1.2 : Applications of exponential fitting. Problems with complex data (y €
C") are marked by o. Problems with real data (y € R") and minimal restraints on w
and a are marked by x. Problems with real data that enforce w € R~ and a € R"
are marked by +.

Field Cite. Type Applications
Biology [41] x4+ multi-compartment models
[76] + pulse fluorometry
[122] + gas absorption
Chemistry [53] + multiple species chemical reaction rates
[152] o magnetic resonance spectroscopy
Electronics [80] + power systems
Physics [88]  + radioactive decay
[15] X lack hole mergers
[74]  + underwater explosions
[70] X musical instruments
[100] X crack detection
[132] normal modes of the earth
Vibration [46] X modal analysis

Theorem 1.1 (C. Carathéodory). Lety € C", y # 0, n > 0. There exists an integer

1 <p<n and constants a € RY_, w € [0,27]P, with w; # wy, if j # k and
p—1
ye=Y_a;e™  k=01..,n-1 (1.10)
5=0
The integer p and the constants a,w are uniquely determined.

A crude way to construct this solution is to use the discrete Fourier transform. If
we choose w to be the nth roots of unity (w; = 27j/n) then a is given by the discrete
Fourier transform of y, i.e.,

a=Fy (1.11)
where [F,]; = n~1/2e2miik/n,
Solutions to the exponential fitting problem are not unique, as we are free to

permute the entries of w and a simultaneously. To compare two solutions w and w,
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we always use the marriage norm that permutes w to minimize the mismatch, i.e.,
min | X, — Alls, (1.12)
™

where 7 is a permutation. This permutation can be constructed in at most p? oper-
ations using the Marriage Algorithm developed by Gale and Shapley [51].

In practice, we are not interested in solving (1.6) as stated, but instead solve (1.6)
while assuming a statistically justified number of exponentials, as discussed in Sec-
tion 3.5. Determining the number of exponentials is related to the minimum realiza-
tion problem in system identification, which seeks the smallest model order p that

accurately describes the system; see, e.g., [58].

1.1.3 Nonparametric Methods

Parametric signal processing problems, such as exponential fitting, assume the signal
y is determined by a known model with some unknown parameters (i.e., w). Non-
parametric methods are an alternative for exploratory data analysis that attempt to
extract instantaneous frequency information as a function of time. The most basic
of these methods is the spectrogram: taking the discrete Fourier transform of small
segments of y. The time and frequency resolution of the spectrogram is limited by the
size of the Fourier transform, with smaller segments yielding finer time resolution but
coarser frequency information. Wavelet analysis fixes the resolution problem in the
spectrogram, providing a uniform resolution over frequency and time; see, e.g., [48].
The results of wavelet transforms are sometimes hard to interpret, prompting the
use of the Hilbert-Huang transform [73]. The Hilbert-Huang transform breaks y into
a combination of so called ‘intrinsic mode functions’ and reveals the time-frequency
dependence using the Hilbert transform of each of these mode functions, providing a

more concentrated representation of energy in frequency and time [73].
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Although these nonparametric methods can be used to estimate the exponential
parameters w, direct parametric methods will provide better estimates provided y

fits the model, in our case, exponentials plus noise (1.1).

1.2 A Prototypical Exponential Fitting Application

The simple harmonic oscillator is a prototypical example that illustrates how exponen-
tial fitting originates in many fields, and also shows the infrequent case of degenerate
exponentials and the complications that can arise in parameter recovery. Two com-
mon forms of the simple harmonic oscillator are the mass-spring-damper system or
the resistor-capacitor-inductor circuit, both illustrated in Figure 1.1. We consider the

general case where u solves the second order differential equation
u () + 2yu' () + cu(t) = 0, u(0) = ug, u'(0) = vp. (1.13)

We can describe u as the sum of two exponentials. Linearizing (1.13) yields the

coupled, first order differential equation

/

u'(t) _ x1(t) _ 0 1 x1(t) o X = Ax. x(0) = xo = Ug

u”(t) x5 (t) —c2 =2y |2t Vo

When A is diagonalizable, we can decompose A as AV = V2, where V is the matrix

of eigenvectors and © = diag(w,,w_) is the matrix of eigenvalues:

1 1
wy=—yE\2—-¢c2 V= [V+ V_} = . (1.15)
Wi wW-
Then the matrix exponential gives the solution to (1.14):
x(t) = etxy = VeV lx, wh
where V7! = W =
=v,ietwhxg + v_e wixg w
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Mass-Spring-Damper System Resistor-Inductor-Capacitor Circuit

7

2R
u
g K17
ESIDAES
T (G — L
u
mass, m
mu” 4 2yu' + ku = 0 Lu" 4+ 2Ru' +1/Cu =0

Figure 1.1 : Two equivalent harmonic oscillators.

Since u(t) = [x(t)]o = e x(t), where ey, is the k column of the identity matrix, then

u(t) = egx(t) = |eg vow’ x(0)] €+ + [eg v_wix(0)] "~ (1.16)

= a, et 4 a_e-.

Linearization of other differential equations will always result in a sum of exponentials,
provided A is diagonalizable. Then we can recover w and a from noisy measurements
y; = u(dj) + g; by solving the exponential fitting problem (1.6).

Not every differential equation will result in the sum of exponentials. In the simple
harmonic oscillator example when v = ¢, then w, = w_ = —y and A has a Jordan
block. Then the solution for u(t) has polynomial terms as well as exponentials. If

AV = V1] is the Jordan normal form, where
V= and J = : (1.17)

then writing J = €2 + N, where N is the nilpotent part of J,

x(t) = etxo = VeIV lx) — e V(I +tIN)V 'xy = e %y + te 7 (VNV 'x,).
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Consequently, u exhibits exponential decay with a polynomial component,
u(t) = (egxg)e " + (e VNV 'xo)te ™ = age " + arte ", (1.18)

In practice, we are unable to distinguish between non-diagonalizable systems resulting
in non-exponential behavior from those that are diagonalizable and do have exponen-
tial behavior. The matrix exponential is a continuous function, and as diagonalizable
matrices are dense in the set of all matrices, an arbitrary perturbation of measure-
ments u(¢) from a non-diagonalizable system will correspond to a diagonalizable sys-
tem (possibly with exotic transient behavior). However, if this structure is known a
priori, then specialized techniques can be used such as modifying f in (1.6) or exploit-
ing generalizations of the Vandermonde-Hankel decomposition [151, Thm. 4.12].

We can also use exponential fitting to infer v and ¢ from the original differential
equation. Rather than developing a specialized algorithm to find these parameters,
we first recover the eigenvalues of A (the exponential parameters w) and from these,
estimate the desired parameters. For example, to recover v from noisy measurements

y, we first estimate w and then solve

Wy —y + /7?2 — 2

7 = argmax — 5 (1.19)
gl o =2 = 2
®

where X is the covariance of w. Then the Principle of Invariance (§ A.6) guarantees
that 7 is a maximum likelihood estimate of v. We must be careful when measurements
are real: if @, is complex, then @_ = &, and these two are correlated and we must
consider the covariance of the real and imaginary parts separately. Figure 1.2 provides
an example of this recovery.

Recovering parameters from the underlying differential equation for other prob-

lems follows a similar procedure: compute maximum likelihood estimates w (eigen-
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10715 - ".. _|

10717

Cov 7

10719

« Experimental covariance
—— CRB using w
—— CRB using w, a

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

10721

Figure 1.2 : Covariance of 7 recovered from w via Monte-Carlo experiments us-
ing (1.19) as compared to the Cramér-Rao lower bound (denoted CRB). In this ex-
ample, we used initial conditions uy = 1 and vy = 0 with ¢ = 1 and record n = 100
measurements sampled at t; = j polluted by g with covariance ¥ = 107°I. Ignor-
ing the additional information encoded by the initial conditions and revealed by a,
causes the Cramér-Rao bound to increase. The numerical experiments do not match
the Cramér-Rao bound, as the computation of the bound in this example ignores the
fact w comes in conjugate pairs.
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values of A) from measurements y and, from knowledge of the structure of A, com-
pute the desired underlying parameters. This second step is called an inverse eigen-
value problem, for which there are many specialized algorithms, see, e.g., Chu and
Golub [30]. In Chapter 5, we are concerned with recovering a damping model for a
vibrating string. Assuming the damping originates from a variable viscous damping
symmetric about the center of the string, Cox and Embree provide an algorithm to
recover this unknown damping function [37]. However, most authors are concerned
only with the inverse eigenvalue problem and do not attempt to estimate eigenvalues
from actual measurements; a notable exception is Cox, Embree, and Hokanson who
reconstructed the mass distribution of a beaded string from experimental data [38].
However, none of these inverse eigenvalue algorithms use the covariance of w to in-
form the recovery of the underlying system as (1.19) does. Hence, although an inverse
eigenvalue algorithm may recover the underlying parameters exactly in the absence
of noise, in the presence of noise, they will not yield maximum likelihood estimates of
the sought-after parameters, and hence the covariance of their estimates will exceed

the Cramér-Rao bound.

1.3 Exponential Fitting and System Identification

Exponential fitting is a special case of the deterministic realization or system identi-
fication problem in systems theory (see, e.g., [83, §2.2] or [154]). This problem seeks
to recover matrices A, B, C, and D from a known input u and measured output y

related by either the continuous time model

x'(t) = Ax(t) + Bu(t), x(0) = %o
(1.20)

y(t) = Cx(t) + Du(t)
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or the discrete time model

Xpi1 = Axp + Buy Xg given, k> 0.
(1.21)

vy = Cxy + Duy

The realization problem is equivalent to exponential fitting if y € C and if there is
no input, as in the case of ‘free response’ measurements where u = 0 and xy # 0.
Then assuming A is diagonalizable, the output y is a sum of exponentials. In the

continuous time case, using the eigendecomposition of A, AV = VQ

y(t) = CVeHVlx, = z_: ([CV]. 1V " xqls) e, (1.22)
k=0

or in the discrete case, with eigendecomposition AV = VA (to correspond with (1.9))

—_

yir = CVA*V7lxg =) ([CV]. 1 [V 'x0)i) A} (1.23)

. e
0

=

e
Il

The simple harmonic oscillator from the previous section fits into the continuous time
system theory framework using the same A and setting C = [1 0]T; both B and D
are empty matrices as there is no input. In addition to free response measurements,
‘impulse response’ measurements can also be used. Impulse response measurements
assume the initial conditions are zero (xo = 0) and the input vanishes at all times
past t > 0; i.e., input u(t) is a Dirac delta in the continuous time case, u(t) = dy+uy,
or a Kronecker delta input in the discrete time case, u, = g xuo.

Due to the relation between exponential fitting and system identification, many
exponential fitting algorithms are parallelled by results in the systems literature. For
example, the Ho-Kalman Method for system identification [85, §6.2| is related to
Kung’s Method [94], as both estimate A using the left singular vectors of a Hankel
matrix of observations, but Kung’s Method goes one step further, estimating the

exponential coefficients A as eigenvalues of A.
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1.4 A Brief History of Algorithms for Exponential Fitting

The history of the exponential fitting problem begins in 1795 with the publication
of the first exponential fitting algorithm (for A € RP) by Gaspard Riche de Prony
in Journal de I’Ecole Polytechnique [127] and continues to the modern day. Expo-
nential fitting algorithms descend from the 18th century in two distinct lineages: one
beginning with Prony’s Method and the other that solves the nonlinear least squares
problem (1.6) using an optimization algorithm. The first use of least squares to first
fit a function to measurements is the subject of a priority dispute between Legendre,
who published first 1805, and Gauss, who claimed to have developed the method
in 1795 but did not publish his result until 1809; see [47] for a history. However,
Gauss did develop the justification of least squares: minimizing the sum of squares
yields a maximum likelihood estimate when noise is normally distributed. Over the
next two hundred years, other authors would modify each of these methods. Prony’s
Method is both numerically unstable and yields very inefficient estimates (in the sense
of (1.8)); subsequent modifications focus on improving these properties. In contrast,
nonlinear least squares methods are both numerically stable and statistically efficient,
but require many, potentially expensive, iterations to converge; consequently, most
improvements attempt to reduce the computational cost.

The earliest modification of Prony’s Method was developed by Yule (1927) [166]
and Walker (1931) [156] to determine the period of sunspot numbers; see [104, §1.2].
Their method is similar to Prony’s Method, except it computes an autoregressive
model using autocorrelation measurements rather than the direct measurements y
(see Section 2.6). This spawned a series of algorithms that parallel developments in
exponential fitting, such as Pisarenko’s Method [125] (paralleling Prony’s Method),

MUSIC [10] (paralleling the Kumaresan and Tufts Method [92]), and ESPRIT [134]
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(paralleling Kung’s Method [94]). These papers by Yule and Walker are also the
origin of the Yule-Walker equations used to construct autoregressive models given
autocorrelation measurements.

Until digital computers became common for research during the 1950s, Prony’s
Method appeared in many numerical methods textbooks of the period with simi-
lar prominence to polynomial interpolation; for example: Whittaker and Robinson
(1924) [159, §180|, Lanczos (1956) [95, §IV.23|, and Hildebrand (1956) [65, §9.4].
However, by 1959, Prony’s Method and its variants had fallen out favor, replaced by
nonlinear least squares methods using gradient descent [54, §II].

In 1949, Householder not only identified that Prony’s Method yields inefficient
estimates of @ (a fact that still eludes some authors), but also provided an iteration
that yields the efficient, maximum likelihood estimate of @. Unfortunately these
results went entirely unnoticed and similar maximum likelihood Prony Methods were
reinvented twice: once in 1975 by Osborne [116] and again in 1986 by Bresler and
Macovski [23] (see Section 2.4).

In 1957, there was the first publication of a nonlinear least squares approach for
exponential fitting [88]. However, early methods like this one only used gradient
descent to solve (1.6). Later developments during the 1960s and 1970s provided
more sophisticated algorithms to solve the nonlinear least squares problem such as
the Levenberg-Marquardt Method; see, e.g., [40]. Variable Projection began as a
specialized optimization algorithm for exponential fitting that implicitly solved for
the linear parameters a [138| (1970). Then in 1973 This approach was generalized by
Golub and Pereyra for arbitrary separable nonlinear least squares problems [55].

During the 1960s and 1970s, exponential fitting frequently appeared in the appli-

cation literature; a 1978 bibliography counts 116 papers concerning applications of
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exponential fitting [84]. Most algorithms that appear are either variations of Prony’s
Method or original graphical techniques. For example, Perl reported the Peeling
Method that fits multiple real exponentials by inspection in 1960 [122]; additional
information is provided in [79, VI.B.1]. However, a similar, more robust approach by
Cornell in 1956 [34, §11.3], predates Perl’s example. Prony’s Method reappears, both
directly, reinvented by Parsons [121], and indirectly, where the role of y as in Prony’s
Method has been replaced by linear combinations of y in Cornell’s Method [33] and the
Method of Moments (1973) 78] (see Section 2.8). During this period, some authors
attempted to solve the exponential fitting problem by finding peaks of the inverse
Laplace transform of y(t) [54, 53]. However, these techniques proved ultimately un-
successful as computing the inverse Laplace transform is exponentially ill-conditioned,
see |45, Fig. 6.4]

Starting in 1980 and continuing until the mid 1995, there was a burst of interest
in the exponential fitting problem in the electrical engineering literature. Two forces
conspired to push exponential fitting to the fore: increasing digital signal processing
capabilities and funding motivated by military the applications of radar target iden-
tification [9] and the direction of arrival problem [136]. As speed is critical in digital
signal processing, these methods were variants of Prony’s Method, but improved the
efficiency. The main breakthrough was to include spurious exponentials and using a
low rank SVD solution by Kumaresan and Tufts in 1982 [92]. A system theoretic ap-
proach by Kung, Arun, and Rao in 1983 [94] used the same ingredients, but removed
the problem of separating spurious from non-spurious exponentials. The theoretical
basis for these algorithms was later developed by Rao in 1988 [129]|. It was during
this time that the autocorrelation based algorithms MUSIC and ESPRIT were devel-

oped for the direction of arrival problem. The final major algorithm in this vein is
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Hankel Total Least Squares (HTLS), a total least squares variant of Kung’s Method
developed in 1994 [75].

Since then, exponential fitting continues to appear in many application areas:
magnetic resonance spectroscopy [152] and harmonic suppression in power systems [80]
are particularly active. However, many application fields remain unaware of the ad-
vancements in exponential fitting. For example [132] (2008) discusses an optimiza-
tion approach to exponential fitting that includes polynomial terms that could be
improved using Variable Projection; [155] (2012) uses Prony’s Method without any
modifications that almost certainly results in a poor fit, and [15] (2007) provides a
literature review for fitting exponentials to numerical simulations without noise, but
omits significant methods such as Householder’s Method, Osborne’s Method, Kung’s
Method, and Variable Projection.

In addition to these applications of exponential fitting using physical measure-
ments, there is continued interest exponential fitting from a theoretical perspective.
Exponential fitting is deeply connected to Padé approximation [157] and appears in
many other contexts in applied math [4]. Related to these underyling problems, sev-
eral recent papers investigate exponential fitting in the ¢,, norm; e.g., [18] (2005),

[123] (2011), and [14] (2013).
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Chapter 2

Variations on a Theme of Prony

Prony’s Method has spawned many variants and improvements since its initial devel-
opment in 1795 [127]. These algorithms share a common property: they identify the
exponential coefficients using algebraic relationships — eigenvalues, roots of polyno-
mials, etc. Some of these methods go unrecognized as variants of Prony’s Method, and
the lack of a common derivation hinders the study of each of these variant’s numerical
and statistical properties. In this chapter we present a new, common derivation of
each of these methods, beginning with Prony’s Method in Section 2.1. This improves
and extends an earlier unification of Prony’s Method, Pisarenko’s Method and the
Matrix Pencil Method by Ouibrahim [118].

The numerous variations of Prony’s Method point to the profound statistical and
numerical problems with Prony’s Method. In the presence of noise, Prony’s Method
provides biased estimates of w whose covariance is several orders of magnitude larger
than the Cramér-Rao lower bound on the covariance of w. This was first noticed
and corrected by Householder in 1949 [69], and was subsequently rediscovered by
Osborne in 1975 [116] and Bresler and Macovski in 1986 [23]. These three methods
are discussed in Section 2.4. Prony’s Method is also unstable when there are many
exponentials (e.g., p > 20) due to the sensitivity of roots of a polynomial to pertur-
bations of its coefficients. This instability affects many variations of Prony’s Method,
unless these methods implicitly include additional, extraneous roots to reduce the

sensitivity of the true roots to perturbation, as discussed in Section 2.5.
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In this chapter, we also provide an analysis of the bias and covariance of Prony’s
Method, including a new second order bias estimate in Section 2.3, extending the
work of Hua [71]. Due to the common derivation, we can then extend these estimates
to numerically stable variants of Prony’s Method, such as Kung’s Method.

In organizing these many variants of these Prony’s Method, we also built sev-
eral new variations. One variation provides numerically stable maximum likelihood
estimates by including extraneous exponentials. Another new variant, the Orthogo-
nalized Matrix Pencil Method in Section 2.8, can isolate a few exponentials among

many by orthogonalizing against unwanted exponentials.

2.1 Derivation of Prony’s Method

Prony’s Method consists of two steps: building an autoregressive model that explains
the measurements and then recovering the exponential parameters from this model.
An autoregressive model of order p assumes that the value of ¥, depends linearly

on the preceding p values in y via the formula
p—1
Yp = — Zap,jyk,j k> p. (2.1)
5=0

The first step of Prony’s Method recovers the lag coefficients a by combining p copies

of (2.1) with different k values into a p x p system of linear equations®

Yo Y1 Y2 o Yp-a Q Yp
Y Y2 Ys 0 Yp ap | Yp+1
| Yp—1 Yp Yp+1 - Y2p—2| | Fp—1] | Y2p—1 |

1Some authors (e.g., [120]) prefer flipping the order of , thus flipping the order of columns in

H and resulting in a matrix with Toeplitz structure rather than the Hankel structure.
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which we write as
Ha = —h. (2.2)

Given this structure, H is called a Hankel matrix.
The second step of Prony’s Method recovers the exponential parameters from c.
We note the autoregressive model (2.1) can be rewritten as a first order difference

equation in state-space form

-ykfp+1- i 0 1 1 Yk—p ]
Yk—p+2 _ Yk—pt1

0 1 7
| Yk ] | —Q0 - —Qp—2 —OQp-1| | Yk-1 |

which we abbreviate as

kE>p (2.3)

X — AXk_l (24)

with the initial condition x,. Then measurements g, correspond to the output of the
system viewed through C = e, (see (1.21)) ; i.e., yp = Cxy. If, for the moment, we

assume that A is diagonalizable, then A = VAV ™! and
X = Ak*pxp = VAk*prlxp.

Hence y;, is

p—1

Y = CXk = e; X — ()\ p[ *V} [V Xp Za] . (25)
=0

J=

Thus, the desired exponential parameters \; = e“7 are the eigenvalues of A.

As A is a companion matriz, its eigenvalues are the roots of the polynomial

q(t) =17+ ot b ant b ag = Y (E— A" Zm (2.6)
k
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Algorithm 2.1: Prony’s Method
Input : Measurements o, y1, ..., y2p—1 € C and model order p.
Output: Exponential parameters Ao, A1, ..., A\p_1.
1 Form H € CP*? with [H]; = y;1 and h € C? with [h]; = y,4,;
2 Compute o = —H 'h;
3 Find roots Ay of ¢(t) =t + ap_ltp_l + ozp_gtp_2 + -+ ot + ap.

Prony’s Method, as classically posed [127], found the roots of ¢(t) rather than the
eigenvalues of A, as is now much more common. The polynomial (2.6) is both the
characteristic and minimal polynomial of A. If ¢(¢) has any repeated roots, these
correspond to Jordan blocks of dimension 74 in A [68, Thm. 3.3.6]. Hence A is diag-
onalizable only when the roots A, are distinct. In the exponential fitting setting (1.1)
, the assumption that A is diagonalizable always holds. Measurements y; are of the
form y, = Zj aj)\?; if one exponential is repeated, say, \; = A;, we can combine
these two exponentials, dropping the ¢th term and setting a; < a; + a,. Thus the
eigenvalues of A will always be distinct in the absence of noise.

Prony’s Method is summarized in Algorithm 2.1. As the number of exponen-
tials, p, grows, Prony’s Method becomes increasingly susceptible to the severe ill-
conditioning that can famously arise in root finding computations [160]. Polynomial

roots are extremely sensitive perturbations of the monomial coefficients a. If « is

perturbed to & = a + eV, then the roots Xj of the perturbed polynomial
qt) =t +a, "+ ant + @

obey, asymptotically, in the limit of ¢ — 0 [161, §7.4],
-1 (1
c J—o al(c )/\f
[T (A — An)

In exponential fitting, unperturbed roots will typically be in the neighborhood of

N =\ — + O(e). (2.7)

the unit circle. Hence, the numerator is typically small, on the order of |a™||;.
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However, the denominator can be arbitrarily small if roots A; cluster, causing Xk to

be extremely sensitive to perturbations.?

2.2 Equivalent Reformulations of Prony’s Method

Prony’s Method has deep connections with many existing algorithms. These connec-
tions often go unnoticed (with the exception of [118]) because there are four equivalent
ways to reformulate Prony’s Method. This section reviews these four methods, not-
ing that despite their differences, each becomes increasingly ill-conditioned as the
number exponentials grows, just like Prony’s Method. This ill-conditioning is very
strong: even in the absence of noise, round off error in double precision arithmetic
prevents the recovery of p = 20 exponentials. The ill-conditioning of these methods
can sometimes be mitigated adding extraneous exponentials, described in Section 2.5.
The presence of noise in the measurements adds further complications as discussed
in Section 2.3. None of these methods obtains the Cramér-Rao lower bound on the
covariance of the recovered, noisy . Moreover, these methods have a second order

bias that can make the mean of X far away from its true value.

2.2.1 Prony Least Squares

As Prony’s Method (1795) predated the development of least squares (circa 1805),
Prony found the lag coefficients a with a square H € CP*P, neglecting any information
in y past the 2p entry. A natural extension of Prony’s Method includes this additional

information by appending additional rows to the matrix H in (2.2), finding the least

2In Wilkinson’s polynomial, the ill-conditioning emerges as a result of the high polynomial order
rather than clustering roots. There, he takes A\; = j + 1 for j = 0,1,...,19; then the perturbation

of A\jg contains terms like 2019/(19!)01%).
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Algorithm 2.2: Prony Least Squares

Input : Measurements yg, y1, . . .
Output: Exponential parameters Ao, A, ...
1 Form H € C"P>? with [H];; = y;4x and h € C"P with [h]; = y;.,;

2 Compute o« = —H"h;

3 Find roots A\ of ¢(t) = t? + a,1t#~ " + a9t 2 + - - + ot + ay.

,Yn—1 € C and model order p.
s Ap—1-

squares estimate of the overdetermined system:

Yo n Yp—1 Qp
. U1 Y2 yp a1
min +
acCr
_yn—p—l yn—p yn—2_ _ap—l_
~ ~ o e, e’
H e Crpxp acC?

Yp

Yp+1

Yn—1

N——
heC"?

(2.8)

It is unknown who first combined Prony’s Method with least squares, but this Prony

Least Squares approach (Algorithm 2.2) appears in several early textbooks; e.g., Whit-

taker and Robinson (1924) [159, §180] and Hildebrand (1956) (65, §9.4].

In the absence of noise, Prony Least Squares is equivalent to Prony’s Method, as

h is in the range of H. However, the additional rows tend to improve the condition

number of H, fortifying Prony Least Squares against round off error as compared to

Prony’s Method as Figure 2.1 illustrates. This formulation also exposes why Prony’s

Method provides poor estimates of A in the presence of noise: the norm (2.8) does

not minimize the mismatch between model and measurements, but instead correlates

errors in y with . Section 2.3 analyzes how this affects the estimates of A in the

presence noise.
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Figure 2.1 : An illustration of the sensity of several Prony-type methods to round off
errors. Each method attempted to recover p exponentials from n = 103 measurements
without any noise. The true exponential parameters were first p entries in A = €%,
where @ = [1¢ 1.1i 1.2i 1.3¢ ... 5.97 6i]". In comparison, a nonlinear least squares

method (Section 3.1.4) converged exactly to A in double precision arithmetic.

2.2.2 Nullspace Method

The Nullspace Method rearranges the equations in Prony Least Squares so the lag
coefficients emerge as the nullspace of an expanded Hankel matrix H. The structure
of (2.8) enforces the condition that ¢ is monic, but we can relax this condition finding

so as to find a scalar multiple of g, i.e.,

Q(t) = thp + gpfltp_1 +o+ ot +a

corresponding to the autoregressive model (cf. (2.1))
P
prk = - ng—jyk—ja k: 2 b-
j=1

We then find the coefficients e € CP*! by finding the nullspace of H = [H, h].

Starting from Prony Least Squares

e"
min [H h} B is equivalent to Jnin IHe|, (2.9)

2
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Algorithm 2.3: Nullspace Method
Input : Measurements 4o, v1,...,yn—1 € C and model order p.

Output: Exponential parameters A, A1, ..., A\p_1.
1 Form H € C X0+ with [H];x = yj44;
Compute SVD of H = UXV™ where [X];,;, = 0; and 0; > oy, for all j > k ;
Set a = [V]. 41 € CPTYL
a Find roots Ay, of q(t) = a,t” + o, "'+, ot >+ -+ oyt + .

N

w

There are an infinite number of solutions to the problem on the right; Prony’s Method
chooses the one corresponding to a,,,, while the Nullspace Method chooses the one
where ||a|lz = 1. In the presence of noise, H is unlikely to have a nullspace, so we es-
timate the true nullspace as the smallest right singular vector of H (see Algorithm 2.3
for details).

The Nullspace Method only shows up once in the literature for exponential fitting
methods that directly use measurements y. When Golub was asked by Dudly in 1977
how to improve the stability of Prony’s Method, he suggested normalizing ||a|l2 =
1 [43, p.17]. As Figure 2.1 illustrates, this does improve the conditioning: the error
using the Nullspace Method is less than the error using Prony Least Squares. However,
this idea is prominent in methods that use autocovariance information about y such as

Pisarenko’s Method (described in Section 2.6.2) and the Minimum Norm Method [93].

2.2.3 Prony Matrix Pencil Method

A third reformulation of Prony Least Squares (2.8) finds the exponential parameters
A directly as eigenvalues of a rectangular matrix pencil, rather than as roots of a
polynomial. Although we might hope this avoids the numerical instabilities of Prony’s

Method, the matrix pencil approach is equally flawed.
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The matrix pencil approach starts by appending columns from H to the left of h,

resulting in the linear system

_ Yo Y1 yp—l- —Q _ Y1 Y2 Yp ]
Y1 Yo Yp Yo Y3 Yp+1
0 —apo
| Yn—p—1 Yn—p " Yn—2| | I —ap1 Yn—p Yn—pt1 0 Yn—1]
(2.10)

We call the first Hankel matrix Hy € C %P ([Ho];, = y;1x), the second Hankel
matrix H; € C—p)x»p ([H1ljx = Yj+k+1), and the companion matrix C. Notice that
C = A", where A is the same matrix from (2.4); as such, the eigenvalues of C are the
exponential parameters A. One approach to compute A would be to form C directly
as C = H{H; and then compute the spectrum of C. Another approach would be to

note the eigenvalues of C are also the eigenvalues of the matrix pencil

)\H()X = H1X, (211)

since if (A;,x;) is an eigenpair of C, then
H()CXj = )\jH()Xj = H1Xj.

Most modern Prony-type methods form a matrix similar to C from Hy and Hj,
and then compute the eigenvalues of C to recover A as described in Algorithm 2.4. For
example, the Matriz Pencil Method 72| forms C using a rank-truncated pseudoinverse
of Hy. Kung’s Method (94, 12] is similar, computing C from left singular vectors of
H,. More details on these methods are provided in Section 2.5.

The direct matrix pencil formulation (2.11) is not often used in practice, because
rectangular matrix pencil problems are fraught with numerical challenges. Although

in the absence of noise there exist p distinct solutions JA;, infinitesimal perturbations
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Algorithm 2.4: Prony Matrix Pencil Method
Input : Measurements 4o, v1,...,yn—1 € C and model order p.

Output: Exponential parameters A, A1, ..., A\p_1.
1 Form Hy € C"P*? with [Ho);x = Yji4;
2 Form H; € C"P)*P with Hiljk = Yjrht1;
3 Solve C = H{H; ;
Find eigenvalues \; of C.

I

Algorithm 2.5: Prony Generalized Eigenvalue Problem
Input : Measurements o, y1, ..., y2—1 € C and model order p.

Output: Exponential parameters Ao, A1, ..., \p_1.
1 Form Hy € CP*? with [Ho|;x = yj+k:
2 Form H; € CP*? with [Hy|; % = yj1rt1;

3 Find eigenvalues \; of the generalized eigenvalue problem AHox = H;x.

will, in general, cause there to be no solution (cf., [164]). One approach correcting

this is to find A; as an eigenvalue of the smallest perturbation of Hy and H; [22]; e.g.,

min [ Eollf + |17
Eo,Eq1,\,x (212)
such that A(Hy + Eo)x = (H; + E;)x and |[[x[s = 1.

Not only does this approach not enforce the Hankel structure that Ey and E; must
have, but it uses different perturbations Eq, and E; for each ;. We can avoid the
difficulties of solving the matrix pencil problem (2.11) by truncating the bottom rows
of Hy and H,, resulting in a square generalized eigenvalue problem, yielding A; as
described in Algorithm 2.5.

Although this approach does not explicitly find the roots of a polynomial, it
still suffers from the same ill-conditioning whether we estimate C or directly solve
the generalized eigenvalue problem. We can analyze either approach by using the

rectangular matrix pencil and finding C = HiH; (C = H;'H; in the generalized
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eigenvalue case).® The eigenvalue condition number for eigenvalue \; in C is

cony = Szl o3

|25
where z; and x; are the left and right eigenvectors of C. Since C is a companion

matrix, the left and right eigenvectors are {149, eq. (10), (11)]

-
X; = [1 DD A /\pl] and

' S 1) — )
Zj = 1by by by -+ by where ;bjz :ﬁ'
This special structure gives zjx; = ¢'(\;) and hence

|z;]| L— |\ )%
) = . 2.14
") = oIl VTP (2.14)

This condition number does not include the ill-conditioning that derives from noisy

data, as perturbations to Hy and H; (Eq and E;) yield amplified perturbations to C:
C = (Hy+ Eo)t(H, + E;) = C — H{E,C + H{E, + O(||Eo?). (2.15)

The resulting condition number comparable to that for Prony Least Squares (2.7), as

illustrated in the computations in Figure 2.1.

2.2.4 Prony Determinant Method

A fourth variation of Prony’s Method computes the coefficients of the polynomial
q using the determinant. First note that the Hankel matrix H € CP+)xP can be
decomposed into the product of two Vandermonde matrices V,,(A) € C™*P where

[V(A)];x = A, and a diagonal matrix A = diag(a):

H,,. = V,(A)AV,,(A\)T € C™™. (2.16)

3Generalized eigenvalue perturbation analysis is more intricate and does not apply to the rect-

angular case; see, e.g., [143, Ch. 6].
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This is an immediate result of matrix multiplication and can be generalized to ar-
bitrary Hankel matrices using confluent Vandermonde matrices [151, Ch. 4|. Then,

consider the determinate of the matrix

q(t) = det [Herl,p Vp-&-l(t)} = det {Vp-i-l()‘)AVp()‘)T Vp+1(t) ) (2.17)

As there are p distinct exponentials, V,(A) has full rank; hence the rank of this
matrix is only decreased when ¢ is one of the exponential coefficients ;. Thus ¢ has

roots A;. The polynomial ¢ is given by

Yo v Y 1
vioY2 eyt P
q(t) = det 3 = "t/ detH, (2.18)
: : : : =0
Yp Yp+1 o Yopo1 P

where H; is H,, ., with the jth row deleted.

This approach shows up once in the Method of Moments |78, App. 1|, although in
that algorithm linear combinations of measurements y; are used for each entry in the
Hankel matrix; see Section 2.7.2 for more details. Although similar, this is not Prony’s
Method with e found using Cramer’s Rule [68, § 0.8.3]. As might be expected, this
method is very numerically unstable. The additional round off errors accumulated
in computing the determinant result in an even more numerically sensitive algorithm
(given in Algorithm 2.6), as Figure 2.1 illustrates. Every other method in this section
can be improved by adding extraneous exponentials, as discussed in Section 2.5, but

this determinant method fails, as H,19 41 is rank deficient.
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Algorithm 2.6: Prony Determinant Method
Input : Measurements o, y1, ..., y2p—1 € C and model order p.

Output: Exponential parameters Mg, A1, ..., A\p_1.
1 Form H € CPTV*? with [H];x = y; 1 and h € CP with [h]; = y;1,;
2 for j=0,...,p—1do
3 Form H; by deleting the jth row of H;
\; a; = det Hy;

5 Find roots A of q(t) = a,t” + o, "'+, ot >+ + oyt + .

2.3 Statistics of Prony’s Method

The existing analysis of Prony’s Method treats the large n limit, invoking the Law
of Large Numbers to place very weak restrictions on the classes of perturbations
considered (e.g., [82]). In contrast, we are interested in the performance of Prony’s
Method for a finite n under the assumption that measurements y are perturbed by

additive noise sampling a normal distribution. We record noisy measurements y:
y=y+eg where g~N(0,X). (2.19)

Then, the perturbation y results in perturbations of H and h, H and h. These yield

the perturbed Prony Least Squares estimate
& = argmin |[Ho + h],. (2.20)
[0

In this section, we derive estimates of a in the limit € — 0, expanding a in a power
series

a=a+ecV+a? 40P,

where, for clarity, a is the true, unperturbed value of the lag coefficients. These

estimates show that in the limit ¢ — 0, the covariance of a fails to obtain the
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Cramér-Rao bound and E[a®] # 0. Both effects are amplified by the ill-conditioning
of roots A to perturbations of the lag coefficients &; see (2.7). This leads to estimates
X where | X — XH is large and the covariance of X is orders of magnitude larger than
the Cramér-Rao bound.

Our derivation follows Osborne (1975) [116] who first corrected Prony’s Method
to work in the proper norm (see Section 2.4). Although he did not derive covariance
estimates for o and X, these are latent in his work. We also extend these results,

providing a new second order bias estimate.

2.3.1 First Order
To obtain the first order perturbation a"), we first rearrange (2.8)
Ha+h=(H+ E)a+ (h+ee) =Ha+h +¢(Ea +e),

where [E|;; = g; and [e]; = gj+p. Then, Ea + e is a linear combination of g:

do g1 .- Gp—1 Qg 9p gy oy 1 90
g G2 - Gp a N Gp+1| o ap v apq 1 g1
_gn—p—l In—p -+ gn—Q_ _ap—l_ _gn—l_ L Qo Qa1 - Qp 1_ _gn—l_
(2.21)

We call the right matrix T'(c). Hence, in the presence of noise, Prony Least Squares
solves

a = argmin |Ha + h + €T (a)g||. (2.22)

To compute aV), we apply the perturbation expansion of &

min |[H(a + eaV) + h + eT(a)g + O(?) ||,

a)
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and match orders, yielding

o = —H'T(a)g. (2.23)

As aV is a linear combination of normally distributed random variables, it is also
a normally distributed random variable. As such a® is completely described by its

mean

E[aV] = -H"T(a)E[g] = 0. (2.24)
and its covariance

Cov [a@V] =E [aV(aM)] = H'T(a) E [gg"] T*(@)H "
(2.25)
=H'T(a)XT*(a)H".

From these perturbation estimates of a, we can derive perturbation estimates of

A=X+AW 4+ O(e) using (2.7),

P o = A) NI
;;8 J )\O ce )\0
AD = Lo — 5 | e,

[P ot = 27| (A0, -2

J#p—1

(2.26)

Then, we can apply this perturbation estimate to estimate the asymptotic covariance

of A:
Cov[A] = L Cov[aW]L* 4 O(6*) = ELH T (@) ST (@) HL* + O(%).  (2.27)

When two true roots A are close, L will be large, amplifying perturbations to a.
Figure 2.2 illustrates that this effect can be extreme; the Prony Least Squares estimate
of X has a covariance two orders of magnitude larger than the Cramér-Rao bound for

a well conditioned X and six orders of magnitude larger for an ill-conditioned .
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2.3.2 Second Order Bias

In addition to the large covariance of ;\, Prony Least Squares has a second order
bias; i.e., E[a(®] # 0. We note this by solving Prony Least Squares using the normal

equations

H Ha=-H h. (2.28)
Expanding « in a power series, we obtain:
H'Ha = —H"h,
H'HaY = —H*e — E*h — (E'H + H'E)a,
H'Ha'® = —E*e — (E'H + H'E)aY — E*Ea.
As expectation is a linear operator, (H*H)™! can be applied at the last step as to

recover a®. Thus, to determine E[a®], we compute the expectation of the terms

on the right side of the €2 equation. For the first term E*e,

go g1 .- YGp-1 9p
m—1
N g g2 ... 9p p+1 .
E[E e]j =E . ‘ ‘ . =E [Z gi—i—jgi-i‘p] = méj,p’
: : : . =0
_gmfl 9m - gm+p72_ _ngrpfl_ .
- -J

for 0 < j < p; hence E[E*e] = 0. The expectation of the E*E term follows a similar

pattern

m—1

=0

Hence E[E*E] = mI. To compute the expectation of the middle term, we replace a(V)

using the O(e) equation:

(E'H + H'E)aY = (E*H + H'E)(H'H) '(-H’e — E'h — (E'H + H'E)Q).
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Upon taking the expectation, only terms with ¢* and g remain,
E(E'H + H'E)a|=— E[E'H(H'H) 'H*(e+Ea)] - E[H'E(H'H) 'E*(h+Ha)].

Since Ha = —h, the second term vanishes. To evaluate the first term, define P =

H(H*H)'H* (the orthogonal projector onto the range of H). Then,

(w]; = [E'P(e + Ea)], Zg%ﬂ —e+ Ea));

m—1m—1 m—1,m—1,p—1
=3 > g Plslel+ EBal) = Y. g5 Plis(grep + [Eleedl)
=0 k=0 . =0
m—1,m—1,p—1 m—1 m—1,p—1
= Y g PLa(grep + greede) =D Pl + > [Pliisj—ed.
J,k, =0 j=0 §4=0

Combining these results gives the second order bias:

Ela®] = —m(H*H)'& + (H*H)"!
m—1,p—1 m—1 (229)
where [w]; = Z [Pl itj—eQe + Z[P]j,iﬂ‘—p-
3,6=0 J=0

For Prony’s Method, which is Prony Least Squares with m = p, then P = I and
w = pa, hence

Ela®] =0 if m=p. (2.30)

As Figure 2.2 illustrates, this bias has a dramatic effect on the roots X. In the

well-conditioned example, perturbations of size ¢ = 107! lead to perturbations of

roots of order 1. The ill-conditioned example is even worse; perturbations of size

¢ = 10~° move one the recovered roots X to the other size of the complex plane from

its true location — an error of approximately 2.

2.4 Maximum Likelihood Prony Methods

Prony Least Squares fails to achieve the Cramér-Rao bound since (2.8) estimates & in

the wrong norm. By changing the norm in (2.8), we can modify Prony Least Squares
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Figure 2.2 : Perfomance of asymptotic estimates for Prony’s Method. Apperent
discontinuities occur where the marriage of A to A pushes one index far away. The
first row of plots confirms our asymptotic bias estimates and the second row shows
the next term is O(e®). Likewise the third and four rows confirm the same for the
covariance estimates. Here n = 256.
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to provide a maximum likelihood estimate of a. Suppose instead of solving (2.8) in

the /5-norm, we do so in the yet unspecified I'-norm
min o + Blf3 = min [T~/2(Hor + b3
Expanding the error following (2.22),
I ?>(Ha + h) =T ?(Ha + h) + 0 ?T(a)g.

If o is a maximum likelihood estimate, then the residual I'"'/?T(a)g should be

normally distributed with zero mean and unit covariance I; i.e.,
I=Cov[l VT (a)g] = T7’T(a)ET(a) T2 (2.31)
This constraint is satisfied if we choose
INa) =T(a)XT(a)". (2.32)
Thus, the maximum likelihood estimate a of a is
& = argmin |Ha + h|[} 4, = argmin |T(c) /*(Ha + h)|[3. (2.33)

Since a is a maximum likelihood estimate, then X is also a maximum likelihood
estimate by the Principle of Invariance [167]. There are two approaches to solve (2.33):
either using a gradient decent method or a fixed point iteration where, given ay, the
next iterate is

Qi1 = —(T(og) ?H) " ((ay) /). (2.34)

We call this second approach the Mazimum Likelihood Prony Method, given in Algo-
rithm 2.7.

The Maximum Likelihood Prony Method is a protype for reformulations of Prony’s
Method yielding maximum likelihood estimates of a. Similar approaches were devel-

oped independently three times: by Householder in 1949 [69], Osborne in 1975 [116],
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Algorithm 2.7: Maximum Likelihood Prony Method
Input : Measurements 4o, y1,...,yn—1 € C, model order p, covariance ¥, and

convergence tolerance 7

Output: Exponential parameters Mg, A1, ..., A\p_1.
1 Form H € C" PP with [H];;, = y;4x and h € C"P with [h]; = y;.,;
2 Compute o = —H"h;
3 Compute the Cholesky decomposition LL* + 33;
4 while ||’ — a| > 7 do
o «— «;
Compute the R in the QR-decomposition QR « L*T(a)*;
7 | a+ —(R7*H)" (R "h);

(9]

(=]

8 Find roots A of ¢(t) = t? + Ozp_ltp*l + Ozp_gtp*Q 4+ -+ ot + ap.

and Bresler and Macovski in 1986 [23]. Householder’s derivation yields an iteration
similar to (2.34) using the normal equations; Osborne’s solves the equivalent of (2.33)
in the Nullspace Method setting using gradient decent yielding a nonlinear eigenvalue
problem iteration; Bresler and Marcovski’s lterative Quadratic Maximum Likelihood
also solves the equivalent of (2.33) in the Nullspace Method setting, but uses a fixed
point iteration similar to (2.34). Despite these three independent discoveries, these
corrections to Prony’s Method never supplanted methods that work in the wrong
norm.

In this section, we derive both Householder’s Method and Osborne’s Method
(Bresler and Macovski’s Method is a special case). These methods are subject to
the same instability problems as other variants of Prony’s Method as they still com-
pute the roots of ¢; Figure 2.3 provides an example of this behavior. When noise
is small, each method obtains Cramér-Rao lower bound the covariance of X, but
when noise grows, these methods suddenly loose accuracy at a critical point when the

perturbations are sufficient to prevent convergence.
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Figure 2.3 : An illustration of the sensitivity of Maximum Likelihood Prony Methods
to round off errors. This uses the same parameters as in Figure 2.1.

2.4.1 Householder’s Method

The basic approach of Householder’s Method [69] is to minimize the mismatch be-
tween measurements y and the model y(a) subject to an equality constraint forcing
the residual r(a) =y — y(a) to satisfy the autoregressive model (2.1) exactly. The

equality constraint is enforced by requiring T(a)r(a) = 0; hence we wish to solve
min ||r(a)||3  such that T(a)r(a) = 0. (2.35)
«

To solve (2.35), we introduce Lagrange multipliers £ € C" P and solve the augmented
problem

min Ir(a)]|% + £ T(a)r(c). (2.36)

)

Definite ¢(cx, £) as the quantity minimized above. Although we can directly solve (2.36),
Householder uses several clever properties to yield a fixed point iteration for a di-
rectly.

At the minima, the derivative of ¢ with the respect to the residual should be zero,
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hence?,

0= g—f(a,e) =r'S '+ 0T (a). (2.37)

This corresponds to [69, eq. (16a)]. Next we consider a perturbation expansion of

T(a)y(a) about a

p—1 (2.38)

where ’T(ej) € CPx" ig zero except for ones along the jth super diagonal. We
simplify this expression noting the sum gives H(a)(a— ), where H(av) is the Hankel
matrix constructed from y(a) instead of y. Further, T(a)y(a) = 0 since y(«)
satisfies the equality constraints exactly. To enforce the equality constraint, we seek a
such that T(a)y = T(a)y(a). Combining this with the above equation and making
the assumption that the next step provides the exact solution (i.e., y = y(a™)) so
r(a) =y(a) - y(al?), then

T(a)y = T(a)r(a) + Hla)(a — o). (2.39)
This equation corresponds to [69, eq. (16b)]. Using (2.37), we note r = XT(cx)*£ and
hence

T(a)y =T(a)XT(a)?+ H(a)(a — o).

Rearranging and inverting gives the Lagrange multipliers

£=T(a)™ [T(@)y - H(a)(& — )] (2.40)
where I'(a) = T(a)XT(ax)*. The Lagrange multipliers must satisfy the first order

necessary conditions,
or

06 060 . 0

4See the [137, App. A2.2] for information on complex derivatives.
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In the limit of a small residual, the first term vanishes and we can compute the second

term implicitly from (2.38),

—

09 _ .\

T(o) 5 = T(e,)y(a) = £'H(c). (2.41)

<.
Il
o

Thus we set £°'H(a) = 0 and combining with (2.40) yields
0=H(a)4=H(a)T(a) ' [T(a)y - H(a)(a — a)]. (2.42)

Then, making the approximation H(a) — H and T(&) — T(c), yiclds a fixed point

iteration updating a@ — a:

a=a+ HT(a)'H) 'HT(a) 'T(a)y. (2.43)

Algorithm 2.8: Householder’s Method
Input : Measurements yo, 1, ..., y2—1 € C, model order p, noise covariance

3., and covergence tolerance 7.
Output: Exponential parameters Ao, A1, ..., A\p_1.
1 Form H € C"P>? with [H];;, = y;4x and h € C"P with [h]; = y;.,;
2 Compute o = —H 'h;

3 while [[aV| > 7 do

4 | FormI'N(la) = T(a) 2T ()"

5 | Solve H T(a)'Ha® = HT(a)"'¥ for a®;
6 | a+—a+al);

7 Find roots A\;, of ¢(t) = t¥ + ozp,ltp_l + ozp,gtp_Q + -+ ot + ap.

Householder used Prony Least Squares to provide the initial estimate of a for
his algorithm, given in Algorithm 2.8. Although this fixed point iteration converges
rapidly and yields maximum likelihood estimates of ¢ for moderate amounts of noise,
this method went unnoticed except for a few authors, including Osborne [116, 117]

who failed to notice the connections between his method and Householder’s Method.
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2.4.2 Osborne’s Method

Osborne’s Method similarly fixes the norm in (2.8), but unlike Householder’s Method,
begins from the Nullspace Method rather than Prony Least Squares. Recall the
Nullspace Method solves

min |[|H ol (2.44)

where E are noisy measurements H = [H, h]. Separating noise g, following (2.22),

fla=-Ha +Ta)g (2.45)

Qo Q1 - Op_1 ap

~ p Q7 tee Ap_1

T(a) = e . (2.46)
| (7)) (0%} et Op Cl/p_

This implies that the error ¢T(a)g is normally distributed with zero mean and co-
variance I'(a) = T(a)ET(a)* (c.f., Section 2.3 for Prony Least Squares). To minize

errors with covariance f(g), we work in the f‘(g) norm minimizing,
IHaf ) = IT()*Hall, = [T(e) *Ha + T(a) /*T(a)gll.  (2.47)

Hence, we now wish to solve min, ¢(ca) where

$(a) =a'HT(a) 'Ha = ||Ha| (2.48)

2
I'(a)
This is a nonlinear eigenvalue problem for the smallest eigenvector of E*F(g)_lﬁ.

A simple iteration to solve (2.48) was suggested by Bresler and Macovski [23]: given

. find the next iterate oy, as the eigenvector of smallest eigenvalue of

poy. =H T(a;) 'Hay, ). (2.49)
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Bresler and Macovski call this the Iterative Quadratic Maximum Likelihood method;
see Algorithm 2.9. Experience shows this iteration converges rapidly.

Osborne proposed an alternative to this iteration that instead chooses ar, | ; using
gradient descent. This implies finding a stationary point of ¢ where d¢/da = 0.
Invoking Wirtinger Calculus,

S—Z(Q) —a'HT(a) 'H+ (Q*E*F(Q)

k=0

JI' () B O ~ R .~ R *
Do @T(Q)ET(Q) = T(ex)ZT ()",

_,0T(a)
8ak

I‘(g)*@) e, and,

To simplify these expressions, we define

p
z(a) :=T(a) 'Ha and Z(a):= T(ex) v(a)e;. (2.50)
k=0
Then we write the second term as
p . . p — . _
> #(a) T(e,) ST(@) z(a)e; = Y z(a) T(@)=T(er) z(a)e;
k=0 k=0
=z(a) T(a)S " Z(e)
We extract an a on the left, noting:
* o~ p o~
(#) Tla)) =T(a) z(a) = Y Tlex) ala)on
k=0
p ~
=Y T(er) z(a)era = Z(a)a
k=0
Hence,
a¢ NE = —1717 * x|
9g @) =aHI(a) H+aZ()'sS Z(a).
(84
Imposing the constraint that ||| = 1, adds the Lagrangian multiplier —a* leading

to the nonlinear eigenvalue problem (after taking the complex conjugate)

H (o) "H+ Z(a,) TZ(e) — il ey = 0. (2.51)



Algorithm 2.9: Bresler and Macovski

N

3

4

5

6

7

8

Input : Measurements o, y1, ..., y2—1 € C, model order p, noise covariance

3.
Output: Exponential parameters Ao, Ai, ..., A\p_1.
Form H € C=P>*?+D) with [H], . = v 14

Compute SVD of H = UX V™ where [X];, = 0; and 0; > oy, for all j > k ;

Set o = [V]. 41 € CPTL

repeat
A+~ HT(a)'H;
Compute the smallest eigenvector of A, v;
a < v;

until convergence;

Algorithm 2.10: Osborne’s Method

10

11

12

13

14

15

16

17

Input : Measurements 4o, y1, ..., yn_1 € C, model order p, and convergence

tolerance 7; optionally A
Output: Exponential parameters Mg, A1, ..., \p_1.
Form H € C" 7Pt with [H]; . = yj1k;
if A provided then
| gt =I5t = A)):
else
| Seta=[000...01;

1+ 0;

while p > 7||A|| and i less than some mazimum number of iterations do

LL* + T(a)XT(a)* Cholesky decomposition;
K« L'H;
A +— K'K;
if © > 0 or wnital estimates of A provided then
z+— L (Ka);
Form Z according to (2.50);
A+ A+ VIV;
Find smallest eigenvalue of A, u: Aa = pa;

141+ 1;

Find roots A, of q(t) = apt? + a, 1tP71 + o2 + ...

+ Oélt + «g.
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This is a similar eigenvalue problem to (2.49), with a correction to include the variable
norm that vanishes near the minima. Successive iterations solving (2.51) as described
in Algorithm 2.10 tend to converge rapidly (see [116, §5]). However, the addition of
the variable norm term does not improve the resulting estimates of a when ¢ is small
as Figure 2.4 suggests. Rather, this addition increases sensitivity to rounding errors,
preventing estimates of a from converging to the same accuracy as methods without

this correction (e.g., Householder’s Method, Maximum Likelihood Prony).

2.5 Extraneous Exponentials

One approach to fix numerical ill-conditioning of Prony’s Method is to include an
additional p’ extraneous exponentials to improve the recovery of the p exponentials
present in the data. Simon was the first to note this in 1970 [139, §3|, recommending
including an extra p’ = p exponentials. However, Simon’s observation went unnoticed
until reintroduced independently by Kumaresan and Tufts in the electrical engineer-
ing literature in 1982 [92], generalized to include an arbitrary number of extraneous
exponentials. Although Kumaresan and Tufts hint at why adding extraneous expo-
nentials improves the recovery of the non-extraneous exponentials, Rao (1988) [129,
§11I] was the first to provide a rigorous explanation: the recovered roots X are sensitive

to perturbations in & (2.7),

—1 1
SV Y Zizoai)A?
T T = )

+ O(€). (2.52)

The extraneous exponentials tend to be uniformly distributed inside the unit circle
(see, e.g., |91, 19]) and hence increase the denominator, making X more robust to
perturbations. In this section we review these results, adding new insight that suggests

the extraneous roots are placed near the roots of unity. We also demonstrate methods
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like Kung’s Method [94], the Matrix Pencil Method [72], and the Hankel Total Least
Squares Method |75] benefit by implicitly including these extraneous exponentials but
compute only the non-spurious roots.

A prototype for these algorithms that include extraneous exponentials begins with

Prony Least Squares for p + p’ exponentials:
Ha =-h, HeC™0?) et heC™. (2.53)

In the absence of noise H has rank p, and as h is in the range of H (see (2.16)), there
is a p’ dimensional subspace defining solutions for ae. One solution can be found by

partitioning H into two blocks: Hy € C™**" and H, € C"*P,

{HO Hp,} = —h, (2.54)

where oy are coefficients of ¢ from Prony Least Squares using only p exponentials.

The remaining solutions add a vector from the nullspace of H; if H has the SVD

¥, 0 V;‘,
H = [Up Up,] , (2.55)
0 0 V;,
then solution set for o is
0 ,
a(x) = +Vox, x e Cr. (2.56)
ap/

Figure 2.5 shows one dimension of this solution space. Finally, this method chooses
a(x) with the smallest norm and computes the roots of the degree p + p’ polynomial
q separating spurious roots from non-spurious roots using a heuristic.

Using minimum norm solution of o € CP**" has two advantages. One benefit

is the minimum norm solution corresponds to the pseudoinverse of H; i.e.; in the
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Figure 2.5 : Two examples of extraneous roots along a one dimensional subspace.
The least squares solution for a gives roots marked by ‘x’. Thei colored curves show
the roots resulting from a(yx) (2.54) for v € [0, 2] and with x chosen such that a(x)
is the least squares solution.

presence of noise

~ o~ ] ~ sk~

a=V,% Uh (2.57)

p p

The left and right singular vectors of H are relatively stable to small perturbations
¢E = H— H. We can bound the diagonal matrix canonical angles ® € CP*P hetween
RanU, and Ranfjp and the canonical angles ® € CP*? between RanV,, and Ran{fp

using a combination of Wedin’s Theorem [143, Thm. V.4.1] and Weyl’s Theorem,

| | 262 |2
sin®||% + || sin ®||2 < Fo 2.58
Using Corollary 3.1 we can estimate the expected value of this bound
211 2 2 2 o !
E { 1Bl } < =P =P)PEY) G brobability 1 (2.59)
op — |[Ell2 o, — e/ —2nlog(1 — /r)

Provided e is small, the left and right singular subspaces remain relatively unper-
turbed, and hence in the presence of noise, the rank-p pseudoinverse acts to remove

perturbations of h that are not in the range of H.
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The other benefit of the minimum norm choice of « is that it tends to place

spurious roots near a complex rotation of p+p’ roots of unity and this acts to decrease

the sensitivity of X to perturbations of a. Previous authors have demonstrated that

these roots must fall inside the unit circle, e.g., [91] from a filter perspective and [19,

Prop. 2.6] from a linear algebra perspective, and in the limit p’ — oo the spurious

roots tend to be uniformly distributed inside the unit circle [119]. We suggest a

new intuitive explanation why the spurious roots are placed near the roots of unity

(evident in Figure 2.5 and 92, Fig. 1(h)]). If ¢ be the degree p+ p’ polynomial defined

by a, then we can express a as the solution to the linear system

1ty t
1t 8
L Lty t12)+p’

p+p' |
to

p+p’
21

tp+p’
p+p’

Qp q (to)
o%] B q (tl)
| Yp+p | K (tprp )_

(2.60)

where a,,, = 1. By choosing t; = e?e?™3/(P+P"+1) (rotated p + p’ + 1 roots of unity),

the Vandermonde matrix on the left is a multiple of the discrete Fourier transform

matrix ¥, 11. As Fy 41 is unitary, then inverting F, 41 gives

1+ lalle=+vp+p + 1| F;,,

(2.61)

I+1

q(to)

q(t1)

q (thrp’)

_ VpTP T

q(to)

q(t1)

q (tpﬂ)’)

Hence minimizing « minimizes the values of ¢ at the rotated p + p’ + 1 roots of

unity. In practice, spurious roots tend to align at the p’ points furthest away from the

non-spurious roots as seen on the right side of Figure 2.5. The rotation e? provides

an additional degree of freedom that further explains the placement seen.
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One remaining question is how many extraneous exponentials to include? Most
authors suggest setting p + p’ = [n/2] in an attempt to maximize the smallest sin-
gular value of H, however Hua and Sarkar, recommend p 4+ p/ = |n/3] based on a
perturbation analysis of the p = 1 case [72]. We can extend Hua and Sarkar’s analysis
to the multiple exponential case by using the perturbation analysis from Section 2.3
where H has been replaced with its rank-p approximation. Figure 2.6 shows the
bias and covariance of the desired exponentials as a function of the number of extra-
neous exponentials p’. This confirms Hua and Sarkar’s observation that the choice
p+p = |n/3] yields minimum covariance estimates for this class of algorithms.

Finally, before reviewing methods that use extraneous exponentials, we note that
Rao suggested that ||||, < o, is a sufficient condition for SVD-methods to succeed [129,
p. 1031]. This follows from the singular vector perturbation estimate (2.59) and seems

to accurately predict where these methods fail in Figure 2.8 (using p + p’ = |n/2]).

2.5.1 Kumaresan and Tufts Method

The Kumaresan and Tufts Method [92] follows the outline of the method above except
that they reverse the order of y. Then, instead of seeing exponential decay, we see
exponential growth. Since the extraneous exponentials are inside the unit circle and
correspond to exponential decay, this provides a criteria for separating spurious and
non-spurious exponentials. This method is numerically stable (Figure 2.7), and yields
reasonable estimates of A (Figure 2.8) however the covariance of these estimates is
larger than the Cramér-Rao bound, corresponding to an efficiency of about 70% for

this ill-conditioned example (Figure 2.9).
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Figure 2.6 : Using the ill-conditioned example from Figure 2.2 with different num-
bers of extraneous exponentials, we see that the bias and covariance obey the esti-
mates from Section 2.3. The asymptotic estimates of the bias from (2.29) (gray line)
matches the bias estimated using a Monte-Carlo approach (black dots). Similarly, the
asymptotic covariance (2.27) (gray line) matches the Monte-Carlo covariance (black
dots); however, the covariance exceeds the Cramér-Rao bound (black line).
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Figure 2.7 : An illustration of the sensity of several Prony-type methods that include
extraneous exponentials to round off errors. This uses the same parameters as in
Figure 2.1. “ML Prony extra” refers to the Maximum Likelihood Prony Method
using extraneous exponentials to improve stability.

2.5.2 Matrix Pencil Method

The Matrix Pencil Method of Hua and Sarkar [72| follows the matrix pencil variant
of Prony’s Method in Section 2.2.3, however it enlarges the matrices Hy and H; to
be in C=9*¢ rather than C"~P*?_ Rather than directly computing the generalized
eigenvalues, this method uses a rank-truncated pseudoinverse to construct a matrix
with a related spectrum, C. Starting with the rank-p SVD ﬁo = INJPEJP\N/';, this
method forms C as
I:ioé == I:il
~ ~f ~k~ o~

C:=3%,UH,V,ecC

This formulation fixes one of the hardest parts of the Kumaresan and Tufts Method:
determining which roots (or in this case eigenvalues) are significant. By using a
rank-p pseudoinverse, C has only p eigenvalues that we assume correspond to the

non-spurious exponentials.
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Figure 2.8 : Comparison of Prony Methods using extraneous exponentials applied
to an ill-conditioned example from Figure 2.2 (see also Figure 2.4). Prior to the break
down of ML-Prony Methods around € = 2x 1073, the bias in A grows sublinearly. The
gray vertical line shows Rao’s sufficient condition for recovery where E[||E||2] exceeds
the smallest singular value of H 50% of the time.
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Figure 2.9 : Statistical efficiency of variants of Prony’s Method that include extra-
neous exponentials. This figure uses the same data as Figure 2.8.

In comparison to other methods in this class, the Matrix Pencil Method yields

worse estimates of 3\; see Figures 2.8 and 2.9.

2.5.3 Kung’s Method

In the Matrix Pencil Method, the SVD is only applied to one of the matrices, not both.
Kung’s Method [94] (also known as HSVD [12]), developed prior to the Matrix Pencil
Method, corrects this and further removes noise, by estimating C using only the left

n+1—/£

singular values of H e C )*¢ Combining the Vandermonde decomposition of a

Hankel Matrix (2.16) with the matrix pencil formulation of Prony’s Method, we have
Vi t(ANAV(A)TC =V, ((A)AAV,(N) . (2.62)

By assumption both A and A are full rank, and since A has distinct entries, V()T
also has full rank. As such, both are invertible, and instead of finding the eigenvalues

of C, we can find the eigenvalues of the similar matrix D, where

V,_«(A)D = V,_/(A)A. (2.63)
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Rather than finding V,,_¢(X) and V,,_;(A)A, Kung’s Method estimates similar matri-
ces using the left singular vectors of H € Cint1-0x¢ If fjp are the first p left singular

vectors of ﬁ, then

V(A ~UR

p

V. (ANA~UR,

where T denotes removing the bottom row of a matrix and + the top row. This saves
us from having to compute two SVDs: one of H, and H;. As a result of the additional

filtering and since both ﬁ; and ﬁi are well conditioned (nearly unitary), the estimate

S )

D=(U,)"T, (2.64)

approximates D in a numerically stable fashion. This procedure can be computation-
ally simplified by using the Sherman-Morrison formula to compute the pseudoinverse

of ﬁ; Noting 6; only subtracts the last row of fjp, u’, we have

o L s = oo o

(U,)U, = (U, — €r11-u ) (U, —eppu’) = U, U, - ua" =I—uu". (2.65)
Hence,
~ uu” ~ 1ol
D=(I+— _ *U.. 2.
( - ﬁ*ﬁ) (TR (2.66)

The steps in this method are summarized in Algorithm 2.11.

2.5.4 Hankel Total Least Squares

A further modification of Kung’s Method is to construct D using the total least
squares solution [56, §12.3|of (2.64) instead of the least squares solution. This accounts
for both errors in the left and right hand side of (2.64), but does so in the wrong norm.

The performance of this method is similar to Kung’s Method, but yields less biased



o8

and more efficient estimates of X in a narrow range from € = 107% to e = 2- 1072 in

Figures 2.8 and 2.9.

2.5.5 Prony Maximum Likelihood with Extraneous Exponentials

In Section 2.4, we saw that every Prony-type method that yields maximum likelihood

estimates of X is numerically unstable (Figure 2.3). Including spurious exponentials
~ 4

and using a rank-p pseudoinverse instead of H can make these methods numerically

stable as we illustrate with one variant in Figure 2.7.

2.6 Autocovariance-Based Prony Variants

In this section, we discuss two variants of Prony’s Method that use autocorrelation
measurements rather than y. These two variants parallel Prony’s Method and the

Nullspace Method; generalizations of these approaches that include extraneous expo-

nentials exist, such as MUSIC [10] and ESPRIT [134].

2.6.1 Yule-Walker Method

The Yule-Walker Method is Prony’s Method where the determination of the autore-
gressive model by (2.2) has been replaced with the Yule-Walker equations [144, §4.4].
Unlike Prony’s Method, the Yule-Walker Method can be biased even in the absence
of noise.
The Yule-Walker equations determine the lag coefficients a using measurements
of the autocorrelation of y
cr = Efyjx75] - (2.67)

This assumes that {y; ?:_& is a stationary sequence (i.e., independent of k). Under
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these assumptions, the Yule-Walker equations for the lag coefficents a solve

Cq—p+1 Cg—pt+2 " Cq Qo Cq+1
Cq—p+2 Cq—p+3 " Cq—p+2 aq Cq+2

=— ; (2.68)
| S Co+1 " Cogp-1] [Gp—1 | Ca+p ]

see, e.g., [104, § 6.5].> Calling the matrix on the left C, € CP*? and the vector on

the right c,, we have a system that resembles (2.2):
C,a=c,. (2.69)

We could immediately solve for a using (2.69); however, in the presence of noise,
we must make a special choice of ¢g. Let y; be noisy measurements of y; obeying the
autoregressive model

P
gk’ = Z _Oép—jgk—j + Ok, k Z D, (270)

j=1
where g, is an independent standard complex Gaussian random variable.® Then the
corresponding autocorrelation obeys ¢; = ¢; + dg j0%. So, if we solved for o using

q = 0, then the answer would be spurious:
éoa = (CQ + O'QJ)a = Cp = Eo, (271)

where J is the flipped identity matrix. Instead we choose ¢ = p so that ¢y does not

appear in C, or ¢,; hence C, = C,.

>The method was originally presented in [166, 156].

CEverywhere else in this thesis, g; refers to additive Gaussian noise, J; = y; + g;-
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If we have a single sequence of measurements y, we can estimate ¢, by one of two

approaches [144, § 2.2.2]:

n—j—1
1 J
a biased estimate: ¢; ~ - Yk+iY;, Or (2.72)
k=0
1 n—j—1
an unbiased estimate: ¢; =~ — kz_; Yt ;- (2.73)

To recover o, we fill C, with these estimates of autocorrelations ¢, and solve for a.

We can arrive at an approximation of C, starting from a modified Hildebrand’s
Method, and this reveals why the Yule-Walker Method is biased. Hildebrand’s
Method applies no matter where in the sequence of {yj}?;ol we start. Starting with

the pth entry, we solve
Ha = h, hy, - hy |@= —h,,, (2.74)

where [Hy|; x = yj+k+p and [ho,]; = yj40,. Next, we multiply on the left by a matrix

by Hy with its columns flipped,

h;fl h;fl
T;H,a = p. h, hy, - hy|0=-— p‘ hy,
| b | | hy |
h, by, hy by e by jhg, h,_ihy,
h) oh, hy ohy - hy jhy, o hy ,hy,
| hoh,  hghpyy oo hghg, | | hohy, |

Examining the entries of the matrix on the left, we notice that these approximate a

scalar multiple of the autocovariance:
n—2p—1

hihy = ) Traese ~ noxj. (2.75)
{=0
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Thus, TjH,, is a scaled approximation of C,. Since the solution of T{H,a = Thy, is
identical to (2.74), we conclude that the Yule-Walker method is biased because nC,
only approximates TgH,. In the limit n — oo, both estimates of the autocovariance
coverge to hihy;,

As solving Hildebrand’s Method directly does not have the bias present in the
Yule-Walker equations, we cannot advise using the Yule-Walker Method unless the

autocovariance measurements are directly given.

2.6.2 Pisarenko’s Method

Pisarenko’s Method [125] is the analog of the Nullspace Method using the autoco-
variance c; in place of y;. We can see this by noting the autocorrelation also obeys

the same autoregressive model:

Yk+j = E —Op—¢Yk+j—t

P
cr = Elyny75] = E —aty ¢ E[yryj—a75] = E —Qlp(Ch—y-
=1
Hence,
Cop Copp1 "+ C_1 (o Qg 0
Cpt1 Copr2 =+ C (e%1 0
=1:]. (2.76)
C_q Co ccr Cp—2 Cp-1 Op_1 0
Co c1 e Cpe1 G 1 0

If we allow the scaling of the left vector to be free, we have

Cpi1a = 0. (2.77)
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Hence in the absence of noise, we compute the nullspace of C,;; and find the roots
of ¢, just as with the Nullspace Method.

When there is noise this method requires slight modification. Rather than com-
puting the nullspace of C,;; we equivalently seek the eigenvector corresponding to

the zero eigenvalue. However, the smallest eigenvector of may have changed, since

Cpria = (Cpi +0'J)a.

Instead, we flip the order of columns in C,;; and ép+1, yielding D, and f)pH, and

flip the rows in a, forming 3. Then,

]Ajp+1é = Dp+1é —|_ 0_2]:@

The eigenvector corresponding to the smallest eigenvalue of f)pH is the zero eigenvec-
tor of D,;;. Hence, Pisarenko’s Method computes the smallest eigenvector of ]Spﬂ,
B and flips the order to yield the coefficients of a, as summarized in Algorithm 2.12.
As f)pH is Hermitian matrix, we can use an eigendecomposition rather than a SVD.

As with the Yule-Walker Method, Pisarenko’s Method approximates a when the
autocovariance is estimated using either (2.72) or (2.73) for finite n. We notice C,4;

is approximately porportional to H*H,

Chp C_1 +-- C—p hgho h;ho ce h;h(]
c1 cg e C_ hih; hih; --- h’h

Cpn=| S - "Hl=H'H (27
& 1 o | (hgh, hih, -+ hh,

Because most authors seem unware of what the covariance matrix should ap-
proximate in the limit of small n, they often propose exotic schemes for ‘improv-

ing’ the estimates of a. For example, Stoica and Moses form épH as H'H (144,
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—— Unit circle Biased \q Biased Ao Unbiased \; Unbiased Ao

Figure 2.10 : Bias in Pisarenko’s method for small n. In this example there are two
exponentials \; = e and \y = €'’ on the left and \; = " %% and \y = 17003
on the right (marked by +). In both cases a; = 1 and ay = €. As 6 swept through
0 to 27 the recovered values of A using Pisarenko’s method using both biased and
unbiased covariance estimates generated the curves seen above. Here n = 10.

eqs. (4.5.14), (4.8.1)]), but then noting it does not have the Toeplitz structure ex-
pected, recommend averaging the diagonal entries to enforce this structure [144,
p. 159]. This can only make performance worse, because H*H already provides exact

estimates of a in the absence of noise.

2.7 Compressed Prony’s Method

Compressed variants of Prony’s Method, such as the Method of Moments, com-
bine measurements y resulting in new pseudo-measurements z and use a Prony-type
method to then recover the exponential parameters X. This has two advantages.

During the 1960s and 1970s, computing resources were limited; combining measure-
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Algorithm 2.11: Kung’s Method
Input : Measurements 4o, y1,...,yn_1 € C, model order p

Output: Exponential parameters Ao, Aj, ..., A\p_1.
1 Form H € C"H1=9>¢ with [H]; . = yj14;
2 Compute the SVD: UXV* «+ H;
s Form D « (ﬁ;ﬁﬁ;;

4 Compute the eigenvalues A of f);

Algorithm 2.12: Pisarenko’s Method
Input : Measurements yo, 91, ..., y,—1 € C and model order p.

Output: Exponential parameters Ao, A1, ..., A\p_1.

1 Estimate covariances using either ¢; = %Zz;g_l Yk+;7; (biased) or
¢ =1 "3 75 (unbiased) for j = —p, ..., p;

2 Form C € CPT*P+! where [Cl;x = ¢j_k (c_r = Tr);

3 Compute eigendecomposition of C, CV = VA where [A];; = A; and
A >NV >k

4 Set @ = [V]. p41 € CPTL;

5 Find roots A of q(t) = apt? + ap 1t? 1+ a, o2 + ...+ agt + ap.

Undamped Damped
p p
100 100
10—2 10—2
10—4 10~4
il il
< 10—6 1< 10-6
| |
~< 1078 ~< 1078
- 10710 - 10710
10712 10712
10—14I Ll Ll R | 10—14I Ll Ll Lol
10! 102 103 104 10! 102 103 104
n n

Biased Unbiased Nullspace Normal

Figure 2.11 : Error in Pisarenko’s method as a function of n using the undamped
and damped parameters in Figure 2.10. Nullspace normal refers to taking C = H*H.



65

ments was a promising alternative to solving a potentially large least squares problem.
Also, by combining measurements, the covariance of the pseudo-measurements z; is
reduced relative to y; and if errors in y are not normally distributed, the summation
of measurements tends to make errors normally distributed as a result of the Central
Limit Theorem.

A prototype of these methods begins with Prony Least Squares
& =argmin [Ha+h|, HeC™? heC” (2.79)

and compresses these measurements by multiplying on the left by a full rank matrix

W e C"*P yielding the compressed estimate
aw = argmin ||[W*Hea + W*h||». (2.80)
Following (2.23), the first term in the perturbation expansion of a is
aly) = —(W*H)*W*T(a)g. (2.81)

One trivial choice picks W that spans the range of H with orthogonal columns;
this simply yields the least squares estimate for a. Another choice would take W to
be columns of the discrete Fourier matrix F,, corresponding to frequencies of interest;
Mandelshtam takes a similar approach in Filter Diagonalization [103]. Other, more
exotic choices of W are possible, such as Finite Impulse Response filters [29].

In the remainder of this section, we review existing compressed techniques and
discuss a new variation of the Maximum Likelihood Prony Method that uses com-

pression to reduce the cost of the norm correction step.
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2.7.1 Cornell’s Method

Cornell’s Method [33] is a modification of Prony’s Method that partitions y into sums

of m = |n/(2p)] adjacent measurements, yielding p pseudo-measurements
%= Uikm 0<k<2p. (2.82)

The method then continues with Prony’s Method, replacing y with z

20 21 Z9 Tt Zp—1 (7)) Zp
0% 5 o 5 || & T
=— , (2.83)
| Zp—1 Rp Rpr1 c Rop-2| |OQp-1]] | “2p—1

and recovers roots m of the polymial q.

2.7.2 Method of Moments

The Method of Moments was developed by Isenberg and Dyson in 1969 to study
fluoresce of biological compounds [77], and was expanded upon in 1973 [78| and
1983 [76]. This method uses the determinant formulation of Prony’s Method discussed
in Section 2.2.4 applied to scaled moments ;. The moments are defined with respect

to the continuous signal y(t),

00 p—1
o B k a;k!

Then the Method of Moments computes the scaled moments

g = % =3 a7t (2.85)
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by numerically integrating y(¢) using samples y(t;). These scaled moments then reveal

inverse exponential coefficient 7; = )\;1 as the roots of the polynomial

B -
g 91 g2 - dp
o) =det | g, go g5 - g |- (2.86)
_gp—l 9p Gp+1 g2p—1_

As Isenberg points out, this method performs better than nonlinear least squares
methods for non-normally distributed noise. This is a result of the central limit
theorem — the numerical integration that estimates py; adds elements of g;, and,

under mild assumptions as n — 0o, these errors approximate a normal distribution.

2.7.3 Compressed Maximum Likelihood Prony Method

Computing the Q-less QR factorization is the dominant cost of the Maximum Like-
lihood Prony Method given in Algorithm 2.7, requiring O(n®) operations if dense
algorithms are used. We can reduce this cost by compressing onto U € C™*? from
the short-form SVD ULV = H. Modifying the derivation in Section 2.4, the correct

norm for this compressed problem is
IN'Na) =UT(a)XT ()" U, (2.87)

cf, (2.32). Consequently, instead of computing the QR factorization of T(a) € C™*™,
we compute the QR factorization of the smaller matrix U*T(a) € CP*". The modified

algorithm is given in Algorithm 2.13.
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Algorithm 2.13: Compressed Maximum Likelihood Prony Method
Input : Measurements 4o, y1,...,yn—1 € C, model order p, covariance ¥, and

convergence tolerance 7

Output: Exponential parameters Mg, A1, ..., A\p_1.
1 Form H € C" PP with [H];;, = y;4x and h € C"P with [h]; = y;.,;
2 Compute o = —H"h;
3 Compute the short form SVD: UXV* = H;,
4 Form H + U*H and h « U*h;
5 Compute the Cholesky decomposition LL* + X;
6 while [[@' — a| > 7 do
7 o +— «
8 Compute the R in the QR-decomposition QR < L*T(a)*U;
o | a+ —(R*H)"(R*h);
10 Find roots A\g of q(t) = 7 4+ c, 1771 + ap ot + -+ + ayt + .

2.8 Compressed Matrix Pencil Methods for Localized Expo-

nentials

Oftentimes we are interested in determining a few critical exponential coefficients
among thousands in our dataset. Determining all these exponential coefficients would
be impractical since the computational cost Prony-type methods grows cubically in
the number of exponentials (nonlinear least squares methods grow quadratically). In
this section, we develop two new algorithms based on the matrix pencil formulation
of Prony’s Method that use a pair of compression matrices W and Y to recover only
a desired set of exponentials located near a target frequency.

We start with the matrix pencil formulation, building overdetermined matrices
H, and H; (there is no requirement for them to be square), and then reducing the

dimension of the matrix pencil with using left and right compression matrices W and
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Y that yield a square generalized eigenvalue problem
AW'HoYx = W'H; Yx. (2.88)

We choose the two matrices W and Y by noting that the Hankel matrices Hy and Hy
decompose into a product of a Vandermonde matrix [V(X)];1 = A, and two diagonal

matrices, A = diag(a) and A = diag(A):
Hy = V(NAV(A)',  H; =VAAAV(A)'. (2.89)

If we seek some subset of wanted eigenvalues \,,, we would ideally choose W to have
range V (A, ) and nullspace V(A,), where A, are the unwanted eigenvalues. Similarly,

we would find Y with range V(A) and nullspace V(A,).

2.8.1 Filtered Matrix Pencil Method

If we know the desired exponential parameters A, fall in some frequency range, we can
choose W and Y to contain columns of the Fourier matrix with a similar frequency. In
particular, if 7 is a set of indices near arg A,, (i.e., F'7V(A,) is large), we choose W =
F.7zand Y = F. 7. This choice approximately filters out exponentials from outside the
frequency range selected, as FfIV()\) is small, but preserves those frequencies inside
it. As our previous discussions have noted, including additional, spurious exponentials
improves numerical stability and removes error due to exponentials outside the desired
frequency region. If additional exponentials are included, an additional SVD step can
be used to remove the spurious exponentials as described in Algorithm 2.14. However,
this simple approach can never remove the corrupting influence of other exponentials
outside the desired range.

We can see this corrupting influence in Figure 2.13. Here, we consider y with 100

exponentials that grow increasingly close in imaginary part as shown in Figure 2.12.
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Algorithm 2.14: Filtered Matrix Pencil Method
Input : Measurements y € C”, desired number of exponentials p,,, an

undesired number of exponentials p, > 1, a target frequency w.

Output: w € CPv

1P Pyt Pus

2 m <4 |n/2|;

3 Form hy € C™*™ and h; € C™*™ from y ;

4 Find indices Z corresponding to the p smallest values of |e?* — e¥| where
¢r =2mik/m and 0 < k < m;

5 Form W « [F,,]. 1 ;

6 Form Y < [F,.].7 ;

7 Compute the rank p,, skinny SVD: UXV* + W'H,Y ;

s Compute eigenvalues A of TV?U*W*H, YVE!/2;

w < log(A);

©

Using the Filtered Matrix Pencil Method, we recover the single exponential w; with
an error about 1072 that gets worse as the exponentials get closer together. One
approach to remove this error leds to the Orthogonalized Matrix Pencil Method that

orthogonalizes against the unwanted exponentials.

2.8.2 Orthogonalized Matrix Pencil Method

Rather than use a fixed pair of compression matrices, the Orthogonalized Matrix
Pencil Method updates W and Y using the estimates of the wanted exponentials \,,
and the unwanted exponentials A,. Starting from columns of the Fourier matrix as
in the Filter Matrix Pencil Method, we remove the recovered, unwanted exponentials

A, by orthogonalizing W against them:

—~

W « (I—-QQ )W  where QR = V(A,)

Y+ (I- QQ*)Y where QR = V(,).
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Figure 2.12 : Fourier transform of y with 100 exponentials where w; = i(m — 3 -
0.85'1) for 0 < j < 50 and w; = i(7 +3-0.85"77) for 50 < j < 99. For all j, a; = 1.
The black ticks above denote the location of w.
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Figure 2.13 : Performance of Filtered and Orthogonalized Matrix Pencil Methods.
Each algorithm was tasked with finding the single exponential with frequency w;
from y given in Figure 2.12 using between one and ten unwanted exponentials. As
J increases, the exponentials become more closely packed, and for 7 > 30, error
decreases due to the packing.
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Then we reorthogonalize W and Y for numerical stability by applying another QR
factorization. It is important that Y is orthogonalized against V(X,), as in the
Vandermonde decomposition of Hy and Hj, the product V(X)TY appears. As we
repeat this procedure, W and Y become increasingly orthogonal to the unwanted
elements of A, even though each iteration may not compute all the A\; present. These
steps are summarized in Algorithm 2.15. This algorithm assumes a target frequency
w, but more sophisticated rules for separating wanted and unwanted exponentials can
be applied.

As we see in Figure 2.13, the Orthogonalized Matrix Pencil Method can yield esti-
mates of w; accurate to rounding error when the exponentials are well separated and
a number of unwanted exponentials are included. However, as the exponentials get
closer together as j increases, this proceedure yields increasingly inaccurate estimates.
Part of the complication is V(\,) is close to parallel to V(A,), leading W and Y to
capture little of the desired exponentials. One correction would be to restart W and
Y using the current estimates of A,; i.e., build W and Y from V(A,) and near by

columns of the Fourier matrix. As with all restarting, this would sacrifice information

gained about the unwanted .
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Algorithm 2.15: Orthogonalized Matrix Pencil Method

Input : Measurements y € C”, desired number of exponentials p,,, an

undesired number of exponentials p, > 1, a target frequency w.

Output: w € CP»

1 P < Put Puw;

2 m < |n/2];

3 Form Hy € C"™* and H; € C"™*™ from y ;

4 Find indices Z corresponding to the p smallest values of |e?* — e¥| where
¢ = 2mik/m and 0 < k < m;

5 Form W « [F,,]. 1 ;

6 Form Y < [F,.].7 ;

7 repeat
8 Solve \W*"HyWv = W*'H; Wv, yielding eigenvalues \;
9 Separate A into: wanted A, nearest e¥; place the remainder in A;

10 QR-Factorization QR + V(A,);
11 | W« (I-QQHW;

12 Orthogonalize \/7\\7, replacing W
13 | Y+ (I-QQNY;

14 Orthogonalize \?, replacing Y;

15 until convergence;

16 w < log(A).
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Chapter 3
Nonlinear Least Squares Methods

Maximum likelihood methods are the alternative to Prony’s Method and its modifi-
cations. The basic premise, as the name implies, is to maximize the likelihood of the

parameters @ given noisy measurements y. The likelihood function is defined as

L(0) := p(y|0), (3.1)
where p is the probability distribution associated with the noise (see Appendix A).
This leads to the maximum likelihood estimate of 6:

Oy = argmax L(8). (3.2)
0

-~

In practice, we often assume the noise is additive, e.g., y =y + g = f(0) + g, and
g samples a proper complex normal distribution, g ~ A/(0,T"). This transforms the

maximum likelihood problem (3.2) into an equivalent nonlinear least squares problem:
Oy = argmin ||y — £(8)||%,  where [|x]|2 =xT 'x. (3.3)
0

Although normally distributed noise is common (a result of the Central Limit The-
orem), the practical benefit is that the least squares problem (3.3) is easier to solve
than (3.2). Many algorithms exploit the additional structure to reduce computational
costs; e.g., the Gauss-Newton and Levenberg-Marquard algorithms. Additionally, in
this setting maximum likelihood methods obtain the Cramér-Rao lower bound on the

covariance of 6. Unfortunately, the optimization algorithms used to solve (3.2) and
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(3.3) require initial estimates of €, something Prony’s Method does not require. Poor
initial estimates can cause optimization algorithms to converge to the wrong value,
which we observe in our practical computations.

In this chapter, we briefly review the important parts of the optimization algo-
rithms for nonlinear least squares problems: the Gauss-Newton approximation of
the second derivative and the Variable Projection functional for separable problems.
This overview provides the framework for asymptotic estimates for both the general
and separable least squares problems. These show that we do indeed obtain the
Cramér-Rao bound. Importantly, these asymptotic estimates lay the foundation for
computing the efficiency of the compressed problem in the next chapter. Finally, we
address a common complaint about nonlinear least squares methods for exponential
fitting: that nonlinear least squares methods require initial estimates of w and are
prone to converge to spurious local minima (e.g., [39]). The final three sections discuss
how these concerns can be addressed using various heuristics. Section 3.4 compares
various techniques to provide initial parameter estimates for optimization tailored to
exponential fitting. Section 3.5 discusses three different techniques for determining
the number of exponentials in a signal y and develops a new bound based on the
singular values of a Hankel matrix. Finally, Section 3.6, updates the Peeling Method,
originally developed by Perl [122], that sequentially removes exponentials. This new
version treats complex data, using the Akaike Information Criterion to determine
the number of exponentials and a filtered Matrix Pencil Method to provide initial
estimates. Combined, these techniques significantly address all the complaints about
nonlinear least squares methods, excepting speed: for small n, Prony-type methods
are often faster. Compression, a technique developed in the next chapter, speeds the

solution exponential fitting by sacrificing a small amount of statistical accuracy.
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3.1 Nonlinear Least Squares Algorithms

There exists a vast array of algorithms for solving nonlinear least squares problems
like (3.3): e.g., Gradient Descent, Conjugate Gradient, BGFS, Gauss-Newton, and
Levenberg-Marquard; see Bjorck [20, Ch. 9] or Nocedal and Wright [114, Ch. 10]
for more detail. For our purposes, we briefly provide sufficient background for the
perturbation analysis in the next section.

In solving (3.3), we minimize the function
#(0) =r(0) T 'r(0), where r(0) =y —f(0). (3.4)

For simplicity, we can remove I' by equivalently placing it onto the residual vector r,

r < I'"Y?r allowing us to take ¢ = r*r. The derivative of r is the Jacobian, denoted
J(0), where
0
J(O)].r = =r1(0). 3.5
3(6)].5 = 557(0) (35)

3.1.1 Gradient Descent
Using the first-order Taylor expansion of ¢ (see Appendix B),
$(0) = ¢(80) + 2Re [r(89)"T(80)(8 — 6o)] + O(]|6 — 6o|[*), (3.6)

we notice that ¢ decreases most in the opposite direction of the gradient g(6y) =
J(00)*r(0y). Using this fact, starting from our initial estimate 6y, we advance the

estimate of @ by following p, = —g(6s),
0k+1 = Ok + kP (37)

using oy to control the step-size and ensure convergence via, e.g., the Wolfe condi-
tions [114, eq. 1.7]. This method is called Gradient Descent and 6y converges at best

linearly.
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3.1.2 Newton’s Method

Including the second derivative of ¢ yields an improved quadratic model. The first

three terms in the Taylor expansion of ¢ about 8, are

(0 +p) = ¢(0) + Re |20Jp +p"JIp+ D pir'oo-p| + O(pl).  (3.8)
& k

The second derivative matrix implicit above is called the Hessian, H(8),

P
HOe = 5 (3.9)
This provides a quadratic model of ¢,
U(p) = 6(6) + (6)'p + =p"H(O)p = (6 +p) + O((lp|).  (3.10)

2
If H is positive definite, p, = —H 'g is the unique minimizer of ¢;. We then iterate
with 01 = 0y + p,. This algorithm, Newton’s Method, converges quadratically.
However, H may not always be positive definite, nor the quadratic model ¢ accu-
rate if p is large. One approach is to limit the motion of p to be within a trust region
|pll2 < A. Finding a p in this trust region is equivalent to finding a nonnegative
scalar \ that regularizes the problem, equivalently solving
H+MN)p=-—-g
AA —p2) =0 (3.11)
H+ M > 0;
see Sorensen [141, Lem. 4.2] for further details.
For exponential fitting, we also need to impose constraints on w. The function
f rapidly diverges as w enters the right half plane, causing the estimate of ¢, to be
inaccurate. To avoid this, we apply box constraints to w, which allow only slight
movement into the right half plane. Coleman and Li provide an easy way to apply

these box constraints by modifying the Hessian in the trust region subproblem [31].
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3.1.3 Gauss-Newton Approximation

The Gauss-Newton approximation of the Hessian neglects the pure second derivatives
0J /00y, leaving
Hgy = J°J. (3.12)

Often this approximation is used to avoid explicitly computing the second derivative.
Although for exponential fitting computing additional is possible, the Gauss-Newton
approximation reduces the condition number of the trust region subproblem. Rather
than solving (H + A\I)p = —g to compute p, we may instead use the least squares

estimate
+

; (3.13)
see, e.g., [114, eq. (10.41)].

3.1.4 Variable Projection

In the exponential fitting problem, there are two kinds of variables: w, a truly non-
linear parameter and a, that enters linearly. To see this, we write f(€) in terms of w
and a separately; f(0) = V(w)a where [V(w)];x = €/*¢. Then, in place of (3.3), we

solve (taking I' = I for simplicity)
min ||y — V(w)alf3. (3.14)

Such a problem is called a separable nonlinear least squares problem.
Variable Projection (VARPRO) solves separable problems by implicitly solving
for the linear variable a. If w is fixed, the pseudoinverse gives the solution for a;

a = V(w)"y. Applying this result we extract the projector P(w):

Y= V(@)V(w)'y = I-V(w)V(w)")y =Pw)y.
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Code Description Operation Count
1. V+ V(w) assemble vectors O(np)
2. QR+ V skinny QR of V O(np?)
3. b+ Q'y O(np)
4. r+<y—Qb compute residual O(np)
5. &< R_lb linear parameter computation O(np + p?)
6. V< V(w) assemble vector derivatives O(np)
7. L+ [V - QQ*V} diag(a) O(np?)
8. K < QR *diag(V'r) O(np? + p?)
9. J«— -L-K form Jacobian O(np)
total cost: O(np? + p?)
with Kaufman simplification: ~ O(np? + p?)

Algorithm 3.1: Pseudocode computing the Variable Projection residual and Ja-
cobian of a separable nonlinear least squares problem when each column of V(w)
depends on the corresponding entry of w. In place of the derivative tensor we
form V(w) = [V/(w1), V/(w2), ..., V'(wp)]. The Kaufman approximation (setting
K = 0) removes O(p?) cost but decreases the accuracy of the Jacobian away from
the minimum. If only the residual is required, the algorithm terminates after step 4.

Thus we can minimize over w alone:

min [P (w)yllz. (3.15)

weCr
The residual is r(w) = P(w)y and the Jacobian is

Iw)y = - {<P<w>a§£j)v<w>) ‘ (P<w>a§0§‘:)vw>>*] 5. (@16

Here V7 is any ‘least squares’ inverse of V satisfying VV™V = V and VV~ =
(VV7)* |27, Ch. 6]. This approach for removing a originated in a thesis by Scolnik
for the exponential fitting problem [138] and was generalized by Golub and Pereyra
under the name Variable Projection [55]. Near the solution, the second term in (3.16)
becomes small, so Kaufman recommends neglecting it [86].

Asymptotically, iterations of Variable Projection converge faster than using the

Gauss-Newton method [135, Cor. 3.2]. Additionally, as Variable Projection optimizes
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over half the number of variables as the general nonlinear least squares problem (3.3),
each iteration typically requires fewer operations. Variable Projection is also faster
than alternating methods that switch between fixing w and solving for a using linear
least squares and then fixing a and solving for w using nonlinear least squares. For

details, see the numerical experiments of Ruhe and Wedin [135]'.

3.1.5 Box Constraints

The exponential fitting problem contains one additional challenge: V(w) diverges as
n — oo if Rew > 0 so even small excursions of w into the right half plane can cause
breakdown. To avoid this, we impose box constraints on the value of w such that
Rew < wpmax following [31]. Experience shows that w must be allowed to slightly
enter the right half plane to avoid slow convergence, and wy,.x is proscribed to keep

|V (w)||s below a fixed value (= 100).

3.2 Perturbation Analysis for Nonlinear Least Squares

We seek a perturbation expansion of the recovered solution 0 as a function of g in

the limit that g is small. That is, we seek a power series expansion of
0(cg) := argmin I£(6) +g — £(0)|r. (3.17)

Using this expansion, we then estimate the asymptotic covariance.

'Ruhe and Wedin call Variable Projection ‘Algorithm I,” Variable Projection with Kaufman’s

simplification ‘Algorithm II,” and alternating methods ‘Algorithm III’.
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3.2.1 Asymptotic Perturbation

First, we write a power series expansion of 8: 6 = 6 + e0") + O(€e?) and expand f(0)
in a Taylor series, £(0) = £(8) + eF(8)0) + O(e2), where [F(0)];x = 0f;(0)/06y.
Substituting in (3.17) we obtain

I£(0) + eg — £(0)||r = €| T~ 2g — T2F(0)0V) |, + O(e?).

The first order correction minimizes the norm, yielding

—1 ~

60 = (rF(@)) g = (FO'T'F®) FOT s  (318)

(The last step above requires F to have full column rank — a condition that holds
for exponential fitting provided @ is distinct.) When I' = I, this reduces to the least
squares estimate,

o) = Ftg. (3.19)

3.2.2 Asymptotic Covariance

The asymptotic covariance follows directly from the asymptotic perturbation;
Cov|6] = E[(6 — 6)(6 — 6)7]
=& (1“1/21?(6))+ r-'/2E[gg* T 1/? (1“1/2]?(5)>+* +O(e%)
S (r—l/QF(E))+ <r—1/2F(§)>+* +O(E)
e (}?(5)*1“—11?(5)>_1 +O(eY). (3.20)
For this problem, the Fisher information matrix is (see Appendix A.5)
Z(6) == (V£(6))"(€'T) "' (VE(0)) = ¢ *F()'T'F(9), (3.21)

and the Cramér-Rao bound states

~ ~

Cov[6] = 7(8) * = & (F(B)'T~'F () - (3.22)
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Figure 3.1 : The relative accuracy of the asymptotic covariance estimate (3.20) for
large noise in an MRS example [153, Table 1| with p = 11 exponentials. Error bars
denote error the sample covariance. The covariance estimate remains accurate up
until the signal to noise ratio (SNR) reaches about 3 (10 dB).

Hence, in the limit ¢ — 0, Cov|w| = I(/é)*1 — the maximum likelihood estimator
asymptotically obtains the Cramér-Rao bound. In our numerical experiments, the

asymptotic estimate (3.20) holds even for fairly large values of €, as seen in Figure 3.1.

3.3 Perturbation Analysis for Separable Nonlinear Least Squares

Computing the perturbation expansion for the separable problem follows the same

approach as the general problem in the previous section. We define
@(g) = argmin |P(w)(V(@)a + g)||; = argmin [P (w)y |3 (3.23)

and seek a power series expansion for w in the small g limit. The covariance of w cor-
responds to the previous result, but this expression is useful in selecting compression

spaces in the next chapter.
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3.3.1 Asymptotic Perturbation

As before, we expand @ in a power series: @ = @ + ew™ + O(e?). We begin with the
Taylor expansion of P(w) given in [55, Lem. 4.1] using the tensor product notation

of Kolda and Bader [90, §2.5],

P(@+ecw)=P@)+ e T(@)x3wW +O(?) as €—0, (3.24)

OV (w)
&,uj

oV (w)
&uj

where (7). = - (P@ V) ) - (P v ). e

From this 3-tensor J € C™*™*™ we can compute the Jacobian J(w) as
Jw)=T(w)xy. (3.26)
Next, we apply this expansion to the perturbed measurements y = V(@)a + eg,
P(@)y = P(w) [V(w)a+ eg] + ¢ (T (@) 3 wV) V(w)a+ O(e?). (3.27)

Immediately we notice P(w)V (@) vanishes as P(@) is a projector onto the space
perpendicular to V(@). The second term can be rearranged using the rules of tensor

multiplication,

(T (@)% wM) V(@)a= (T (@)% (V(@)a)) w.

Expanding the product J(w)x; V(w)a,

V(@) V(@) V@a- V(@)™ (ag—f)) P@)V(@)a

J@)%V(@a=3 -P@)

j=1 J

2The symbol X; denotes the inner product along the jth mode; for example

n

(TN % ylje =D [TNjke vr-

k=1
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we note that the second is zero, as P(@)V (@) = 0 (this fact leads to Kaufman’s
simplification). Assuming V(@) has full column rank, then V(@) V(@) =T [27,

Thm. 6.3.1] and, consequently,

T@% V@ =-Y P@)y Pa= PeV@Ra

where YV € C"*"*™ is the gradient of V(w): [V(w)]..; = 0V (w)/0w;. Combining all

these results, we rewrite (3.27) as
P(@)y = P(@)g — ¢ (P(@) V(@) % a) w) + O(). (3.28)

The least squares solution for wV) gives the minimum value of (3.23):

wl = — (P(w)V(w)xa)" P(w)g. (3.29)

3.3.2 Covariance

Again, the asymptotic covariance w follows from the first-order perturbation esti-

mate (3.29),

Cov[@] = € (P(@)V(®) %, a)" P(@) E[gg" P (@) (P(@) V(@) %ea) ™ + O(’)
(3.30)

=& (P(@)V(@)%a) " P(@) (P(@)V(@)xa)™ + O().
As before, we can further simplify this expression. Writing A = V(@) %, a and taking
the skinny SVD P(@)A = UXZ", then P(@W)U = U as U is in the range of P(w)A

which is in the range of P(w), and

(P(@)A)*P(@)(P(@)A)™ = ZXTU'P(@)USHZ" = ZX 27" )
3.31
= [(P(@)A)" (P(@)A)] ' = [A"P(@)A] .

This covariance estimate is naively below the Cramér-Rao bound if we only con-

sider w; then Z(@) = A*A and A*A = A"P(w)A. However, this erroneously neglects
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the latent variables a, assuming they are constant. Correctly computing the Cramér-
Rao bound shows Cov w obtains this bound. Considering the general nonlinear least

squares covariance (3.20), taking @ = [w, a], the gradient is

F(6) = [V(w) xpa V(w)| -
Adopting the shorthand for A above, the covariance splits into four blocks:

~ - 71
Cov = ¢ [F(@)*F(o)] +OE)
-1
— 2 +0O(%) = ¢ ( vA) + O(€),
VA V'V x (VPR V)!
where Py is the orthogonal projector onto the space perpendicular to the range of

A. We immediately identify the (1,1) block with the covariance computed above, as

P (&) is, by definition, Py;.

3.4 Heuristics for Initial Conditions

The main disadvantage of nonlinear least squares methods, when compared to Prony-
type methods, is their requirement for initial estimates of w. Without good initial
estimates of w, the optimization of w can easily be lead astray into spurious local
minima. When there is a single exponential without noise, the minimum is very clear
(see Figure 3.4) and convergence to the right minimum is typical regardless of the ini-
tial estimate. However, as Figure 3.3 illustrates, as few as two exponentials and small
amounts of noise can cause poor initial estimates to converge to a spurious minium.
We can see the appearance of spurious minima in Figure 3.2; there is even a local
minimum in the absence of noise at the average of w. Spurious local minima become

increasingly problematic as the number of exponentials increases. For example in Ta-
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Table 3.1 : Failure rate for increasing numbers of exponentials p. The table shows
the precentage of failures from 100 random trials with n = 10, where samples w; €
[—0.1,0] x [0,27)7 uniformly, and |a;| = 1 with uniform random phase.

p Roots of Unity Largest Fourier Peeling
1 13 0 0
2 23 12 0
3 43 20 0
4 56 31 0
5 58 36 0
6 68 45 0
7 73 66 0
8 71 61 1
9 76 57 0
10 81 73 0

ble 3.1, using the p roots of unity as initial estimates causes convergence to spurious
minima with increasing probability as the number of exponentials, p, increases.
Good initial estimates of w combat this, helping the nonlinear least squares solver
converge to the true parameter values by placing the initial estimate near the true
minimum. Assuming the number of exponentials is already known, we examine one of
five different strategies for choosing the initial estimate wq for the exponential fitting
problem: choosing wy randomly, setting wg to be the pth roots of unity, picking wq
as peaks of the Fourier transform, solving a Prony-type method to provide wq, and

by using prior knowledge about w.

3.4.1 Random Imaginary Part

The easiest approach for choosing the initial estimate wy is to randomly guess. For ex-

ample, choosing each wy independently and uniformly distributed in [—1, 0] x [0, 27)i
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Figure 3.2 : The appearance of local minima as noise increases. For fixed random
vector g, we perturb y = y + eg. The left plots show the Fourier transform of
the noisy signal F*y as red dots and the original unperturbed transform as a black
line. The right plots show the norm of the residual ||[P(w)ylls. As € increases, the
true minimum becomes shallower and spurious minima appear. (Note the changing
colorbar scale.)
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Figure 3.3 : Failure rate for initial estimate heuristics. The unperturbed data
consisted of n = 100 measurements of @ = [0.97, 1.1i] with a = [1, 1]. For each real-
ization of noise g ~ N (0,1), a trust region Variable Projection algorithm attempted
to recover w from y = y + eg starting with the initial estimate given by one of the
four methods. Fourier estimate referrs to probability that the largest peaks in the
Fourier transform correspond to noise as given by (3.34). The initial conditions are
considered to fail if the recovered w falls ten times further away from @ than the
recovered w starting from the true parameters @ did from &. There were 103 trials
for each value of e.
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Figure 3.4 : The norm of the residual for a single exponential. Each plot shows
contours of ||P(w)V(@)|2/]|V(©@)||2 with spacing 0.1.



90

of the complex plane. However, if wy ventures too far away from the imaginary
axis, then V(wy) is ill-conditioned and can lead to erroneous Newton steps. Enforce
Rew = 0 can avoid this form of ill-conditioning, but V (wy) can still be ill-conditioned
if |[wo]; —[wo]k| is small. Hence, this approach is prone to failure. As Figure 3.3 shows,
even when there is no noise, randomly choosing Im w leads to convergence away from

@ in 7% of the simulations.

3.4.2 Roots of Unity

Osborne notes that his method implicitly uses the initial estimate that w are the pth
roots of unity [116], i.e., [wo]; = 2mij/p for 7 =0,...,p — 1. Unlike randomly choos-
ing wy, choosing the roots of unity makes V(wg) well conditioned, as its columns
are approximately orthogonal (exactly orthogonal if n is an integer multiple of p).
However, this approach fails even in the absence of noise; Table 3.1 provides one ex-
ample. Once noise is introduced, this approach provides even worse initial estimates;
for example, in Figure 3.3. The origin of the failure is simple; wy might be far away
from true value @, placing wq such that optimization converges to local minimum

near wq rather than finding the minimum associated with @.

3.4.3 Peaks of the Fourier Transform

A well known fact in signal processing is that peaks of the Fourier transform of y
correspond to the imaginary part of w. This is a result of the geometric sum formula
applied to F*V(w) (cf., (4.37)):

1 1— 6wn—27rik

[F*V(w)lk = N

w # 2mik/n. (3.33)

There are ‘peaks’ in F*V(w) near where the denominator vanishes, Imw = 2mik/n.

As y = V(w)a, then F'y is a sum of these peaks; ie., F'y = F*V(@)a. (See
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Figure 3.5 for an illustration.) If w = 2mik/n, then the peak will be a single large
entry with all others in F*V(w) zero; otherwise the peak will be broad, and widen
as as |Rew| grows. The problem with this approach is the difficulty of identifying
peaks. The largest entry of F*y certainly qualifies, but what about the second? It
could either be part of the tail of the first peak, or a peak in its own right. Moreover
if two wy, values are close, they can appear to be one peak instead of two. Figure 3.5
illustrates some of these pathologies. Even with these pathologies, this approach
provides good initial estimates in the numerical experiment shown in Figure 3.3.
There, as @; and W, are sufficiently separated and of roughly equal magnitude, we
simply take the largest two entries of F*y to form wy.

Choosing the initial estimates based on the largest Fourier coefficients works well
as the largest entry is robust to noise if damping is light. We can estimate the failure
rate of this method by assuming the method fails if the smallest peak is surpassed
by another entry in F*y. Assuming noise is uniform, g ~ N(0, ¢2I), then F*g also
follows the same distribution F*g = h ~ A/(0, ¢I). Thus, we have the probability of
failure

Peait = P (|[Fy)w + hus| > [[F*yli + he| = VK # k).

Ideally, we could evaluate this using the Rice distribution®, but for simplicity, we use
the crude estimate — that the size of the non-peak entries is trivial and noise does not

affect the size of the peak yielding the approximation
piait = p (|G| > |[F7ylil : VK # k) = 1= (1 — e ¥R/t (3.34)

This estimates the true value where the largest Fourier entries cease to provide good

3The Rice distribution describes the distribution of |z| if z a complex normally distributed random

variable z ~ N (a, €?); see [130],[158].
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Figure 3.5 : Examples of peaks in the Fourier transform. Clockwise from the upper
left: the ideal case with well separated, equal magnitude peaks; well separated peaks
of different amplitude; two close peaks; and a broad peak resulting from strong decay.
In these examples n = 100. The grey curves show F*V(w;) and F*V (ws) while the
black curve shows F*V(w)a = Fy.
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initial estimates to within a factor of two, as seen in Figure 3.3, and over estimates
the failure rate as noise increases.

Finally note we note this method must produce a well conditioned V (wy). The ini-
tial estimates wy are Fourier frequencies, and hence, V (wy) consists of the orthogonal

columns of F'.

3.4.4 Prony-type Methods

Since Prony-type methods do not require initial estimates, they provide an obvious
source for the initial estimates needed by optimization routines. This second compu-
tation of the exponentials might seem redundant, but it can be beneficial when using
one of the compressed Prony variants from Sections 2.8 and 2.8. We can easily ob-
tain fast, crude, estimates of w( using the Filtered Matrix Pencil method in a region
indicated by peaks in the Fourier transform.

Although we are the first to propose use of a compressed Prony-type method, the
idea had its origin’s in Householder’s Method, where the full Prony’s Method was used
to provide initial estimates for the maximum likelihood method for lag coefficients
a [69]. Others would later use the High Order Yule-Walker method [145] to provide

initial estimates for a Newton method for optimizing w.

3.4.5 Prior Knowledge

Exponential fitting rarely occurs in the absence of other information about the un-
derlying problem. This frequently yields prior knowledge about w from the structure
of the problem. For example, in the case of damped wave equation in one dimension,
we know the imaginary part of w are approximately integer multiples of some fun-

damental frequency, while the real part of w is negative. For other lightly damped
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mechanical systems like drums, beams, or plates we have similar knowledge about
the structure of Imw. In general, we also may assume that Rew is in the left half

plane as a result of conservation of energy.

3.5 Estimating the Number of Exponentials

Although these five methods are sufficient to provide initial estimates of w, we still
need to know the size of w, i.e., p, the number of exponentials present. There are three
standard approaches for determining p: one motivated by the Hankel construction
seen Section 2.2.3, one statistically motivated, and one by the size of a;, The last
two approaches are conducive to an approach called peeling, where exponentials are

appended sequentially until no longer justified (see Section 3.6).

3.5.1 Hankel Singular Values

In Section 2.2.3, we saw that the Hankel matrix of measurements [H|; , = ;4 can be
decomposed as H = V(w)diag(a)V(w) . Hence, the range of H is the range of V(w)
and thus H has exactly p non-zero singular values (provided w has distinct entries).
This leads to a widely used heuristic: choose p as the number of large singular values.
However noise increases the zero singular values, threatening the ability distinguish
the large singular values revealing p from singular values associated with noise. The
following new result allow us to bound the growth of the singular values associated
with noise. The first result bounds the perturbation of singular values, obtaining a
bound on the norm of a finite dimensional Hankel Matrix using a method reminiscent
of that used for the infinite dimensional case |21, p. 13|. The second result provides

a bound on the expected value of the norm of this random Hankel matrix.

Theorem 3.1. If H,ﬁ € C™" are both Hankel matrices where E := H — H has
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entries [E|; , = gj1x, then the singular values o; and o ofﬁ and H obey
5 — 05l < Vn+tm =1 max|[Frimglil- (3.35)
Proof. From Weyl’s Theorem [143, Cor. 4.9|, we have
G — oy < |H = Hj2 = |E[..

We bound the norm of E by embedding E inside a circulant matrix C with flipped

columns
Ym-1 9o Gngm-2 " Gm
o Ontm—a ** Gn—1 9n—2 90 c C(n—l—m—l)x(n—l-m—l)' (336)
G Ga Gue1 G
| 9m-2  Gntm—2 9o T Yn—]

Using the definition of the /5 norm,

R - SR [
xeCn |[x[la T xecrim x|
x;=0 n

< IClJz.

Circulant matrices are diagonalized by the Fourier transform with eigenvalues A =
vn+m —1F,,,_ic, where c is the first column of C; ie., C =F,  _AF, 4

for A = diag(A). As F,,1,,1 is unitary then,
ICll2 = |All2 = max Ay

Finally, as we are only interested in the magnitude of Az, we can apply the DFT

shift theorem to write )\, in terms of the Fourier transform of g € C**™1. If
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D, € Civtm=Dx(ntm=1) i 5 diagonal matrix with D]y, = €2/ (+m=1) and S is the

circulant shift matrix [Sg|x = gk—1 mod n+m—1, then the DFT shift theorem implies
[Fn+m—1S€X]k = [DZFn+m—1X]k-
Hence, taking { =n — 1,

m]?X|)\k| =Vn+m— 1m3x|[Dan+m_1c]k\ =vVn+m— 1ml?x|[Fn+m_1g]k\.
O

Using this theorem, the following Corollary evaluates the expected value of this

bound on |g; — ;| when g is a complex random vector.

Corollary 3.1. If g ~ N(0,€%T), then
lo; —oj| <vVn+m—1~ with probability p(y) = (1 — e~V /E)yntm (3 37)

Proof. As g is normally distributed with mean 0 and covariance ¢*I and F,,;,,,_; is a
unitary transform, then h = F,,,,, g is also normally distributed with mean 0 and
covariance €2I. Then |hy| follows a follows a Rayleigh distribution® with covariance €

2

such that p(hy <x)=1—e" /(2¢%) " As the hy, are independent, the probability that

n +m — 1 of these are bounded above by 7 is given by p(hy < )" 1. O

Using this criteria, singular values associated with noise g using a total of n

measurements are bounded above by

oy < 6\/—2n log(1— /1) k>p (3.38)

with probability . Thus p can be estimated as the number of singular values breaking
this bound. Figure 3.6 provides an example of this bound in practice, illustrating its

power at distinguishing signal from noise.

4A special case of the y distribution with two degrees of freedom.
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Figure 3.6 : Hankel singular values from a magnetic resonance spectroscopy example
with noise. Using the example from [153, Table 1] with p = 11, n = 256, and noise
o =10 for 105 trials, we show the maximum, minimum, and mean singular values &}, of
H. The bound from Corollary 3.1 (black line) successfully distinguishes a significant
singular value o7 from a noise singular value o5 with high probability. However the
approach of de Groen and de Moor (dashed line) does a poor job of bounding o1s.

An alternative approach of de Groen and de Moor [39, §4| provides a less effective
estimate. Their approach estimates a bound on the singular values associated noise

by considering the eigenvalues of E[ﬁ*ﬁ]
E[H H] = H'H + E[E*H] + E[H*E] + E[E*E] = H'H + né’I,

where n is the number of rows in H. As the singular values are eigenvalues of ﬁ*ﬁ,
we note o; ~ o; + ne’. This approach is performs poorly, as the estimate computes
the eigenvalues of E[ﬁ*ﬁ} rather than the eigenvalues of H H,

These results about the singular values of H also apply to systems theory. There,
y; corresponds to the jth Markov parameter of a discrete time linear system with
system matrices A = diag(A) where A = e¥, C = 1" (the vector of ones), and

B = diag(a). In this context H corresponds to the product of the controllability
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and observability matrices [83, §2.2, eq. 49]. More sophisticated approaches for
determining p using SVD are still being developed, often under the name of rank

determination (after the rank of A); see, e.g., [165].

3.5.2 Akaike Information Criterion

The advantage of the Hankel singular value approach is that we can estimate the
number of exponentials p without determining w or a. Model selection criteria pro-
vide another approach that allows us to compare models with different numbers of
exponentials provided knowledge of maximum likelihood estimates of w and a. An-
other approach is to use model selection criteria to compare models with different
numbers of exponentials. One such model selection criteria is the Akaike Information

Criterion (AIC) [26, §2.2] that ranks candidate models with ¢ parameters by

A(q) =2q —2log (max Eq(0)> : (3.39)

OcRa

where £, is the likelihood function associated with a ¢ parameter model; cf., (A.10).
The best model has a value of ¢ that minimizes A(q). The AIC is an asymptotic
result in the limit of n — oo measurements; for a finite number of samples n, there

is a second order correction, called the AICc due to Sugiura [148]

2q(q+1)

AC(Q)ZA(QHn_q_l-

(3.40)

For real measurements y the there are 2p parameters (w € R” and a € RP) and if

y =y +g, where g ~ (0, X) (real), the AIC is

A(p) = 2p — 2log | max ;ef(%f(e)ﬁz‘l(y—f(e))/z
OcR2P (271')" det T

= 2p +nlog 2w + log det ¥ + min ||y — £(0)]/5.
OcR?p
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As we are interested in only the smallest value of A, we neglect the terms that do not

depend on p terms and compute
A(p) = 2p+ min ||y — £(0)|%. (3.41)
OcR2p
If noise is independent and identically distributed, then 3 = €2I and
A(p) = 2p +¢* min [|y — £(6)]5.
0cR2p

The correction for the AICc for real measurements is 4p(2p 4+ 1)/(n — 2p — 1).
For complex measurements there are 4p parameters and 2n measurements; similar

results follow. The AIC is

A(p) = 4p — 2log |max -(y-£(0) )=~ (y-£(9))

— ¢
ocCr " det X2

=4p + 2nlogm + 2log det 3 4 2moin |y — £(0)]%.
Neglecting the constant terms yields
Alp) = tp-+ 2min [§ — £O) 3. (3.42)

This is a scaled version of (3.41), but the correction for the AICc for complex data
is not a scalar multiple of the real case. The AICc correction for complex data is

8p(dp+1)/(2n — 4p — 1).

3.5.3 Small Amplitudes

A strategy often used by practitioners simply fits an excessive number of exponentials,
and then removes the exponentials with amplitudes below some tolerance 7; see,
e.g., [123, 126]. This avoids the complicated machinery of the singular values of the
Hankel matrix H or the AIC, but provides only a crude heuristic. In this section we

provide a truncation tolerance 7 based on the AIC.
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Suppose we have measurements y = V(w)a+eg where g ~ N (0,I) and @,a € CP
and we then fit y with p+p’ exponentials. The AIC dictates that the p+p’ exponential

is a better model if A(p +p') — A(p) < 0.

Alp+1) = Alp) =4p' +2¢7% min_ [[§ - V(w)a|* = 27 min [[§ - V(w)a|?

w,aeCr+r’ w,aeCr

<4p'+2¢7 min [lg - V(w)al* —2¢7g|*.

w,aeCr’
Fixing the minimum of the p’ sized problem as w,a, we invoke the reverse triangle

inequality to find
Alp+p) — Alp) < 4p' — 27| V(@)a|*.
Setting p’ = 1, we find the p+ 1 exponentials are not justified according to the AIC if

VoI (3:49)

If we require Rew; = 0, then [a| must be less than €/n (we loose a factor of two
since there are now half as many parameters). This yields the truncation tolerance
T = €/n. For general @, ||V(@)|| may be as small as one, hence we require |a| to be
less than /2, yielding the truncation tolerance 7 = v/2e. A similar analysis would

yield truncation tolerances where the error g is a result of rounding errors.

3.6 Peeling

Now we combine these elements — initial estimates of w in Section 3.4 and the estima-
tion of the number of exponentials in Section 3.5 — into a single algorithm. Although
each of these techniques is not new, the combination is, and allows us to use nonlinear

least squares algorithms without initial estimates or a priori knowledge of p. This
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Algorithm 3.2: Peeling for Exponential Fitting

Input : Noisy measurements y € C", noise estimate €

Output: Exponential coefficients w,a € CP

Initial estimate of p.
1 Compute the singular values oy of H in decreasing order where [ﬁ] ik = Yjtk;
2 Pesy < argming oy, > ey/—2nlog(l — /r) ;
3 p<+0;

4Ty

5 repeat

6 pp+1;

7 | Estimate w, < 2mi/n argmax, |[Frgl;

8 Update w < [w,wp];

9 Apply a nonlinear least squares algorithm to refine w and recover a;
10 r<—y— V(w)a;
11 until p > pey and A.(p— 1) < A.(p);
12 W 4 [w]op—2;

13 a < [a]op-2;

14 Apply a nonlinear least squares algorithm to refine w and recover a.

technique is sketched in Algorithm 3.2: we sequentially add exponentials until the
AlICc dictates the fit is not sufficiently better to warrant another exponential. We
use the largest entry in the residual to estimate the next value of w, following Sec-
tion 3.4.3 and can further refine this estimate if necessary using the Filtered Matrix
Pencil method. Figure 3.7 shows this approach in action.

This approach mimics a graphical approach for fitting real exponentials called
peeling [122], prominent before the advent of computers [79, VI.B.1]. Peeling consists
of fitting a line to a log plot of y, removing the fit, and then repeating the procedure
until the signal vanishes. In the same way, our updated Peeling Algorithm 3.2 iter-

atively removes exponentials and uses the residual to estimate the next value of w.
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0.001 + 2.0107%
—0.725 4 0.0697

—0.001 + 1.000%

1.283 4 0.001¢

0.001 + 2.0104
—0.726 + 0.0784

0.000 + 1.000%
1.000 + 0.008:

0.000 + 2.0107%
—0.933 — 0.010%

—0.505 4 4.201¢

50.739 — 0.107%

0.000 + 1.0007
0.999 + 0.0017

—0.100 + 2.0027

1.020 — 0.0234

—0.000 + 2.0104

—1.006 — 0.002%

—0.496 + 4.2001%

50.078 + 0.0631%

0.000 + 1.000%
0.999 + 0.001%

—0.098 + 2.0027

1.000 — 0.0214

—0.000 + 2.0107

—1.006 — 0.0024%

—0.499 + 4.200¢ —0.010 + 4.201¢
50.031 +0.062¢ 0.094 — 0.004%

. 0.000 + 1.0007%
True solution
1.000 + 0.000%

—0.100 + 2.000%
1.000 + 0.000%

0.000 + 2.0107%
—1.000 + 0.0007

—0.500 + 4.200¢ —0.010 + 4.2007
50.000 + 0.000¢ 0.100 + 0.000%

Figure 3.7 : Peeling with complex data. We recover five
Peeling Algorithm 3.2, with n = 512. The black curve shows the original residual,
F*y, and the dots F*ry, where ry is the residual at the kth step.

exponentials using the
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We use the Hankel singular values to provide an initial estimate of p, since for early
values of k < p, there are situations where A.(p) < A.(k) < A.(k + 1), leading our
single look-ahead approach astray.

The updated peeling algorithm works well in some situations. For a randomly
distributed exponentials exponential in noise, the numerical simulation in Table 3.1
illustrates that peeling frequently ensures convergence to the proper minimum. How-
ever, problems can emerge if exponentials are clustered. In Section 4.6.2, the Peeling
Method produces poor estimates when multiple exponentials have similar imaginary
components. Although the Peeling Method is not without its faults, it provides cheap

estimates of initial conditions for large exponential fitting problems.
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Chapter 4

Compression for Exponential Fitting

Solving large scale exponential fitting problems is expensive. Fitting p parameters @
to n measurements y using nonlinear least squares requires O(np?) operations per it-
eration that refines 8. Numerically stable Prony variants such as HSVD are even more
expensive, requiring O(n?) operations if implemented naively or O(pn log n+np*+p?)
operations using fast inner-products and an Arnoldi based SVD [96]. Although the
operation count grows only linearly in n for nonlinear least squares iterations, each
iteration is too expensive for the millions or billions of measurements easily obtained
with modern hardware. To combat this, practitioners throw away measurements to
make each iteration feasible in one of three ways: discarding the last n — m mea-
surements (truncation), keeping every gth measurement — equivalent to reducing the
sample rate — (decimation), or keeping a random subset of measurements (Incremental
Gradient; see [50]). By discarding information in y, the covariance of the parameters
0 increases. In this chapter, we build a new, fourth approach that sacrifices a mini-
mum amount of information in y about @ by compressing y onto a carefully chosen
subspace of C". The result is an exponential fitting algorithm that solves a nonlinear
least squares problem over m compressed measurements in O(mp?) operations per it-
eration plus an O(nlogn) starting cost. Most importantly, the number of compressed
measurements m required to attain a fixed accuracy is small and independent of n;
typically m =~ 10p is sufficient for 90% accuracy. Although this algorithm is tailored

to the structure of exponential fitting, the framework developed in Sections 4.1 and
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4.2 can apply to any nonlinear least squares problem.
The key to this approach is building an efficient compression space W C C™ from

a set of parent coordinates. In comparison to the full problem
6 — argmin |7 — £(8)]2. (4.1)
0

the compressed problem solves (4.1) with y restricted to the subspace W C C",
spanned by the columns of W € C"*" a subset of the parent coordinates that form

the columns of U. The compressed estimate of 5, denoted EW. solves instead

Oy = argmin | W'y — W2 T =[(WW) 'WT W (WW) ]
(4.2)
In the important case where the columns of W are orthonormal in the unweighted
norm, then T = (W*T"'W)~!. In this framework decimation, truncation, and in-
cremental gradient correspond to taking parent coordinates U = I, where decimation
chooses columns Z = 0:¢:n — 1, truncation Z = 0:m — 1, and Incremental Gradient
a random column subset Z.

By discarding measurements, the covariance of 51/\/ must be larger than the covari-

ance of §. We quantify this in a single number called the efficiency of the subspace W,

defined as the limit of the respective covariances as noise vanishes uniformly (I' — €T")

TrCov @
(W) 1= lim — =" € [0, 1]. (4.3)
=0 Tr Cov By

This generalizes Fisher’s notion of efficiency to multiple variables [49, §4]. Following
Fisher, we report ng(W) as a percentage. Efficiency depends strongly on both the
model function f and the value 0, as Figure 4.1 shows.

None of the compression subspaces generated by existing approaches are very

efficient (see Figure 4.2). Better compression spaces can be generated by tailoring
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Efficiency of W spanning [V (1i), V'(1i)] ne(W)

100%
1.4
80%
1.2
60%
S
=
40%
0.8
20%
0.6
—0.2 —-0.15 -0.1 —0.05 0 0%

Rew

Figure 4.1 : Compression spaces are tailored to specific parameter values. Here
we pick a subspace built to recover w = 1i exactly and record the efficiency for
neighboring parameter values. Efficiency drops off rapidly from w = 14.

W to the current estimate of 8, and as subsequent iterations improve @, changing
W to match. For example, the ideal compression space for any problem (not just
exponential fitting) contains the partial derivatives of f evaluated at . This effec-
tively solves (4.2) using a QR-factorization of (4.1) — nothing novel. As we show
in Lemma 4.3, this compression space has full efficiency (ng(W) = 1) but efficiency
falls off rapidly for 8 away from 0 as Figure 4.1 shows. However there are two other
problems with this ideal compression space. These set conditions on compression
spaces such that the compressed is computationally advantageous. The problem with
the ideal subspace is as W is updated, recomputing W™y takes O(nm) operations
— a cost dependent on n we hope to avoid. To fix this, we impose the condition
that W is chosen from a static set of parent coordinates U so that when we update

W, only a few additional inner products of [U]*j§ need be computed, not m. The
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Truncation Decimation Random Random Ideal ne(W)
100%
6 6 6 6 6
80%
4 4 4 4 4
60%
3
g
=
40%
2 2 2 2 2
20%
0 0 0 0 0 0%
—1 0 —1 0 —1 0 —1 0 —1 0
Rew Rew Rew Rew Rew

Figure 4.2 : Efficiency for truncation, decimation, incremental gradient, and ideal
subspaces. In this example all subspaces are of dimension m = 10. Truncation works
well for rapidly decaying signals, but poorly for undamped exponentials. Decimation
works well for an intermediate decay, and for undamped signals has an efficiency of
10%. The two realizations of the random subspace from Incremental Gradient both
provide poor subspaces that obtain a maximum expected efficiency of 10%. The ideal
subspace for w = [1i, 1i — 0.25, 1 — 0.5, 14 — 0.75, 1i — 1] and a = [1,1,1,1,1]
provides very accurate estimates near Imw = 1, but poorer estimates further away.
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second problem with the ideal subspace, and most fatal, is that we need to compute
W*f(0) and the derivative W*F(0) but in a way that avoids matrix multiplication
requiring O(nm) and O(nmp) operations. One condition fixing this problem would
be to require U*f(0) and U*F(0) can be computed row wise in closed form. These
restrictive conditions make finding efficient parent coordinates difficult for an arbi-
trary problem. We may take U = I for any problem, but it may not yield efficient
compression spaces.

However, for the exponential fitting problem there is a class of parent coordinates
satisfying these conditions. To satisfy the second condition, we choose parent coor-
dinate built from blocks of the Discrete Fourier Transform (DFT) matrix F, € C**?,

where [Fy|;, = b= 1/2e2mijk/b,
U(b) = diag(Fy,, Fyp,, - - - 7qu71) for b € N¢. (4.4)

As required, we can compute [U*f]; and [U*F]; . in closed form using a generalization
of the geometric sum formula in Theorem 4.1. Following the outline above, we could
compute U*y as columns of U are added to W. However, it is faster to can compute
U™y at once using the Fast Fourier Transform (FFT), requiring fewer than O(gn logn)
operations.

This leaves two remaining challenges: choosing the columns of U(b) to form W
and the picking block dimensions b. We pick columns of U using greedy search
maximizing the efficiency of W. Section 4.1 motivates our generalization of efficiency
and provides basic results. As computing efficiency is expensive, Section 4.2 derives
fast updating formulas for the covariance and, thereby, the efficiency, Section 4.3 gives
the closed form inner products used to compute W*f and W*F quickly. Section 4.4
details how to pick the initial set of indices for the greedy search and accelerates

this search by restricting to a set of candidates. The choice of block dimensions
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b is discussed in Section 4.5. Although we are unable to build an optimal set of
blocks, we explore several options, finding that block sizes that grow geometrically
(e.g., bj = 47) work well. Other attempts to pick b; using heuristics result in similar
performance. Finally, Section 4.6 details how to use compression in conjunction with
optimization and demonstrates that compression results in significant speed gains for

large problems.

4.1 Compression Subspace Efficiency

It is natural to compare compression spaces by their covariances, but this alone cannot
provide the ranking necessary for finding the best subspace. Recall from (3.20) the

asymptotic covariance for 6 is

Cov[6] = ¢ (F(6) T 'F(6)) Lo, (4.5)

The same derivation applies to the compressed problem (4.2) (since it also is a non-

linear least squares problem) yielding the asymptotic covariance

~ ~ —~ 1
Cov[fy] = ¢ (F(H)*WW*I“1WW*F(0)) + O() when W'W =1 (4.6)

Both asymptotic covariance matrices are, by construction, positive definite, and pos-
itive definite matrices have a partial ordering. For two positive definite matrices A
and B, A >~ B if x*Ax > x*Bx for all x. However, there are pairs of matrices that
are not comparable — e.g., the inequality goes both ways: for some x, x*Ax > x*Bx
and for some y, y*Ay < y*By. Hence two compression subspaces W; and W, may
not be comparable. Efficiency 7, resolves this problem of ordering by measuring the
expected {5 error in 6. This allows us to construct a preorder® of compression spaces

where Wy > W, if ng(Wh) > ng(Wa).

IPreorders lack the requirement that a > b and a < b implies a = b.
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Using our standard model where errors are of the foomy =y+g="f (5) + g with
g ~ N(0,T), the expected {5 error in 8 is
(16013 = [ [1Fgl + o) e
cr (em)”
where F is the first order perturbation matrix F = (F(6)*T'F(6))'F(6)*T /2. If
F(@) has full rank, we evaluate the first term by taking the SVD of ﬁ, F = ﬁf]\Af*,

and by changing integration coordinates, g = e\Af*g, we have

* 2 ~2 e_g g/€

HFgHQE) dg = /ngEg() dg
_2 H/

This last expression has several equivalent formulations: the (scaled) square of the

2 p
e g2/ 1

j=1

Frobenius norm of F, the trace of the covariance matrix, or the sum of squares of

singular values, where o;(F) denotes the jth singular value (descending) of F:

tim 2 16— BJ] = 5IF I} (4.7
1 R ~ \ —1

=T (F®)T'F®)) (4.8)

! Z (r2p(@) (49)

= 111_13% e 2Tr Cov [0} : (4.10)

If F(@) does not have full rank, the expected ¢, error is undefined. The same expected
error result holds for the compressed problem:
~ — 1 ~ 1
lim ¢~ E [||¢9W - 9||§} = Tr (F(@)*WW*F*WW*F(Q)) (4.11)
E—>

= % > o; (I‘*WWW*F(@)> (4.12)

= %hme >Tr Cov [BW] (4.13)

e—0
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In the definition of efficiency (4.3), we normalize by the full problem, since the Cramér-
Rao lower bound guarantees that Cov EW > Cov@. Then efficiency is bounded be-

tween zero and one:

Tr Covd o, (TR (@)
ne(W) :=lim — 7 — ngj(ﬂ ) e [0, 1]. (4.14)
=0 TrCovly 3, 0;(T"/*WWF(6))

We know that 7g(W) < 1 from the Cramér-Rao bound, but we can also see this

immediately from linear algebra as well.

Lemma 4.1.
lim e 2 Cov [5] < lim ¢ 2 Cov [EW] : (4.15)
e—0 e—0

Proof. Abbreviating F(6) = F, since WW™ is an orthogonal projector onto W the

covariance of the full (4.5) and compressed (4.6) problems obey
XFWW' T 'WW*'Fx < x*'F'T"'Fx.

Hence FFWW*T'WW*F < F*T"'F. Then by [68, Cor. 7.7.4], (F*'T"'F)~! <

(FFWW T '"WW*F)~!. O

We also know that if one compression subspace W; is a subspace of Ws, then the

efficiency of W is bounded above by the efficiency of W.

Lemma 4.2. If W) C W, then ng(W1) < ng(Ws).

Proof. If W, is an orthogonal basis for W, and W, for Wy, then W; W] <X WoW3.

Consequently,

F*W, WiT''W , W'F < FFW,W;I''"W,W;F

(F*W,WiT "W, WiF) ™ = (FFW,W;I' "W, WiF) ™!
Tr(F*T'F)~! - Tr(F*T'F)!
Tr(F*W, W T "W, WiF)-! ~ Tr(F*W,W;I'" "W,WiF)-1’
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Finally, we have a necessary and sufficient condition for W to have full efficiency.

Lemma 4.3. If and only if 0/00;f(0) € W for all j, then ng(W) = 1.

-~

Proof. Suppose W is an orthogonal basis for W and F = F(0). If 0/06,f(0) ¢ W
for all j, then WW*F = F, and hence FWW'TWW'F = F'T'F, thus n;(W) =
1. Alternatively, if nz(W) = 1, then Tr(F'TF)™! = T(FFWW'TWW*F)~!. By
Lemma 4.1, then F'TF = FFWW I'WW™F and the range of W must contain the

range of F. O

We can also define efficiency with respect to the frequencies w by considering
only the covariance with respect to w. If we order & = [w,a], then Covw :=

[Cov 5]0:p_1,0:p_1, and correspondingly

P 1Cov ], ;
ne(W) = lim ij_;(’[ — by . (4.16)
> j—olCov O
We can avoid computing the covariance of 0 by noting the upper left block of Cov 0

is given by the Variable Projection asymptotic covariance (3.30),

lim €2 Cov[@o,p-1.0p-1 = (P(@)V(@) %a)" P(@) (P@)V([@)%a)™.  (4.17)

e—0

We can do the same for the compressed problem. Recall, the compressed problem

solves

Wyy = argmin min [W*y — W*V(w)alf3. (4.18)
The Variable Projector for this compressed problem is
Py(w) =1—(W'V(w))(W'V(w))", (4.19)

and consequently the first order perturbation of wyy follows the same derivation
as (3.29):
wiy = —(Pw(@)W'V(@) % a) Py (@)g. (4.20)
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Consequently, we have

lim e~ Cov[@w] = (wiy))(why))*
‘ (4.21)
= (Py(@)W'V(@)%3)" Py(@) (Pw(@)W'V(@)%a)™.

The same options for computing the trace are available as before. The SVD provides

an efficient and comparatively stable approach, so we take

Yo P@Y@na
B S o P W V(@) A 2

Jj=1

4.2 Updating Subspace Efficiency

With efficiency defining the ordering of compression subspaces, we now seek the
best subspace for a given set of parameters. In the absence of a better approach,
finding the best subspace of dimension m requires computing the efficiency of (::1)
possible subspaces. This is easily more expensive than solving the full optimization
problem (i.e., optimizing without compression). Rather than finding the best possible
subspace, we pick a good enough subspace by greedily adding columns from the parent
coordinates to the current compression subspace. Even this greedy approach is too
expensive if we consider all of the n — m possible columns. Rather, we consider
columns from a small set of candidate columns C. Then the dominant cost becomes
computing the SVD of W*F(@) to compute the covariance trace of 51/\}, since we need
not compute the covariance trace of 5, as it is constant for all candidate subspaces.
In this section, we develop rank-1 update formulas for these singular values when we
append the column 7 to the current set of columns Z. Although these formulas can
be unstable, they provide insight into how to pick the initial set of columns Z and

how to form the candidate set C for any problem. Later, Section 4.4 specializes these

results for the exponential fitting problem.
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For simplicity, we will assume that noise is white (I' = ~I), parent coordinates
U are orthonormal, and U has already been applied to £(0) (e.g., £(8) «+ U*f(0)).
Thus instead of considering what columns of U to add to W, we consider which rows

of £(0) to include. We abbreviate the rows Z C N of f(0) and its derivative F(0) by
f7 = [£(0)]r Fr=[F(0))z..

Further, as v appears in both the numerator and denominator of efficiency, we can
ignore it, assuming v = 1. We develop four update formulas: one for the singular
values, and one for the covariance for both the general problem (6 = [w, a]) and the
separable problem (w alone). These formulas use the Sherman-Morrison formula, but
can easily be generalized to allow multiple rows to be appended simultaneously using

the Woodbury identity.

4.2.1 Updating the Singular Values for the General Problem

At step m—1 of a greedy search, we have the index set Z,,,_; and the SVD of Fz . We

then seek the row i ¢ 7, 1 minimizing the covariance of éwm, where W, = spanU. 7,

and Z,, = Z,,_1 U7. Under this section’s assumptions, we can simplify (4.12):
N\ -2 -2
S o (r—l/mew:nF(e)) -3 o, (W;;F(e)) =Y 0,(Fz,)
J J J
We update the SVD of Fz | to that of Fz,, noting
FIm—l FIm—l
Fr = = + e, F;. (4.23)
F; 0

The singular values of Fz_ are then a rank-1 perturbation of the original singular

values

F; Fz, =F; Frz  +FF,=V[2*+(F,V)(FV)] V" (4.24)
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that can be computed using the secular equation (dlaed4 in LAPACK [6]; see |56,

§8.5.3] for details). This requires only one O(mp?) operation to compute the SVD
of FI

m—1

and O(p) operations per candidate 4, rather than O(mp?) operations to

compute the SVD of Fz  for each candidate.

4.2.2 Updating the Covariance for the General Problem

Alternatively we could update the covariance using the Sherman-Morrison formula.
Starting from (4.11), we note that since W, is orthonormal and T" =1,

~ N1 ~ -1
Tr <F(0)*Wij;LI“1WijnF(0)> —Tr (F(@)*me;;}?(e)> —Tr(F} Fr,) "
Splitting Fz, asin (4.23), we apply the Sherman-Morrison inverse update formula |56,

eq. (2.1.4)] to the result above, yielding

. 1 GiC
TI’ [(F;—mFZm)il} = TI’ |:(FIm_1FIm—1) 1 :|

1* + B (4.25)
* - C;Ci
—_= Tr(FImleIm—l) ! - 1 + 54’

where ¢; = (F; _ Fz,)7'F; and §; = ¢;F;. As the first term is constant, the best

1 has the largest drop

cic;

M) =g (4.26)

When this is a one dimensional problem, we can further simply our choice of the

new index ¢. Then (F7 ~ Fz )~!is ascalar v and the best F; minimizes the drop

2 2
A (i) = ——— 4.2
o(0) 1+ ~||F? (4.27)

As this function monotonically decreases in ||F;||? regardless of 7, the largest drop

corresponds to the largest row in F(0) not already in Z.
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4.2.3 Updating the Singular Values for the Separable Problem

Similar update formulas are available when considering w as well. We do so by

updating the singular values of Py, (@)W V(@) x; a through the eigenvalues of Sz, :
Sy, =A% P; Az, (4.28)

where Az, = [V(w)]z,.. % a and Pz, = P[Lv(w)]zm", the orthogonal projector onto
the subspace perpendicular to the range of [V]z, .. As with the general problem,
adding a new index to Z,,_; results in a rank-1 update to Sz, , to form Sz, .

If 7 is the new index added to Z,,_; to form Z,,, we write Az, and V7 =

[V(@)]z,,.. as updates of Z,,,_1:
VIm = VImfl + emVi AIm - AIm,1 + emAi bl

where both V¢ | and Az |, are padded with a row of zeros at the bottom. For

1

brevity, V and A without subscripts will denote V7, and Az . Starting with the
orthogonal projector

Pz

m

= I - VI’m (V;mvzwn)_lv;m Y
we expand the middle term B = V*V using the Sherman-Morrison update,

b,b;

B=(V:EV, ) '=B+VV,)l=B!_ i
(V3,Vz,) ' = (B+ViV) e

where b; = B!V} and a; = b}V € R. We then write the orthogonal projector onto

V1 as

m

aene’, +e,b;V'+ Vb,e; — Vb,b/V*
14+« '

VB 'V; =VB 'V 4+

When A7z is applied to both sides, most cross terms vanish due to orthogonality of
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the update to both A and V:
A5 Vi, B 'V A; =A*VB VA

L WAJA + ATDIV'A + A'VbiA, — A'Vb,bjV'A
14+« .

Defining d; = A*Vb,, we expand

Sz, =AL Az, — A Vo, B Vi Az

=A*A+AJA;, -~ A*VB'V*A
1+«

Further simplification reveals the rank-one update to Sz, ,:

1
Sz =S — (A —d;)(A] —d;)". 4.2
Zm Imfl + 1+Oé( () )( 7 ) ( 9)

We can now update the eigenvalues of Sz, using the secular equation and hence the

singular values needed by (4.22) to compute efficiency.

4.2.4 Updating the Covariance for the Separable Problem

Rather than updating the singular values, alternatively, we can invoke the Sherman-
. ~1 —1
Morrison formula and update Sz~ to Sz~ by

1 ciC;

(4.30)

-1 _q-1
SIm - SIm—l

where ¢; = STH(AF — d;) and 8 = ¢} (A} — d;). From here, the updated trace is

1 cic;
TrS;! =TrS7' | — L 4.31
ST, T L T T g, 1+ 51+ o)’ (4.81)
with analogous drop
1 fc;
A(i) : Gic (4.32)

Tt 1140 ta)

Unfortunately, two applications of the Sherman-Morrison formula can make this for-
mulation sensitive to round off errors; see Figure 4.4 showing that A, choses the

wrong best column for the exponential fitting problem.
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When both w and a are scalars, we can further simply A, resulting in the one

dimension drop Ay,

Ay (i) -1 o ?|a]?[V; = xn 2 Vif?

s1(2) == ,
U T 2V T o PV = VP V) (4.33)
where 0 =Sz, ,, n= 1[IV, ,[l2s x =V, VI ..

Certain limits of this formulation yield the same heuristics as before in (4.26). In the

limit of n — 0, we recover

(4.34)

Hence, if V7, is small, the next index should attempt to increase this value by

maximizing |V;|. In the opposite limit  — oo,

o o2 V)2
s Aa(l) = Ty

Just like (4.26), this a monotonically decreasing function in |V}|, so our best choice
is to maximize V..

The drop Ay is sensitive to errors in Sz _,. If we make the approximation
|Vi|/n = 0, assuming individual entries V; are small compared to |[Vz, ||, many

terms drop out. The remainder is a monotonic function of |V} — xyn=2V;|?,

—0?|aP’|Vi — xn?Vi[?

Ag (1) = Ag(i) := . 4.35
1) 2(0) = 17 o~ a2V} = xn2V,[? (4.85)
Then the approzimate best new index solves
/% 2
Vz
in |V — 2l "l 4.36
anln ’ V.%m -1 VIm— 1 ( )

As the approximation |V;|/n = 0 is only valid when there are many entries in Z,, 1,
this heuristic performs poorly for small subspaces. Consequently, building compres-

sion spaces using this heuristic can yield significantly malformed subspaces.
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4.3 Closed Form Inner Products for Block Fourier Matrices

We now turn to developing specialized results for the exponential fitting problem.
The first component is the inner product of the parent coordinates U with the model
function (@) and the derivative F (), where U is a block Fourier matrix (4.4). To
compute U*f(0) and U*F () for exponential fitting, we use the formulations from

Variable Projection (3.14):

f(0) =V(w)a and [F(0)].x= %V(wk)ak = V' (wg)ag,

where [V(w)];x = ek, So to compute the inner products U*f(0) and U*F(0) in

closed form, we need only compute U*V (w;,) and U*V'(wy) in closed form.

4.3.1 U'V(w)

Computing U*V (w) is a simple application of the geometric sum formula. We split

V(w) into ¢ chunks v,(w) each corresponding to a Fourier block of dimension b;:

Fy Vo(w) Fp,vo(w)

F; vi(w F vi(w

U*V((A)): bl 1( ) — b1 1( )
i Fo ] Vo) |  [Fp,_ Ve1(w)]

Each row of F; v,(w) is a geometric sum

estw 1 — ebgw—Qm'k

be—1 _omijk/b, ———— w # 2mik /by;
« e ot _ pw—2mik /b
[Fbew(w)}k: E Te( eriw — ) Vb 1—e ‘ (4.37)
=0 Ve, w = 2mik /by,

where s, = > ._, b; is the start of each block (with sp =0) and 0 < k < b, — 1.

j<e Y5
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4.3.2 U'V'(w)

Computing the inner product with the derivative V'(w) requires more work. Splitting
this vector into analogous blocks v/(w), we seek a closed form expression for the sum

be—1 o—2mijk/be

[F;,vi(w)], = W(se + )0 <k < b -1, (4.38)

j=0

This could be computed using the polylogarithm

Li, (2 Z k— (4.39)
k=1

see, e.g. [99, eq. (7.1)] or using Sterling or Eulerian numbers following the results
of Wood [163]. These expressions are unwieldy so we develop a generalization of the

finite geometric sum formula provided by Theorem 4.1.

Theorem 4.1. Given ni,ny € Z with ny < ng, B a nonnegative integer, and w € C,

(8
n ke(m+kw _ . k)e(natkw
ZX (B, k)e Xns (B, K)e w £ 0

no—1 (1 _ ew)kJrl ’
PR (4.40)
k=n1 Bsi1(n2) — Bgii(m)

Y (.UIO,
B+1

\

where the function x, : N X N — Z is defined by the recurrence

Xn(l+1,k) = (n+Ek)xn(l, k) +Ekxn(l,k—1), £E>0 (4a1)
4.41

Xn(O, /f) = 51@,07

and Bgyy denotes the B+ 1 Bernoulli polynomial.

Proof. The w = 0 case follows directly from an existing result [111, eq. (24.4.9)].
When w # 0, we first extract derivatives and apply the geometric sum formula
na—1 na—1 aﬁ WL _ pwn2

> ket = (,)wﬁ Z wk — — T (4.42)

k=ny k=n1
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We then apply these derivatives, by induction showing

a enw B (n+k)w
). 4.43
OwP1— e Z bk (1 — ew)k+1 ( )

The base case f§ = 0 holds as x,(0,0) = 1. Taking the derivative, we show the

inductive step

(n-l—k) B+1 e(n—f—kz)w
o an BB g =gyt Zkz:;[xn(ﬁ,k)(wrk)wn(ﬁ,k—1)k‘]m
B+1 (n+k)w

= ZXn(ﬁ + 1, k’)m‘
k=0
Subtracting the ny case from the ny case gives the first case of (4.40). O

Using this theorem, each row of F} vj(w) can then be evaluated by

Spw 1 — ebe?) — p,ebe? 1 — ebe?
e {Sz( 16_)¢ € +€¢>1_76¢2 ’ w;é27ri/€/bz;
[F; vi(w)], = 4 W ‘ (1-e) (4.44)
¢ k b; + 20psg — by '
w = 2mik /by,

2vhe
where ¢ = w — 2mik /by.

4.4 Subspace Selection for Exponential Fitting

With closed form expressions for U”; V(w) and U~ V'(w), the next question is: Which
columns of U should form W? Our basic approach is a greedy search maximizing the
efficiency of W given by either 75(W) or 15 (W). Often the greedy search will result in
the optimal subspace for a fixed dimension, but there are rare exceptions, as Figure 4.3
shows. Even if the compression subspace is slightly suboptimal, the alternative is a
computationally infeasible search over the ( ) possible subspaces of dimension m.
The basic outline of this greedy search is given in Algorithm 4.1, but three details

must be explained. First, as efficiency is undefined when m < 2p, we need an initial
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Algorithm 4.1: Greedy subspace selection for exponential fitting.

Input : Parameters w,a € CP, block dimensions b, desired subspace
dimension m or efficiency 7, and current index set Z (optional).

Output: Index set 7

1 C < initial columns for each wj;

2 7+ TUC;

3 while |Z| < 2p do

4 C «+ candidate columns based on 7 ;

5 for k=1,...,pdo

6 L 7 <+ T Uargmax;ceq. (4.36) ;

7 while |Z| <m orn,(U.z) <7 do

8 C < candidate columns based on Z ;

9 7 + T Uargmax,; q(Z,i,w,a) for some quality function ¢ ;

set of columns to start the greedy optimization. Second, for the purposes of speed,
we need to restrict the set of candidate columns from the n — m that make up the
complement of Z to a smaller set of candidates C. And third, computing the efficiency
of every candidate in C can be too expensive, so we briefly discuss the update formulas
and heuristics developed in Section 4.2 as applied to exponential fitting. For clarity,
we index the columns of U by pairs (7, k) referring to the block j and the kth column

in block; i.e., [Fy v;(w)]y.

4.4.1 Initial Subspace

Efficiency is undefined when the compression subspace has fewer columns than there
are parameters. Recalling the heuristic in which there is one parameter (4.26), good
subspaces should contain rows with large entries of U*F(0). For the exponential
fitting problem, these rows correspond to large rows of F; v;(w) and Fy v}(w). By

knowing w, we know approximately which blocks and the entry in the blocks that will
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be largest; these should be in the initial column set. For both F}, v;(w) and Fy, v/ (w),
the largest row in each block corresponds to the column in F; with frequency closest

to Imw; i.e., column (j, k), where
wbj
k = [Im — mod b; — 1/2].
2T

The block with the largest component mostly depends on the sign of Rew. If Rew <
0, the first block contains the largest entry of V(w) and the block containing the
|—1/Rew] entry contains the largest entry from V'(w). This does not necessarily
mean that these rows of UV (w) and U"V'(w) are largest — this depends on b; and
Imw as well (see the Go, w = 2i case in Figure 4.3, there, the first block is not chosen)
— but this is often close enough. Similarly, when w > 0, both V(w) and V'(w) are
the largest in the last block. To generate the initial set of columns, we repeat this
procedure for every wy, appending these indices to the set 7.

If this procedure does not produce a sufficiently large subspace, we continue to ap-
pend columns according the one-dimensional heuristic for minimizing the covariance
of w in (4.36). This may not produce an optimal set of starting columns, as (4.36)
is valid only in the limit that W*V(w) is large; however it is better than randomly

picking from the candidate set.

4.4.2 Candidate Set Selection

We build the candidate set using the same heuristics as for the initial set: we want
to include large rows of U*V(w) and U*V'(w). Looking at the closed form expres-
sions for these quantities, (4.37) and (4.44), if we allow k to be a real number, both
[F;,ve(w)]r and [Fy vi(w)], are continuous functions of k& (modulo b;). Thus, we

should add new indices inside the block, adjacent to those already in Z modulo b;;
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e.g.,
(7,k+1mod b;) U (j, k — 1 mod b;).

Similarly, if we allow s; to be a continuous variable, then [Fy v¢(w)], and [F}y vi(w)]x

are continuous functions of s;. Hence, we should add blocks to the candidate set that

are adjacent to the blocks in Z. As we desire large rows inside these blocks, we should

enter these new blocks with & corresponding to the nearest Fourier frequency to Im w;

e.g.,
w

1,k ki~1 .
(j ) :t) + mQﬂ_bj:tl

This candidate selection heuristic is summarized in Algorithm 4.2. Figure 4.3 illus-
trates that this heuristic is obeyed by the optimal index sets Z,, of dimension m for
several different parameter values and parent coordinates. In this example, 220 — 21
possible subspaces were evaluated, and in every case the next index came from the
candidate set. Only once were the subspaces not nested, an assumption of our greedy
search, meaning the greedy search would have returned a suboptimal index set. How-

ever, this would be corrected on the next iteration.

4.4.3 Quality Measures

In building compression spaces for exponential fitting we have two choices for measur-
ing efficiency: either using all the parameters 8 = [w',a']" by 15 or only frequencies
w by ng. These yield similar subspaces, but using all parameters results in more accu-
rate estimates of a. However, computing 79 and 7,, is expensive, requiring O(np?+p?)
operations. Thus we construct quality functions ¢ that mimic the behavior of 19 and
7, but are easier to evaluate.

The easiest simplification sacrifices nothing. We note that the covariance of the

full problem is constant with respect to Z, so maximizing 79 and 7, is equivalent to
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Algorithm 4.2: Candidate selection algorithm for exponential fitting.

Input : Z and exponential parameters w
Output: Candidate set C

1 C«0;

2 for (j,k) € Z do

3 for w € w do

Add adjacent columns inside the current Fourier block:
4 C«+ CU(j,k—1modb;) U (j, k+ 1 mod b;) ;
Add columns with closest frequency in adjacent blocks:

5 C+CU(+1,[Imw/2mbj1y mod bjyy —1/2]) ;

6 CFCU(]—l, Hmw/?wbj,l modbj,l—l/Q—‘) X
m = 2 5 10 15 20 T m = 2 5 10 15 20 T m = 2 5 10 15 20 T
0.00i eeeeeeeecececececee (0,0) 0.00i" eeeeeecececececee(0,0) 0.00i eeececceceee(0,0)
0.00i eeeccecececece(1,0) 0.00i eeececcccccccee(1,0) 1.57i eeeeecececccccccce(0,1)
3.14i ®0e0c0c0cecccee(1,1) 3.14i eeeeeececcccccccce(1,1) 3.14i e eceeececcecccccee (0,2)
0.00i eeeccvcecee (2,0) 0.00i eeececee (2,0) 4.71i eeece0cecee (0,3)
1.571 eeeeecececccccccce (2, 1) 1.57i eeeeeeeeecececccece (2 1) 0.00i eeeceeee(1,0)
3.14i ®0c0c0ccccccccce(2,2) 3.14i eeececccccee(2,2) 1.57i eeeeeecececccccccce (1, 1)
4.71i e000c00000(2,3) 4.71i eeoeee (2, 3) 3.14i ®ccecccccccccce(l,2)
0.00i eeeee(3,0) 0.00i eeeee(3,0) 4.71i eoecee(1,3)
0.48i eeeceee(3,1) 0.48i eeececeee(3,1) 0.00i eeececeee(2,0)
0.97i 0.97i 2) 1.57i eeeeeeeccccece
1.45i 1.45i 3.14i XYY Y)
1.93i 1.93i 4.71i .
2.42i 2.42i 0.00i
2.90i 2.90i 1.57i (XXX YY)
3.38i 3.38i 3.14i LYY Y]
3.87i 3.87i 4.71i
4.35i1 0000 (3,9) 4.35i1 eeee(3,9) 0.00i
4.83i ee(3,10) 4.83i ee(3,10) 1.57i ®cccc0c0cccece (4, 1)
5.32i o(3,11) 5.32i o(3,11) 3.14i eeee(4,2)
5.80i 000 (3,12) 5.80i eee(3,12) 4.71i e (4,3)

Go, w=2i—0.2 Go, w=2i Ky w=21-02

Figure 4.3 : Optimal columns from various parent coordinates computed by a com-
binatorial search. Along the top runs the dimension of the compression subspace; on
the left, the frequency of the column in the Fourier block; on the right, the coordi-
nates of the column; dots show which columns were selected for a given compression
subspace dimension m. The left diagram shows a typical case where all the heuristics
hold. The center diagram shows a case where the first block is not necessarily picked.
The right diagram shows one of the rare cases where successive subspaces are not
nested, i.e., Z,,, ¢ Z,,+1. Here I, ¢ I.
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maximizing

qo(Z,i,w, ) Zaj (W'F(w,a]))™%, W=Uq,, (4.45)
4s(Z,i,w,a) Za] Py (W)WY (w)x,a) . (4.46)

This avoids the O(np? + p3) cost of computing the full covariance, and only costs
O(mp?+p?) operations per candidate. If we still wanted to evaluate ng or 7., we could

compute the full covariance using Theorem 4.1 to provide a closed form expression

for entries of F(0)*F(0); e.g.,

A B
F(0)'F(0) = ,  where
B* C
n—1
(Al x = @jar V' (w;) V' (wy) = Tjay 2626(%—’_“”‘)6
/=
n—1 ’
[Bljr = a;V'(w;)"V(wi) = @Z felerreant
=0
n—1
[Clje = V()" V(wi) = eleten)t
(=0

Hence we could form Tr(F(0)*F(0))~! in O(p?) operations, but this form requires
care when w; + wy, is close to zero, due to rounding errors.

Other quality functions are much faster to evaluate than ¢, and ¢,. For the
efficiency of 8 = [w',a’]", we could compute ¢, using the singular value update
formula (4.24). Despite this being the fastest asymptotic approach, requiring only
O(p) operations per candidate, the overhead of the MATLAB implementation makes

this approach prohibitively expensive. Alternatively, we can use the drop (4.26):

g (Z,i,w,a) = — (4.47)
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Code Description Operations

0. QR+ [Uz F(0)] QR factorization update O(mp)

1. F; « UF(0) candidate row O(p)

2. ¢; + R (RTF)) O(p?)

3. fi < Re(cjFy) O(p)

4. qn (L, i, w,a) < (1+5;)7 ! Z?gl |[ci];| Covariance of w anda  O(p)

5. qs1(Zp,i,w,a) « (14 6;)7* ?;8 [ci];]  Covariance of @ O(p)
initialization cost: O(mp)
per candidate cost: O(p?)

Algorithm 4.3: Computing the covariance drop for both 8 = [w',a']" and w alone.

Step 0 updates the QR factorization from the existing QR factorization of Uz, F(0)
once [56, §12.5.3|. The remaining steps are repeated for each candidate columns i € C
using either line 4 or line 5 to compute the covariance drop.

where ¢; = R™'R*F}, 8; = c/F, and the QR Factorization QR = Fz, ,. This ap-
proach requires O(p?) operations per candidate, plus a one-time cost of O(mp?) oper-
ations for the QR Factorization. When m is small, it may be advantageous to update
the QR Factorization rather than computing the QR factorization of Fz__, afresh,
as this requires O(mp) operations but O(m?) storage; see Algorithm 4.3 and [56,
§ 12.5.3|. Both of these approaches appear to be stable; each provides the right next
index in the numerical experiments of Figure 4.4. It is tempting to add only the

largest row of F following (4.27), resulting in the quality function
QQ2(1-7i7w7a) = _HFz”oo (448)

Unfortunately, this quality function almost always picks the wrong index, as Figure 4.4
illustrates.

Quality functions considering only the covariance of w follow as similar pattern
to those based on the covariance of 6, except numerical stability is a larger concern.

The singular value update formula (4.29) appears stable, but again the overhead is
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prohibitive in MATLAB. We can use the drop (4.32) to provide a quality function:

1 c/c;
W(Z.i,w,a) = L 4.49

Unfortunately this approach is often unstable, as Figure 4.4 illustrates. The Sherman-
Morrison formula is often ill-conditioned, and the two nested applications to arrive

at (4.32) exacerbate this problem in comparison to ¢,;. A stable alternative is to

use (4.47). The upper left block in Cov[0] is perturbed by €,¢; where €; = [cilo.p-1,

hence the trace of Cov|[@]| is modified by €;¢;. This leads to the quality function
L+ B

This strategy works well; in the numerical experiments of Figure 4.4, this quality

0sg(Z, 1, w,a) = (4.50)

function gives the right subspace in every instance. Finally, we consider the one

parameter approximation from (4.36):

(i) = max | U7,V (i) - UV ()22 (4.51)
j

where x; = (U';V(w;))*(U.2V'(w;)) and k; = [|[U";V(w;)||3 are precomputed and

shared between candidate indices. For the same reasons as g4, this is not an appealing
quality function.

In conclusion, we recommend using g, to maximize the efficiency of 8 and ¢, to

maximize the efficiency of w. If the overhead of invoking dlaed4 to solve the seculare

equation can be reduced, updating the singular values would be the best approach:

the asymptotic cost per candidate is only O(p) for the SVD update approach instead

of O(p?) for the drop approach.

4.5 Block Dimensions for Exponential Fitting

Our choice of block dimensions greatly affects the efficiency of the generated com-

pression subspaces. Ideally, we would like to choose block dimensions that maximize
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Largest Row, gg2 Double Sherman-Morrison, g2
100% 100%
g: 80% B g 80% B
@ 2
© 60% R o 60% R
+ e}
= 5
ot ~
o 40% 1 o 40% | 1
= =
.CE =
& 20% I b Lg 20% 1
0% L L L 0% | .
20 30 40 50 20 30 40 50
m m

Figure 4.4 : Failure rate for fast updates and heuristics. A method fails if, starting
from a subspace of dimension m — 1, the m dimensionial subspace generated by the
heuristic does not match subspace constructed by greedily maximizing 7 or 7g. In
this example, five exponentials were randomly chosen with w; distributed uniformly
in the range [—0.1,0] x [0, 27]¢, |a;| = 1 with a uniform random phase, and n = 100.
In 3 x 10* trials, ¢, and gy, matched the 15 and 75 generated subspace exactly. The
double Sherman-Morrison update (4.31) improves as the norm of Sz _, improves,
whereas choosing the largest row frequently results in the wrong subspace.

the worst case efficiency for all possible parameters for a fixed subspace dimension.

For simplicity, we consider the single exponential case, seeking b that solves?

' iag(Fpy, Fop\ ..ol h th S =n. 4.52
max ezlﬁ;%T |g|1inxl ne([diag(Fe,, Fp,,...)].z) such that ZJ: bj=n (4.52)
weC™

Solving (4.52) is difficult: for each value of w, we must solve a combinatorial problem
for Z. Even if we use a greedy search to pick Z, efficiency is a highly oscillating
function of w (see Figure 4.9), and even if we could solve this problem, we would need
a solution for each n and m. Rather, we use this problem as a guide for informing
heuristics for picking block dimensions. These heuristics are based on intuition gained

from several examples: the existing, fixed compression subspaces of truncation and

2We may take a = 1 as efficiency for the single exponential case is independent of a.
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decimation (Section 4.5.1) and new sets of parent coordinates that use fized blocks
b; = r (Section 4.5.2) and geometric blocks (b; = r7) (Section 4.5.3). Using intuition
from these examples, we build block dimensions that solve an approximation of (4.52)
(Section 4.5.4). We term these block dimensions rationally chosen blocks, since they
built to solve (4.52) rather than some preconcived rule. These rationally constructed
subspaces turn out to have comparable performance to the much simpler geometric
blocks. Attempts to solve (4.52) starting with block dimensions provided by these
heuristics provides only marginally better subspaces (Section 4.5.5). For simplicity, we
recommend using geometric blocks with a growth rate of r = 4, i.e., G4(n). However,
if w is restricted to a small subset of the complex plane, there may be better parent

coordinates than Gy(n).

4.5.1 Truncation and Decimation

An existing compression approach is to either truncate the measurements, removing
the last m — m entries in y, or decimate the measurements, keeping only every rth
measurement. Both correspond to taking parent coordinates with n size 1 blocks.
However, there is no tailoring of subspaces specific to w; these coordinates are fixed
from the outset. This avoids the cost of constructing a subspace, but yields inefficient
subspaces in comparison to tailored compression spaces. As Figure 4.5 illustrates,
truncation works well when decay is strong as there is little information in the tail of
the signal; decimation works well when decay is weak as a longer base line allows more
accurate frequency measurements. However, decimation risks aliasing exponentials

with high frequencies, making them appear with a lower frequency.
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Figure 4.5 : The efficiency of truncating and decimating measurements. The left
plot shows efficiency for various lengths of the truncated y in powers of two; the
right plot show the same for decimation rates two through eight. In these examples
n = 1024, and since there is only a single exponential, performance is independent of
Im (w).
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4.5.2 Fixed Blocks

Inspired by the short time Fourier transform, the first set of novel block dimensions

splits U into equal sized Fourier blocks, giving parent coordinates
K. (n) =diag(F,,F.,...,F. . Fy nod n)- (4.53)

There are two important limits: r = n yields the Fourier transform (K, (n) = F,)
and r = 1 yields the identity matrix (K;(n) = I).

As Figure 4.6 shows, this approach does not yield efficient subspaces for all
amounts of damping. When r = n, good subspaces are generated for lightly damped
exponentials (—1 < Rew < 0), but poor subspaces are generated for strongly damped
exponentials (Rew < 0). Conversely, taking » = 1 has the opposite behavior: it gen-
erates good subspaces for strong damping but bad subspaces for weak damping. The
middle way, taking r ~ y/n does well for intermediate values, but scales poorly as

n — 00, as Figure 4.7 shows.

4.5.3 Geometric Blocks

To better choose blocks, consider the two limits for the real part of w. If Rew < 0,
then most of the energy in V(w) and V'(w) is concentrated in the first few entries.
As these vectors decay rapidly, they are strongly non-periodic and, correspondingly,
their energy will be spread through out all the entires of F vo(w). So all the entries
of the first block will likely need to be in the index set Z; hence a large first block
would be inefficient. Conversely, if damping is light (—1 < Rew < 0), then V(w) is
well approximated by a few columns of sz v;(w). The larger the block, the better the

2mik/b;

resolution, as Imw will be closer to a Fourier frequency ¢, = e , and the larger

the block, the larger the biggest entry in FZjvj(w). As weak damping implies V(w)
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Fixed Blocks, K., Geometric Blocks, G,
100% 100%
80% K024 80% Gy
Kios G3
Ko . Gy
E 60% K8 60% G5 B
z K;
2
40% 40% I 1
20% 20% 1
0% 0% 1 1 1 1
—-10t  -10° —-10"' —-1072 —-107% -—-10* —10' —10° -—10"!' —10"2 -—10"3 —10"%
Rew Rew

Figure 4.6 : Efficiency for the best m = 10 columns chosen using Algorithm 4.1
from fixed and geometric block parent coordinates, where n = 1024 and Imw = 1.

will still be large at the end of V(w), it does not matter where large Fourier blocks
are placed. Hence, we should place small blocks at the beginning to resolve strong
decay, and large Fourier blocks at the end to resolve weak damping (see Figure 4.8
for a visualization).

In between, inspired by the exponentials present, we increase the block dimensions

geometrically:

rf—1

G,(n) = diag(F1,F,,F,2, ..., F-1, F,), S=n———,
r —

s>rl.  (4.54)

Parent coordinates from this family generate good subspaces for a variety of decay
rates, as Figure 4.6 illustrates for a fixed value of Imw. As Figure 4.9 shows per-
formance does vary with Imw, but the effect diminishes with increasing subspace
dimension. In comparison to fixed blocks, geometric blocks gain performance rapidly

as subspace dimension grows, essentially independent of n, as Figure 4.7 illustrates.
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Figure 4.7 : Upper and lower bounds on the efficiency subspaces generated from
parent coordinates of fixed Fourier blocks and geometric blocks. As the second row
shows, fixed Fourier blocks lose efficiency as n increases, whereas geometric blocks
maintain similar performance. In this example we use a single random exponential
uniformly distributed in [—1,0] x [0, 27): for 10,000 trials.
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Fixed Blocks K7(21) Geometric Blocks G4(21) o
2w

Figure 4.8 : A visualization of block Fourier matrices. Each colored square is
a Fourier block and columns in each block are colored by their Fourier frequency
¢r = 2mik/b;. Geometric blocks provide finer resolution of Imw than fixed sized
blocks.
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Figure 4.9 : Efficiency of the best three dimensional subspace from G4(100) =
diag(F1, Fy, Fi6, F79) as a function of w. Efficiency oscillates with Imw, with periods
corresponding to block dimensions, and reaches maxima near the reciprocals of the
block dimensions.
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4.5.4 Rationally Chosen Blocks

The principles that spawned geometric blocks did not specify how blocks should
grow in size, only that they should. Rather than arbitrarily having blocks grow
geometrically, we prefer a rational basis for choosing block dimensions b;. As finding
block dimensions maximizing the worst case efficiency (4.52) is difficult, we choose
block dimensions that maximize a proxy problem we can solve — that of maximizing
the largest row of UV (w).

We start with the case where w is real and seek

max max I[U(b)*V(w)]i (4.55)

)

for a fixed w € R™. The largest entry in each block corresponds to the zero frequency

part of the Fourier transform, which, for the jth block, is

sj+bj—1

kw Siw biw
e ¥ 1 —e%
Dhest (W, Sj,b;) 1= m?X|FZjVj(W)| = E

k=s \/b»]‘_\/b»jl_ew7

In the limit that w — —oo, we know that the row with the largest block will be the

w#0. (4.56)

first block. Then max; |[U(b)*V(w)]i| = poest(w, S0, b0) = bgl/z. Maximizing this,
we choose by = 1, and hence, s; = 1. Next we consider ppest(w, s1,b1) for multiple
values of by, as illustrated on the left of Figure 4.10. Each choice of ppeg(w, $1,b1) is
monotonically increasing in w, but intersects ppest(w, So, bo) at a different values of w.
Later blocks will not be able to surpass the value of pyes(w, s1,01) for small w, so we
choose by such that ppest(w, $1,01) > Prest (W, So, bo) for the smallest possible w; in this
case, by = 4. We then repeat this procedure to find by, b3, etc., resulting in the best
blocks

brest = 1, 4, 17, 71, 298, 1250, 5242, 21984, 92198, 386668, |
(4.57

1621642, 6800984, 28522561, 119620719, 501676621, . ...
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The largest of the resulting curves of ppest(w, sj,0;) is max; |[U(bpest)*V(w)];| and

approximates ||V (w)||2, as shown in the right side of Figure 4.10.

5 103
S | V@)l /i
Selected 102 Selected
Unselected
3 -
2 10!
2 4
3
2 100
1 14
0 — 107!
—-102 —10' —10° —10"' —1072 —102 —-109 —-1072 —-10=* —10°9¢
Rew Rew

Figure 4.10 : Picking the block dimensions for the ‘best’ block parent coordinates.
On the left, the horizontal red line shows the partial sum of the first block ppest(w, 1,0).
The other red and blue lines show pyes;(w, 1, b1) for various by values (b = 1,2,...,8)
indicated by the number to the right of the curve. The choice intersecting ppest(w, 1,0)
earliest is by = 4 (in red). The value for ppest(w, s, b;) is bounded above by ||V (w)]l2
(for n = c0), shown in black. On the right, we see a sequence of ppes resulting from
optimal choices of s; and b;. The maximum of these curves approximates ||V (w)|l2-

We call these the best blocks because restricting to w € R~ is a best case scenario.
For any Fourier block, 0 is Fourier frequency and ||F; v;(a +i3)[|« attains one of its
b; maxima over  when [ = 0 (the remaining being the b; roots of unity). In contrast,
the worst case scenario is when [ is precisely between two Fourier frequencies. We

can define the largest entry for the worst case imaginary part of w, in an analogous
way to Phbest -
ST kwin /b,

pworst(wa Sj, b]) = Z T
J

k=s

(4.58)

Following the same procedure to generate bypest, USINg puorst instead, results in the
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worst blocks

buorst = 1, 11, 60, 319, 1279, 5119, 20479, 81919, 327679, 1310719,
(4.59)

5242879, 20971519, 83886079, 335544319, 1342176956, . ...

The best and worst blocks were generated by maximizing U(b)*V (w), but we
could also consider the derivative U(b)*V'(w). The analogous functions to ppes; and
Pworst are not monotonic for the first two blocks. Defining the first two entries using

the same values as in byt and byt results in the sequences

bl =1, 4,7, 18, 45, 113, 285, 717, 1806, 4548, 11452, 28837, 72615, ...;

/
bworst

=1, 11, 27, 84, 265, 838, 2650, 8381, 26506, 83828, ....

None of the sequences in this section correspond to known integer sequences,
but all grow approximately geometrically with a growth coefficient around four. Fig-
ure 4.11 illustrates the performance for each of set of block dimensions. If n is not the
sum of the block dimensions, the last block is enlarged (as with geometric blocks).
For example, if n = 100 then bpest(100) = [1, 4, 17, 78]. In this example, each
block sequence has similar worst case performance, but best blocks has a larger mean
performance, similar to Gy.

There are many alternative ways to construct sets of block dimensions. For ex-
ample, we could work from w = 0 towards —oo (customized to a particular value
of n) or we could balance performance over a range rather than seeking the block
dimension with the earliest intersect. However, as these procedures only consider the
largest row, and not a larger subspace, none of these procedures are likely to yield

significantly better compression subspaces.
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n =103 n = 10*
100% 100%
80% 80%
— 60% 60%
S
(D@
S 40% 40%
20% 20%
0% 0%
10 20 30 40 10 20 30 40
m m
—— Geometric Blocks G4 Best Blocks Worst Blocks

Best Derivative Blocks Worst Derivative Blocks

Figure 4.11 : Comparison of tailored compression subspace efficiency for geometric
blocks, best blocks, and worst blocks. As in Figure 4.7, solid curves show the worst
case subspace efficiency for a randomly generated w € [—1,0] x [0, 27)¢ as a function
of subspace dimension m; dashed curves show the mean efficiency. The worst case
performance for each of these sets of blocks are about the same, with geometric blocks
and best blocks having similar mean performance.



140

100%
95%
§ 90%
\é 85%
°
22 80%
g3
§ ™% Gy G4 optimized
70% bbest bbest optimized
bworst bworst Optimized
65%
102 10! 100 101 1072 1073 10—4 10-5 10-6
Rew
G4(1O4) 1 4 16 64 256 1024 8635
optimized |1 3 17 64 256 1024 8635
bbest(104) 1 4 17 71 298 1250 8359
optimized |1 4 17 70 298 1251 8359
buorst (100 [ 1 11 60 319 1279 8330
optimized |1 11 60 320 1279 8329

Figure 4.12 : Optimized sets of block dimensions maximizing (4.52). The optimized
block dimensions improve the worst case performance by about 5% for G4 and by,
but decrease efficiency for other values of Rew. In contrast, the performance of byt
only mildly improves, but also decreases efficiency for other values of Rew. Blocks
that increased in size are marked in red, those that decreased in blue. In this example,
n = 10, 000.

4.5.5 Optimizing Block Dimensions

Optimizing block dimensions is difficult. Minimizing the worst-case subspace effi-
ciency requires first finding it, and as Figure 4.9 shows, efficiency of the best subspace
is a highly oscillatory function of Im w. Fortunately, the oscillations have periods cor-
responding to the block dimensions, allowing us to estimate the worst-case w. Taking
uniform random samples on a line with a fixed real part, we fit a cosine series with
periods corresponding to the block dimensions. The minimum of this series is then

used as the starting value for an optimization iteration (MATLAB’s fminsearch), that
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returns the minimum efficiency w for a given Rew. This optimization is then repeated
over a grid of Rew to find the worst-case w in the left half plane. The results are
fed to an outer optimization routine that adjusts the size of the blocks by +1. The
block dimensions optimized by this procedure are shown in Figure 4.12. The block
dimensions do not move far from their initial values, each initial set of blocks shifting
a single entry between two blocks in the optimized blocks. The resulting parent co-
ordinates have slightly better worst-case performance, but decrease performance for
other Rew.

Due to the cost of computing optimum block dimensions and the minimal im-
provement, we recommend using a precomputed set of block dimensions. As the best
and worst blocks do not do substantially better than G4(n), we recommend using

G4(n) for all problems.

4.6 Linking Compression and Optimization

Compression can introduce many spurious local minima away from where the com-
pression space is tailored. This effect is especially dramatic when small subspaces
are drawn from the geometric block parent coordinates, as illustrated in Figure 4.13.
To prevent convergence to a spurious minimum, as @ moves during optimization the
compression space must remain efficient.

We propose two approaches to maintain an efficient compression space as 6 is
optimized. The faster approach is to precompute an efficient compression space based
on prior knowledge of 0. If we know 8 € T C CP , we can build a fixed subspace W
where ng(W) > 7 for all @ € T. Then if the initial estimate is sufficiently close,
iterations of @ should remain in 7. To build this subspace, we can sample 8 € T

uniformly, and for each sample append indices maximizing 79(W), as described in
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Figure 4.13 : Shape of the compressed residual ||[W*[f(w)—f(1i—0.1)]||2 for different
parent coordinates. In this example w = 1¢—0.1, n = 100, and subspaces of dimension
six were built.
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Section 4.4, until the threshold is reached. However, this precomputed subspace
approach may not be viable if 7 is unknown or 7 is large, as the dimension of
W may be on the order of n. Alternatively, we can refine the compression space
alongside the optimization of @, interspersing updates to YW between iterations of 6.

The following two sections give an example of each approach.

4.6.1 Precomputed Compression Subspaces

In this example, we consider the canonical signal processing problem of determining
the frequency w € iR of a single undamped exponential y, = a“* from n mea-
surements. This problem appears in many real-time applications (e.g., Doppler
radar) and has been a topic of continued interest in electrical engineering since
the 1970s [131]. The simplest approach uses the largest entry of the Fourier trans-
form k = argmax; |[F"y];|, estimating & = 27mik/n (see discussion in Section 3.4.3).
The resolution of this approach is limited to +mi/n, leading many authors to seek
high resolution estimates using interpolation (e.g., [81, 128]), an iterative procedure
(e.g., |2, 106]), or a combination of the two (e.g., [107]). The goal is a fast algorithm
for computing w in real time that can be constructed either in hardware or low level-
software. In the following example, we show how compression can provide a more
accurate and faster estimate of w. Moreover, unlike previous algorithms, compression
allows us to prescribe the accuracy of the estimator arbitrarily.

For parent coordinates, we choose the Fourier matrix F, as w is purely imaginary
in this application. Additionally, due to the shift invariance of the Fourier transform,
if we find a set of parent coordinates for w = 0, then shifting all the coordinates by

k mod n yields a set of coordinates tailored to 27wik/n; i.e., if Z is tailored to w = 0,
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Compression Space Efficiency m min 1, (W) T
100% e e R — — UJG[*%,%]i
90
95% 1 ) 0
2 36.8% 1
90% 3 67.4% 1023
4 74.0% 2
= 8%
2 5 80.9% 1022
2 8% 6 83.7% 3
7 86.5% 1021
75% 8 88.0% 4
o 9 90.0% 1020
10 90.5% 1019
65% - - . . . .
—1 —0.5 0 0.5 1 : . .
Imw2 90 99.0% 979

Figure 4.14 : Fixed compression space for undamped exponentials. The figure on
the left the efficiency for compression spaces of increasing dimension between bins of
the Fourier transform ([—7/n, 7/n]) for subspaces of increasing dimension. The table
on the right shows the minimum efficiency of these subspaces for a given dimension
m, and the near optimal nested index set Z is read down the right column.

then

Iy ={j+kmodn:Vje Ly} (4.60)

is tailored to 2mik/n. To estimate w, we perform the three steps summarized in Algo-
rithm 4.4. First, we find the largest value in the Fourier transform, k = argmax; |[F*y]|;,
yielding the initial estimate @ = 2mik/n. Next, we use the interpolation algorithm of
Quinn [128] to improve the estimate of @, requiring O(1) operations. Finally, we opti-
mize w on W, = span F. 7, using Variable Projection with Kaufman’s simplification.
As we see in Figure 4.15, starting from the nearest Fourier frequency, Gauss-Newton
requires three iterations to converge. However, starting from Quinn’s interpolation
estimate reduces this requirement to a single iteration.

Compression requires fewer operations than other high efficiency algorithms, as
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Algorithm 4.4: Estimating a single undamped exponential with a fixed sub-

space

Input : Measurements y € C", compression space Z for w =0
Output: Frequency w, amplitude a
1w+ Fly;

N

k < argmax; |[w];l;

I+ {j+kmodn:jeT};
w < [w]z;

w < 2mik/n;

w

I

9]

6 Use Quinn’s interpolation to improve estimate of w;
Gauss-Newton loop using VARPRO functional.

7 for j=1,2,...,N do

8 V «— [F*V(w)]z;

9 V — [F*V(w)]z;

10 a <+ V*V;

11 | a+ oY (V'w);

12 r < w—Vag;

Kaufman’s simplification of the VARPRO Jacobian.

13 J—alV—a'V(VV);

14 x < (J'r)/(J*T);

15 w 4w+ Im (z);
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shown in Figure 4.15. Each algorithm begins with an O(nlogn) fast Fourier transform
to compute the nearest Fourier frequency. Then fixed point methods, such as those
proposed by Aboutanios and Mulgrew [2] and Minhas and Gaydecki [107] require
2n operations per iteration, with Aboutanios and Mulgrew’s algorithm requiring two
iterations and Minhas and Gaydecki’s algorithm only one. However starting from
Quinn’s interpolation estimate, an (1) operation, our compressed approach requires
only O(8m) operations. Hence compression is the fastest algorithm, requiring only
~ 720 flops beyond the Fourier transform to estimate w to higher than 99% efficiency
when n = 1024, whereas Minhas and Gaydecki’s algorithm requires = 2048 flops.
Moreover, compression gives a simple mechanism to generate estimators with a
prescribed efficiency. Further improvements may be possible with other parent coor-
dinates (e.g., G4) and explicit consideration of the covariance of a purely imaginary
w versus a complex w in constructing the compression space. Additionally, some ap-
plications also seek decay rates (i.e., w € C7), e.g., [1, 16]. Compression can also be

applied here in a similar fashion to build fast estimators.

4.6.2 Dynamically Computed Compression Subspaces

If building a fixed compression space is impractical, an alternative is to build WW while
optimizing €, at a penalty of an additional O(p?) operations per candidate to update
the compression space. In practice, this additional cost is small, as the following
example shows.

One situation requiring a dynamic compression space is the blind exponential
fitting problem: given only measurements y and the number of exponentials p, this
problem seeks the exponential parameters w and a. Figure 4.16 shows a numerical ex-

periment that compares four variants of the Peeling Method (Section 3.6) to Kung’s
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Compression, Nearest Aboutanios and Mulgrew (Alg. 1)
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Figure 4.15 : The statistical efficiency for several high efficiency single undamped
exponential fitting algorithms. Each plot shows estimates of the efficiency of each
estimator for different values of w from 10° trials, where n = 1024 and € = 1 (cor-
responding to a signal-to-noise ratio of 0dB). The left side shows a new algorithm
based on compression, and the right side shows two existing algorithms. The top
left shows iterations of VARPRO with Kaufman’s simplification, starting from the
nearest Fourier frequency, and the number indicates how many iterations were taken.
The bottom left shows the same, but starting from Quinn’s interpolation estimate
of w. In these examples an m = 90 subspace was used, with a minimum efficiency
of 99%. The right plots show two existing algorithms, where, again, numbers show
how many iterations were taken. Compression starting from Quinn’s interpolation
estimate requires ~ 65% fewer operations beyond the FFT than the current leader,
Minhas and Gaydecki.
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Method, representative of the numerically stable variants of Prony’s Method, and
Variable Projection using the true values @ as initial estimates. As Kung’s Method
solves a dense SVD of size n/2, the computational cost grows cubically in the number
of measurements n. In contrast, the cost Variable Projection with the true initial
estimates grows linearly in n for the full problem, whereas the cost is approximately
constant for the compressed problem. The four variants of the Peeling Method use
either the Orthogonalized Matrix Pencil Method (OMPM) (Section 2.8) or the largest
entry in the Fourier transform of the residual (Section 3.4.3) and either solve the com-
pressed problem or the full problem at each iteration. One hopes the Orthogonalized
Matrix Pencil Method will provide better initial estimates of w, requiring fewer op-
timization iterations to converge. However, the additional computation required to
use the OMPM and the occasional poor initial estimates of w make this approach
unviable. In contrast, the largest entry in the Fourier transform of the residual is
faster and provides better estimates. This experiment also shows that compression is
only computationally advantageous for large problems, say n > 800. Although in this
example, the compressed problems are of dimension m = 10p, the smaller compressed
matrices W*V (w) and W*V (w) cost more to compute. The large increase in wall
clock time between n = 10* to n = 4-10* and beyond n = 10° for the Peeling Method
using the largest entries in the Fourier transform of the residual and compression
correspond to where the initial values led to a spurious minima. The additional com-
putation time is a result of solving the full problem with the estimates from Peeling.
In most cases, the cost of this additional step is small, since the estimates of w are
approximately local minima. However, when Peeling converges to a spurious min-
ima, many steps of the full problem are required until the convergence criteria are

met. This combination of the Peeling Method with compression provides a promising,
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Wall Clock Time for Blind Exponential Fitting

Peeling, OMPM, full
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0 Peeling, OMPM, comp.
— 3 Peeling, LFR, full
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g 1 Peeling, LFR, comp.
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=
1071
1072
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Problem size n

Figure 4.16 : Wall clock time for several blind exponential fitting algorithms. We
compare four variants of the Peeling Method using initial conditions provided by
the Orthogonalized Matrix Pencil Method (OMPM) or by the largest entry of the
Fourier transform of the residual (LFR) and that solve either the full or compressed
problem. For comparison, we also include the wall clock times of Kung’s Method and
Variable Projection (VARPRO) using the true values of w as initial estimates (TF).
The measurements y were generated from the p = 11 model from [153, Table 1]
adding complex noise of standard deviation 1, Reported times were averaged over
ten trials of each method implemented in MATLAB 7.14 running in Linux on a Intel

13-2120 CPU with a 3 MiB L1 cache and 3781 MB RAM.

fast solution to the blind exponential fitting problem with superior performance to
existing methods such as Kung’s Method (O(nlogn) versus O(n?)).

We can guarantee that the compressed estimates converge provided the compres-
sion space always grows in dimension. At the kth step, compression provides an
approximate gradient g, of the true gradient g, with error e, where?

g, =8, ter=e;+ Z V[U£(0)];lp, - (4.61)

jeT
If we used a gradient descent method with step size |H(@})||5", successive iterates of
0 have weak linear convergence by [50, Thm. 2.2| provided |ex||3 < By and |Z] grows

such that limy o Bry1/Br < 1 (e.g., |Z| grows linearly in k). Our box-constrained
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trust region method will generally have better performance, since these gradient de-
scent steps are included in the search space. Further, if full efficiency estimates are
required, we can solve increasingly large compressed problems until they converge,

and then use only a few final iterations of the full problem to refine w.

3We write the compressed gradient in this form to emphasize the connection to incremental
gradient methods, cf. [50, §3, first equation]. We omit the normalization by |Z| since the selected

rows are not typical.
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Chapter 5
Damping in Vibrating Strings

Our investigation of the exponential fitting algorithm described in the previous chap-
ters was motivated by the desire to approximate spectral properties of a damped,
vibrating string. A simple description of the transverse motion of a thin elastic string

subjected to viscous damping is given by

Uy (5,1) = Cugs(s, t) — 20(s)uy(s, t)
(5.1)

w(0,t) = u(m,t) =0, u(s,0) =wup(s), wl(s,t)=ui(s),

where u(s,t) is the transverse displacement, s is the position along the rest config-
uration string of length 7, and ¢ is time; see, e.g. [147, § 131|. After separation of

variables, for constant ¢

u(s,t) = Zanew”t sin(ns), (5.2)

n#0

the eigenvalues w,, of the differential operator associated with (5.1) are
Wip =—01+V2—c2n?, n=1,2,.... (5.3)

A challenging class of modern problems seeks information about the underlying
differential equation from knowledge of the spectrum. One such inverse eigenvalue
problem recovers §(s) from knowledge of {wy,}nz0. Cox and Embree have recently
provided an algorithm to perform this reconstruction for an even damping function
d(s) [37]. We would like to ask: can we perform this reconstruction using experimen-

tal data? This is not without precedent: recently Cox, Embree, and Hokanson were
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able to determine the masses and locations of beads on a string from eigenvalue esti-
mates [38], realizing in the laboratory the classical inverse spectral theory for discrete
self-adjoint systems [52]. However, reconstructing the damping function is challeng-
ing. Rather than simply requiring Imw, as the (undamped) beaded string does, for
damped problems Rew is needed as well. Further, the reconstruction algorithm of
Cox and Embree hinges on specific asymptotic eigenvalue estimates that can

In this chapter, we investigate how well the vibrations of a metal piano wire
match the theoretical model of a viscously damped string. First we describe the
experimental apparatus, examine the background effects, and calibrate the detectors.
Next, we build a robust variant of compressed exponential fitting to estimate Rew.
Finally, we compare these eigenvalue estimates to those predicted by string models of
increasing accuracy, with the goal of determining the appropriate model of a vibrating
string. With better knowledge of the physical model, future researchers should be able
to recover §(s) from experimental measurements of w by modifying the Cox-Embree

algorithm to apply to a more physically realistic non self-adjoint system.

5.1 Experimental Apparatus

In our experiments we seek to recover the eigenvalues of the linear operator that
describes the motion of a string, parameterized by the pressure of the surrounding
air. We are particularly interested in how the pressure affects the real parts of these
eigenvalues, which describe the asymptotic rate at which energy decays in the string;
see, e.g., [36]. This objective differs from previous experimental work which observed
chaos and other nonlinear effects in vibrating strings; see, e.g., [62, 110]. As a result,
our apparatus and procedure differs from these previous experiments, which drove the

string continuously and measured the equilibrium amplitude of vibration. Although
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vacuum chamber

force transducer  photointerrupter tensioner

collet and vice string magnetic driver collet and vice

Aluminium U-channel

Figure 5.1 : Cutaway diagram showing the vacuum chamber and string apparatus.

the amplitude at equilibrium does correspond to the real part of the eigenvalues,
nonlinear effects easily influence this value. Instead, we measure free response motion
of the string, with initial conditions provided by driving the string at a frequency near
resonance. The resulting time series is, to first approximation, a sum of exponentials
plus noise, where the exponential coefficients correspond to the desired eigenvalues.
Our apparatus derived from the set-up described in [38], originally built with
assistance from Sean Hardesty based on a design by Mr. Fan Tao of J. D’Addario &
Co. The electronics were built by Jeffrey Bridge, and Stan Dodds provided assistance
in the assembly of the vacuum chamber. As illustrated in Figure 5.1, our apparatus
consists of a steel string that is connected at one end to a force transducer and, at
the other end, wound along a spindle to apply tension. In between the string passes
through two collets, mounted in collet vises, clamping the string to enforce Dirichlet

boundary conditions. Between the collets, the string passes through a photodetector



Table 5.1 : Material properties of the string

Property Value

Standard ASTM A228
Description Plated Steel Music Wire
Manufacturer Mapes Piano String Company
Diameter 0.015in

Length 433/16 in

Density 7850kg/m?

Yield Strength 2500 MPa to 2880 MPa
Young’s Modulus 210 GPa

Poisson’s Ratio 0.313

Shear Modulus 80.0 GPa

154

Composition

C (0.7-1.0%): Fe (97.8-99%); Mn (0.20-0.60%):
P (< 0.025%): Si (0.10-0.30%); S (< 0.030%)

measuring the displacement of the string (described in §5.1.4) and an electromagnetic
drive coil (described in §5.1.3). Rather than being placed on an optical table as in [38§],
the string and its supports are mounted on an aluminum U-channel to fit inside the
16in diameter PVC pressure vessel. The remainder of this section provides further

detail on each component of this experiment.

5.1.1 String

For our string we use a 0.015in diameter steel music wire (ASTM A228), whose
properties are listed in Table 5.1. This alloy and tempering of steel is often used in
metal music instrument strings, either by itself or wound with a soft metal wire to
increase mass without increasing bending stiffness.

This steel wire has many advantages from an experimental standpoint. First, we
can place the string under a high tension, typically from 100N to 200 N. Increased

tension decreases the amplitude of vibrations, given a constant energy, which de-
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creases errors due to the linearization in Section 5.3.1. Second, although tension is
high, we are still well within the elastic limit: at 200 N, the string is under a stress
of 1.75 GPa, well below the yield strength of 2.5 GPa. The string would need to dis-
place 4 cm from equilibrium at the midpoint in the fundamental mode to exceed this
yield strength — a far larger oscillation than experimentally observed. Consequently,
we can assume that the stress-strain relationship is linear to high accuracy. Third,
non-metal string materials like Nylon tend to creep, increasing in length while under
tension over a period of hours [105, §1.3]. Steel does not exhibit this effect unless
heated to a large fraction of its melting point. Finally, steel strings can be driven

electromagnetically, as we describe in Section 5.1.3.

5.1.2 String Mounting

The string is mounted on a 5 ft long, 9in wide, and 4 in tall aluminum U-channel with
1/2in side walls and a 3/8in thick base. The U-channel then slides inside a 16in
diameter schedule 40 PVC pipe, which is used as a pressure vessel; the U-channel is
supported by the walls of the pipe. The ends of the pipe are sealed with a 3/8in thick
aluminum plates with a 16in O-ring making a pressure seal against the PVC pipe;
the plates are held in place with non-pressure rated PVC end caps. The minimum
pressure this chamber reached was 0.006 bar.

Two holes were drilled in the side of the pressure vessel. One was connected via a
hose to a vacuum pump. The other contained an pass through for the electrical wires

carrying power and returning data from the string and was sealed using epoxy.
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5.1.3 Excitation and Driver

With the string sealed inside the vacuum chamber, we must excite motion within
the closed chamber. There are three typical approaches: add a mechanical plucker
or shaker (e.g., [63]), place a portion of the string in a magnetic field and run a
current through the string (e.g., [62]), or use an electromagnetic coil to periodically
attract the string (e.g., [42]). The mechanical approach requires either transmitting
the stimulation through the boundary conditions or connecting the interior of the
string to the shaker; both introduce perturbations to the wave equation for which
it is difficult to account for. Passing a current through the string leads to resistive
heating that causes a time-dependent increase in the effective length of the string and,
correspondingly, decreases the frequencies of the eigenvalues [110, §3]. In previous
studies, this was not a significant effect, as the string is conductively cooled by the
surrounding air [62, p. 1551]. However at low pressures the string is only cooled by
radiation and convection through the endpoints — these may not be sufficient to keep
the string cool. Hence, we drive the string with an electromagnet.

The electromagnetic drive coil consists of a rectangular soft iron core and 180 turns
of magnet wire, pictured in Figure 5.2. Although the iron core limits high frequency
transmission, it increases the effect of the electromagnet on the string. The closed loop
contains the magnetic flux, and one end is beveled to a create gradient of magnetic
flux across the gap. When the coil is active, it induces a dipole moment in the wire
which in turn feels a force proportional to gradient of the magnetic field. However,
as the steel string moves in the direction of the gradient, regardless of the polarity of

the field, we drive the electromagnet with a half sine wave: min(asin(wt),0).
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Figure 5.2 : The electromagnetic drive coil.
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5.1.4 Photodetector

We record the position of the string by measuring how much the string occults a beam
of light between an LED and a phototransistor mounted on either side of the string.
This resembles the detector described in [62, Fig. 2|, but we use a polynomial model of
the detector to better infer the actual position of the string, rather than assuming the
response is linear. In our device, both the LED and phototransitors are part of a single
Fairchild QVE00034 package. Two of these LED /phototransistor pairs are mounted
in a plastic block at right angles, allowing us to measure the motion of the string in
the two transverse planes of motion, pictured in Figure 5.3. The attached printed
circuit board (designed by Jeffrey Bridge) converts the current response of the diodes
to light to a voltage, which is then read by a National Instruments USB-6251 data
acquisition board (DAQ). Unless otherwise specified, all experiments record voltages
at 10° samples per second in both axes. There is a 5 x 107%s lag between the time
when the x and y channels are read that we consider negligible. The whole assembly
is mounted on a 2-axis micrometer stand, allowing us to position the detector in an
optimal location to measure the motion of the string — near where both channels read

0V.

Background

To determine the background noise in the photodetector, we conduct two experi-
ments: one with the string starting from rest and another starting from rest with
a cloth placed over a part of the string to damp vibrations. The additional damp-
ing removes vibrations induced by the environment. Figure 5.4 shows the discrete
Fourier transform for both measurements. Without the cloth present, some peaks

grow larger by a factor of 1.5. This indicates that although there is some transmis-
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Figure 5.3 : The photodetector apparatus. A pair of phototransistors are embedded
in the white block on the right and moved by the black micrometer stand on the
far right. The printed circuit board amplifies and converts the current output of the
phototransistor to a voltage.
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sion of energy from the environment, the size of these peaks (0.07V) indicates the
amount of mechanical energy transmitted is minimal.

However, several large peaks remain. These peaks in the Fourier transform are
large in comparison to the background noise: however this noise is orders of magnitude
smaller than the signal from physical vibrations of the string. Multiples of 1000 Hz
(and, to a lesser extent, 500 Hz) appear in both axes. Due to its purity and frequency,
this is likely background electrical noise; this signal remains despite changing the
sample rate of the data acquisition card. Another set of peaks center near 20 Hz. We
attributed these to the resonances of table on which the vacuum chamber is mounted.
Finally, there is broad hump around 14 kHz in the X-axis and 12kHz in the Y-axis.
We attribute this to the 12.6 kHz fundamental of the pier on which the photodetector
is mounted (a 4in x 1in x 1in block of aluminum)!. The splitting of this resonance
is due to the additional moment of inertia from the photodetector assembly in one
axis, but not the other.

Least squares methods assume the residual is normally distributed. However, the
data acquisition card samples a finite number of voltages due to its inherent 16-bit
resolution. To be justified in using least squares methods, the background should be
approximately normally distributed. Examining a histogram of the voltage readings
in Figure 5.5, we see that a normal distribution describes the tails well. However, the
peak of both distributions does not fit the measurements as well; this may be due to

the background noise that has not been removed.

2272V ET/(pA)

Tt is well known that the fundamental of a cantilevered beam is approximately

where E is the elastic modulus, I the moment of inertia, L the length, and pA the linear density.
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Figure 5.4 : Fourier transform of string at rest. The top two plots show F*y for
a large range of frequencies; the bottom two show the low frequency response. The
black curves show the spectrum when a cloth was placed on the string; the red curve

shows the string when this extra damping was absent.
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Figure 5.5 : The experimental probability density function of background signal.
Each dot shows the probability of the corresponding discrete 16-bit voltage reading,
and the curve shows the normal distribution fit, with the standard deviation shown
in the upper right hand corner. The different mean voltage in each axis is due to the
location of the string when these measurements were taken.

Calibration

To convert voltage readings from the data acquisition card into position measure-
ments, we construct a polynomial model of the detector. Moving the photodetector
relative to the string with the micrometer stand, we record the voltages in both axes
as a function of position, resulting in Figure 5.6. After examining multiple models,
we conclude that position is best described by a fourth-order polynomial in one axis

plus a linear contribution from the other:

ve(2,y) = Bo + Bz + Box® + Bax® + Baz” + Bsy + By (5.4)

vy(2,y) = %0 + Ny + 72y + 1y’ + Y’ + T+ 6y
The least squares fits for these models are shown in Figure 5.6, and result in a residual

norm of less than 3% of the original signal. (Further increases of polynomial order
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Figure 5.6 : Measurements of the displacement-voltage relationship. Dots show
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the displacement in the orthogonal axis. The colored curves show the corresponding
polynomial fits (functions of both x and y).



164

yield negligible improvements.) To invert the position-voltage map given by (5.4), we
use Newton’s Method, assuming the string remains in a proscribed quadrant with an
initial estimate corresponding to 0V in both axes.

Combining these polynomial fits with the noise model given in Figure 5.5 yields
a standard deviation for the absolute displacement of the string that depends on
the location of the string in the detector. For the range the string occupied during
the experiments described in this chapter (—2V to 2V in both axes), the maximum

standard deviation assocated with displacement is 0.98 pm (0.039 mils).

5.2 Data Analysis

After removing the effects of the detector, we have a single complex vector y € C",
where Rey and Imy are the displacements in the X and Y axes. Although an ideal
string has eigenvalues whose frequencies are approximately linearly separated, a real
string can have pairs of eigenvalues that are approximately linearly separated, one for
each axis of motion; see Section 5.3.6.

To recover a single eigenvalue instead of a pair (or more), and to remove the effects
of any nonlinearities or poor initial estimates, we apply the following algorithm to
estimate w. First, we compute w using compressed exponential fitting, starting from
a list of initial estimates and enforcing that eigenvalues must come in conjugate pairs
(since motion in each axis is real). Next, we partition V(w) and y into length ¢

segments using rows ¢j to ¢(j + 1) — 1, yielding V; and y;, and compute
a; = V(w)"y;. (5.5)

Finally, we determine the decay rate 7, of the kth eigenvalue by fitting a single

exponential to eR¢@rd||[a;]) 1|2, where k and k" are the indices of conjugate pairs
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(wr, = Wr). Then wy is updated to v, + Imwy and the process is repeated until w

converges. This ensures that Rewy, is robust to slight changes in Im wy.

5.3 Matching Reality to Physical Models

In this section we derive models of increasing fidelity to our experimental measure-
ments. Our approach combines on Lagrangian mechanics, following Rayleigh [147],
with the rigor of Antman’s derivation [7]. This Lagrangian approach uses Hamilton’s
Principle of Stationary Action [35, §IV.10] to derive the equations of motion from the
kinetic and potential energy in the system. As a result, we can easily incorporate

additional effects, like bending stiffness, without deriving a new constitutive relation.

5.3.1 First Order Model

Suppose we have a string of rest length ¢, stretched between two supports positioned
length ¢ apart. Without loss of generality, we assume that the line between the two
supports is {sel}ﬁozo, and that e, and es are the remaining orthogonal coordinates
for a right-handed Cartesian coordinate system. Then the displacement of the string
is written u(s,t) € R® where s € [0, /] is the position along the string in the rest
configuration at time ¢ € [0,00). Further, we assume that each end of the string is
subject to Dirichlet boundary conditions: u(0,t) = 0 and u(¢y,t) = 0.

In the Lagrangian Mechanics, the equations of motion are derived from the ki-
netic and potential (strain) energy in the system. Kinetic energy in the string is

proportional to the square of velocity:

1

Lo
70 =5 [ (A (s 0l ds (5.6

where (pA) is the product of density and cross-sectional area (cf. [7, Ch. 2, eq. (10.9)]).
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Assuming the string is elastic, the force per unit length of the string n(s,t) is pro-

portional to the stretch v(s,t) := |jus(s,t)||2 and tangent to the string

u,(s,t)

Tu(s. 0 (5:7)

n(s,t) = N(v, s)

(cf. [7, Ch. 2, eq. (2.10b), (2.11)]). The potential energy in the string comes from
integrating this force n(s,t) per unit length from the reference configuration v = 1

to the current state
W(v,s) = / N(8,s)ds (5.8)
1
(cf. |7, Ch. 2, eq. (10.10)]). Then integrating this energy density over the length of

the string gives the total potential energy

v = | Ww(s, 1), 5) ds: (5.9)

(cf. |7, Ch. 2, eq. (10.11)]).
For elastic materials, like the steel string used in these experiments, the stress-
strain relationship is linear provided the tension is below the yield strength. Our steel

string appears to stay in the linear regime provided stretch is less than 1.01; hence,
N(v,s) = (EA)(s)(v —1) for v € (0.99,1.01), (5.10)

where (FA)(s) is the product of the Young’s modulus and cross-sectional area. After
integrating (5.8), the potential energy is?

1

Lo
V) =5 [ (B0 =2l + Dds (G1D

2 Authors frequently omit the [lus(s,t)| term, as, in the limit of small vibration, this term only
adds a scaling in the resulting differential equation. Rayleigh omits this term in The Theory of
Sound [147, §128, eq. (3)]. Antman does the same by taking N (v, s) = (EA)(s)v [7, Ch. 2, eq. (7.1)],

violating the assumption that the rest state is natural, N (1,5) =0.
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The motion u(s,t) is a stationary point of the action functional

t1
/ L(u,u,t)dt, where L=T-V (5.12)

to

with respect to u [35, § IV.10]. The terms in the kinetic and potential energy with re-
spect to [|ug]|3 and ||u||3 follow directly, and the constant term is negligible. However,

the ||us||2 term must be expanded in terms of the series
u(s, t) =u(s,t) + euV(s,t) + EuP(s,t) + - - - . (5.13)

Here, the zeroth order term corresponds to the string at rest. Under the assumption
that the string is uniform, u(®(s,t) = s¢/fye;. Defining U := ¢/f; and 1 = u — u(®,

we expand the [|ug|2 term as

Ul = U4/ 14+ 20-te] U, + 720, U,
1 S

S S

1 T 1, e T ~
—7 (1 + 5 (77 12e[ 8, + U TL) — (20 el T + 7 ZuTus)z) +O(]|4,3)
~ ~ 1~ ~ ~
= Dtel s+ o ([ + [@]5) + O(I[13).
Upon integration, the [u,]; term vanishes as a result of the Dirichlet boundary con-

ditions, leaving

Lo g Lo

0 ~ ~ 1 ~

/ las(s, Dl ds = £+ 55 [ [0]; + [@]3 ds + O(J[us13).
0 0

This leaves the Lagrangian, omitting constants and terms of order € and above,

L0 =5 [ A5 01 - (B [l + S w0 + R as

(5.14)

If pA and FA are independent of s, then the solution is given by [35, § IV.10]:

pAlug], = EA[uY)],

EA(l — ()
14

EA(L — ()
V4

[ull], (5.15)

SS

pAlug)]s =

[u(l)]&

SS

PA[US)]:% =
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Figure 5.7 : The imaginary part of the measured eigenvalues at between 7 x 1072 and
9 x 10~%atm, compared to the first order model. The right plot shows the mismatch
between the best fit, corresponding to a fundamental of 1050.97s71.

This is the familiar wave equation which, via separation of variables, has solutions

3

ul(s,t) = Z Z an e+ sin(nms/ly)ey, (5.16)

k=1 n#0

where

E
oy =i [ E (5.17)

) go p
nmw [E({l—1{y) T
o= wng =il 2 ) [ T 5.18
Wno = Wn3 Zfo o) inm Al (5.18)

Here 7 is the measured tension. Using the material properties of the string, the

L For the two transverse

fundamental (n = 1) for longitudinal waves w,, ; is 14.8ks™
waves, the tension in the string varied between 133N and 131 N corresponding to a
fundamental of between 1096s~! to 1104s7L.

As Figure 5.7 shows, the imaginary components of the transverse eigenvalues (fre-

quencies) correspond to the predicted fundamental. We attribute the mismatch at
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higher frequencies to a slow creep of the wire, causing a gradual decrease in tension
that cannot be measured. After fitting a new fundamental based on these experi-
ments, the residual shows a quadratic trend, indicating the presence of another effect:

resistance to bending.

5.3.2 Energy in Bending

The shift of frequencies seen in Figure 5.7 is a well known effect due to stiffness 147,
§ 188]. As the string has a finite size, bending causes compression and expansion
around the central axis of the string, increasing the potential energy in the string.

According to the Euler-Bernoulli beam theory, the energy due to bending is

1

Vbend = 5/0 0(E12)<3)[u38]3 + (Bls)(s)[us]5 ds (5.19)

where FEl, and El3 are the product of Young’s Modulus and the second moment
of area in each axis. This is an incomplete model, as it omits twisting and other
motions; see Antman for a full model [7, Ch. 8]. Unlike these fuller models, we can
treat stiffness without introducing additional degrees of freedom.

Under the assumption that E I, and El3 are constant, the stationary solution u

of the action functional solves [35, § IV.10]

EA(C—¢
pAlfl = P 0, - ),

BA(C - to) (5.20)
pAW s = ==} — ELs[ul{Js.

The higher-order term necessitates two additional boundary conditions to specify a
unique solution.
If the additional boundary conditions are hinged, uss(0,t) = ugs(ly,t) = 0, the

same separation of variables as (5.16) may be applied, yielding eigenvalues

. T2 El, (7\* )
SR Y SR L k=23 5.21
ok m\/pA«% " pA (€o> ! ’ (520)
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Figure 5.8 : Stiffness corrections to eigenvalue frequencies. Using the linear model in
Figure 5.7, the left plot shows the residual from the linear fit using a fundamental of
1050.97s™! and the curve shows the best fit (5.23). The right plot shows the residual
between (5.23) and the measured eigenvalues.

The second moment of area for a circular cylinder about a perpendicular axis is
I = 7r* /4, where r is the radius of the cylinder. Using the measured values of these

parameters, we have

Wno R i\/(l 2010005 1)n2 + (16.327 s %)n4, (5.22)

This compares favorably to the least squares fit in Figure 5.8:

Wiy A z‘\/(l 098661 s )n2 + (15.001 s 2)nt. (5.23)

Even if the boundary conditions are not hinged, we can treat the stiffness term as
a perturbation, since EI/(3 = 3.6 x 107*N is much smaller than 7 = 131 N. Then
the separation of variables in (5.16) corresponds to the unperturbed system and the

perturbed eigenvalues are given by (5.21).
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Table 5.2 : Properties of Air

Parameter Symbol Approximate Value
Density Pa 1.2kg/m?
Viscosity 1 18.6 pPas

Kinematic viscosity v =2 1.55x 107" m?/s

An alternative boundary condition enforces zero slope at each end, termed clamped
endpoints, us(0,t) = us(fy,t) = 0. The spacial component in the separation of
variables then depends on the root of a transcendental equation [147, § 189]. As we
are unsure what boundary condition the collets enforce, this may account for the
pattern in the residuals in Figure 5.8; however this effect is on the order of 557!, the
same order of magnitude as the unaccounted for frequency shift due to damping in

Section 5.3.4, so an identification is unwarranted.

5.3.3 Air Damping

The experimental results just discussed were performed in our pressure vessel at
0.008 atm. We now study the effect of pressure on the recovered spectrum. As Fig-
ure 5.9 shows, the decay rate of the eigenvalues depends strongly on the pressure. The
primary mechanism coupling of the string to the surrounding air is the Naiver-Stokes
equations. An additional effect is slight change in thermal conduction efficiency from
the string into the surrounding air (see Section 5.3.5).

Fluid flow is characterized by the Reynolds number [13, §4.7, p. 245],
Re=—=— 5.24
: (5.24)

where p, is the density of the fluid, v, the mean velocity, d, the characteristic length,

the dynamic viscosity of the fluid, and v = p/p the kinematic viscosity; approximate
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Figure 5.9 : Eigenvalues of a vibrating string as a function of atmospheric pressure.
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Figure 5.10 : Reynolds number

values are given in Table 5.2. For a vibrating string, the characteristic length is the
diameter d = 0.015in and the characteristic velocity for the kth mode is the maximum
velocity alm w under the assumption [u(s,t)];, = Re [ae*!] sin(nms) for the transverse
modes k = 2, 3.

Using these parameters, the Reynolds number for the string at pressure P is

R, = (24s/m)almw

(5.25)

latm’

The effects of frequency and amplitude on the Reynolds number generally cancel:
high frequency modes tend to have smaller vibrations, as seen in Figure 5.10.

The quasi-steady approach models the string as moving at a constant velocity.
Although there is no steady state solution to the Stokes equations around an infinite

cylinder due to Stokes’ paradox, Oseen’s equations resolve this paradox and yield a
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drag per unit length of

B 47 v
log(7.4/R.)  log(7.4) — log(pd/u) — log(v)’

D = 2mpvC = 2mpw (5.26)

[13, eq. (4.10.13), (4.10.15)]. Applying this drag formula to a vibrating string is com-
plicated by the nonlinear dependence on v, both directly and through R.. Decreasing
velocity decreases the drag coefficient C, so we may bound the energy lost due to air
with C' corresponding to the maximum Reynolds number.

Drag following (5.26) adds an external force opposing the motion of the string:

Amp

fp(u) = [0,0[u]y, 6[w]s]",  where § = (T A/

(5.27)

This adds an external forcing term to (5.20) in both transverse axes 35, § IV.10]

pAlug)]; = EAuY)], 525
FEAW -7 )
pATu i = %[ug)]k — ELuY 4+ 6uM), k=23

Solving these equations using separation of variables, the eigenvalues of the two trans-

verse modes are

) . T2 EIL [ 7\* ) )
= = B (U O T 3 5.9
sk pA+Zn\/,0A%0 oA <£0) T (5:29)

For our string, R. = 0.3 is an appropriate upper bound on the Reynolds number,
giving §/(pA) ~ 0.14s7".

Although this quasi-steady flow drag estimate gives the right order of magni-
tude, changes in pressure only coupled through the changing Reynolds number (5.25).
Rather than using the quasi-steady estimate, Lin [101] directly couples the wave equa-
tion to a solution of the Stokes equation in the limit of either small Reynolds number

(R. < 1) or small oscillation a < b, where a is the amplitude of oscillation and
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b = d/2 the radius of the cylinder (string). This second case applies to this experi-
ment; the largest amplitude vibration is 8 pym, much smaller than the 381 pm diameter

of the string. Then, following [101, eq. (6)], the force opposing motion is

fD(T) B —z2(7-\)
7= / / Sy (5.30)

where 7(b?/v) = t, v denotes differentiation with respect to 7, and Jy and Y; are Bessel
functions of the first and second kind. Coupling this damping model to the motion
of the string results in an integro-differential equation [101, eq. (10)]. However, since
there is no known solution, we treat this force as a perturbation to u(!), estimating
the drag coefficient while assuming motion is restricted to a plane. Treating each term
separately in (5.16), we have v,(s,t) = wy 26" and ¥,(t) = w;, o(b*/v). Changing

the order of integration yields

2

—x (7- A) b2 0o w2 e T T )
drd\ = — / m,2 / e@n2 @)X g\ qg
/ / + Y§ (z)) v Jo z(J§(x) +Yi(x) Jo

B 2 o o /oo n,2(1 o 6_1»27')
= —e“m 5 5 5 dz.
v o 2(J5(@) + Y (z))(wn2 + 2?)

Taking the limit 7 — oo removes the time dependent term, leaving

wn,2

¥end) = [ TG T

with force per mode:

fp(7)
pab?

dz, (5.31)

16
~ W 5em?t + Wy 0 B (W o). (5.32)
’ T

Adding this forcing term to (5.20) yields the following equation for the eigenvalues:

TEO 16p,b?

14

pAcui’2 —(nn/ly)? — Ely(nm/ly)* — (pab27r)wi72 — Wno P(wp2). (5.33)

Figure 5.11 shows the predicted damping versus pressure. While this model is off by

roughly a factor of two from measurements at one atmosphere and underestimates
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Figure 5.11 : Expected eigenvalues using Lin’s damping model. Dots show the
measured eigenvalues while curves show the expected decay rate using Lin’s damping
model. Lin’s model appears accurate to within a factor of two of the true damping
for pressures near one atmosphere, but underestimates damping at low pressures.

damping at 0.008 atm, it qualitatively captures the effects of pressure and frequency
on the damping that we observe in our physical experiments.
5.3.4 Frequency Shift Due to Damping

Two effects conspire to decrease the frequencies: increased damping and the added

mass captured by Lin’s model. The solutions for the eigenvalues in (5.33) are

Wno = — S D (wy, 2)+ni L - Bl n? — S
VR R UoAlp+pa) A+ pa)  72(p+ pa)

(5.34)

D (w,2).

This formula predicts a shift of at most 0.07s™! for the fundamental (n = 1); however

Figure 5.12 shows a shift of 3s~!. The mismatch in the shift grows with increasing
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Figure 5.12 : Dependence of frequency on damping and pressure. The dots show the
real and imaginary parts of w relative to an arbitrary imaginary shift as a function of
mode number. The dashed curves show the predictions of Lin’s damping model with
tuned parameters. Frequency shifts with changing pressure are an order of magnitude
larger than predicted by Lin’s model.

n, but the dependence on damping remains linear throughout. This indicates there

may be additional, neglected physics relevant to the eigenvalues.

5.3.5 Thermal Effects

In addition to damping from the surrounding fluid, there are also internal mecha-
nisms of damping. One hypothesis is that, in analogy to gasses, the local tempera-
ture in a solid increases and decreases with compression and expansion [168]. This
leads to damping as the heat diffuses through the solid and through contact with

the surrounding medium. To first order, this affects only the longitudinal modes of
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vibration, since transverse motion only induces an infinitesimal compression propor-
tional to Elugg(s,t). Figure 5.11 may show evidence of this at low pressure, as the
eigenvalues have much stronger decay than predicted by Lin’s model, but this also
may be due to the approximations in Lin’s model. For further discussion of thermal

effects, see Antman |7, §12.14].

5.3.6 Eigenvalue Splitting and Nonlinear Effects

Thus far, we have treated the two transverse axes of motion [u], and [u®]; as
identical. This yields two identical eigenvalues, described by the preceding estimates
of wy, 2 and wy, 3. However, slight difference in the material properties in each axis can
split the duplicate eigenvalues into two distinct, but close, eigenvalues. This effect
is difficult to resolve. Figure 5.13 shows one example where this frequency splitting
is successfully resolved. However, for other modes this effect is not well resolved, as
illustrated in Figure 5.14. This may be due to either convergence to a spurious minima
by the exponential fitting routine or an additional (nonlinear) term perturbing the

solution u(s, t).

5.3.7 Further Refinement

There are many additional effects that may change the eigenvalues and these may
explain the mismatch between theory and measurements. For example, the decay
rates predicted by Lin’s damping model are too large at atmospheric pressure and
too low at vacuum. This may be due to the second term in the series expansion
of the Navier-Stokes equations, which exposes a four-fold symmetric boundary layer
around the string that is confirmed by experiments [67]. Alternatively, damping at

low pressure may be dominated by internal friction mechanisms. Further affecting the
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Figure 5.13 : Resolved eigenvalue splitting. The top row shows the Fourier transform
of y and the residual (gray). The table below shows the fitted parameters of pairs of
conjugate exponentials. This example shows the n = 10 mode at 0.008 atm. Although
the units of the vertical axis are millimeters, the amplitude of a peak corresponding
to a unit sine wave has amplitude y/n = 10%; hence the amplitude of the mode shown
here is ~1 pm.
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Figure 5.14 : Unresolved eigenvalues. Identical to Figure 5.13, except this figure
shows the fit for the fundamental n = 1 at latm. In this example, the mode is
not clearly resolved into two exponentials, either due to poor initial estimates or a

physical effect.
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damping parameters, the diameter of the string may change in response to elongation
in a process called necking.

The one unexplained phenomenon is the unexpected frequency shift with changing
pressure and decay rate described in Section 5.3.4. Capturing this effect requires a
more sophisticated beam model, introducing u; terms corresponding to the kinetic
energy of the wire with respect to rotations about the transverse axes, as well as
additional potential energy due to shearing. These models include Timoshenko’s

beam model (e.g., [32, §7.7|, experiments [133]) and Antman’s rod theory [7, Ch. §].

5.4 Conclusion

Using the compressed exponential fitting routines developed in Chapter 4, we were
to obtain accurate estimates of the eigenvalues of a string from measurements of its
evolution. Each of the 2,894 experiments took one million measurements of string
displacement. Compression made it possible to quickly and efficiency analyse this
data, thus illustrating how compression can provide insight into other mechanical

systems, such as those applications described in [102].
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Chapter 6

Conclusions and Future Work

In this thesis, we have focused on two classes of exponential fitting algorithms: those
similar to Prony’s Method that recover the complex frequencies w through an implicit
autoregressive model, and those that use an optimization approach maximizing the
likelihood of w. Chapter 2 summarized existing theoretical results for many variants
of Prony’s Method, provided new asymptotic estimates of the bias and covariance in
Prony’s Method, and extended these results to Kung’s Method. We also developed
new variants of Prony’s Method, including the Maximum Likelihood Prony Method,
the Filtered Matrix Pencil Method, and the Orthogonalized Matrix Pencil Method.
In the maximum likelihood framework, we provided a new technique for compressing
general nonlinear least squares problems onto small subspaces. We generalized Fis-
cher’s efficiency for multi-parameter problems and used this to construct subspaces
that capture the salient features of the data. A closed-form inner product between the
model function f(€) and the basis for the compression space W allows optimization
steps to be independent of the number of measurements. For the exponential fitting
problem, compression spaces built from columns of block diagonal Fourier parent
coordinates satisfy both qualities: the inner product can be implmented in closed-
form inner product and provides an efficient subspace that could be constructed for
every w.

Exponential fitting, although an important problem in many fields, is a simple

example of a nonlinear least squares problem. Compression may yield improved
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performance for other, more challenging nonlinear least squares problems. In this
final chapter, we discuss remaining open problems involving Prony’s Method and

examine how compression can be applied to other areas of research.

6.1 Further Extensions of Prony’s Method

Chapter 2 focused on the statistical and numerical properties of many variations
of Prony’s Method and built several new algorithms. This investigation pointed to

several remaining extensions and improvements of Prony’s Method we discuss here.

6.1.1 Numerically Stable Maximum Likelihood Prony Methods

As illustrated in Figure 2.3, many maximum likelihood Prony methods are numeri-
cally unstable when fitting more than 20 exponentials. This instability can be fixed
by including extraneous exponentials, as shown in Figure 2.7, but these extraneous
exponentials are a nuisance to remove. Numerically stable Prony variants, such as
Kung’s Method, implicitly remove these spurious exponentials, but fail to provide
maximum-likelihood estimates. An ideal variant of Prony’s Method would provide
both maximum likelihood estimates while implicitly filtering the spurious exponen-

tials.

6.1.2 Improving Performance

The computational cost for many numerically stable Prony-type methods is domi-
nated by the cost of computing the singular value decomposition. Most implementa-
tions developed in the 1980s use classical dense algorithms for this operation, but two
new classes of algorithms exist: Krylov subspace methods and randomized matrix

factorizations.
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The Implicitly Restarted Arnoldi Method (IRAM) [142] in ARPACK [98], a Krylov
subspace method, computes the rank-k SVD of an n x n matrix using multiple itera-
tions of the Arnoldi cycle, each requiring k matrix-vector products and O(nk?* + k%)
additional operations. Combined with fast Hankel-vector products [113, §3.4| that
require only O(knlogn) operations, IRAM can provide the rank-k SVD much faster
than classical dense SVD algorithms that require O(n?) operations. The combination
IRAM and the fast Hankel-vector products with Kung’s Method was discussed in a
2005 thesis by Laudadio [96, Ch. 3].

Randomized matrix factorizations are a recent alternative for large problems [61].
Although these methods are still in their infancy, they may provide significant speed
improvements for Prony-type algorithms applied to huge problems (n > 105) for
which even Krylov methods are infeasible. These fast random factorizations deliver
left singluar vectors whose accuracy satsifies probabilistic error bounds. The effect of
the resulting approximation on Kung’s Method or HTLS should be explored before

these two algorithms are combined.

6.1.3 Restarted Matrix Pencil Method

The Orthogonalized Matrix Pencil Method (Algorithm 2.15) developed in this thesis
can estimate w near specified frequencies to high precision, provided the frequen-
cies are well separated — a feature not shared by other variants of Prony’s Method.
However, when the frequencies to recover are clustered, this technique fails to con-
verge. Inspired by the Implicitly Restarted Arnoldi Method [142], we would like to
restart the Orthogonalized Matrix Pencil Method using a new compression space that
utilizes information about the current estimates, both wanted and unwanted, to fil-

ter unwanted exponentials in future iterations. Ideally when this method converges,
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the left and right compression spaces remove the influence of exponentials outside the

desired region, yielding near maximume-likelihood estimates of the desired parameters.

6.2 Improving Compression for Exponential Fitting

Chapter 4 demonstrates the application of compression using block diagonal Fourier
parent coordinates in conjunction with conventional nonlinear least squares methods.
However, there are many possible compression spaces and alternative optimization

techniques that could yield improvements for the exponential fitting problem.

6.2.1 New Compression Parent Coordinates

Chapter 4 exclusively used parent coordinates from the class of block diagonal Fourier

matrices

U = diag(FbO, Fb17 sz, .. ) (61)

We used these parent coordinates, since we could construct simple, closed form ex-
pressions for [U]*;V(w) and [UJ*;V'(w). However, there may be alternative parent
coordinates for this problem. Wavelet transforms are an appealing choice due to their
recursive structure and the existence of fast transforms; see, e.g., [146]. For example,

the unnormalized Haar wavelet transform matrix Hy, is defined recursively:

1 1 Hy @1 1]
H2: 5 H22: . (62)

1 -1 Lt ®[1 —1]

This and other wavelet transforms may have sufficient structure to both have closed-

form inner products for [U]*;V(w) and [UJ*;V'(w) and yield efficient subspaces.
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6.2.2 Alternative Trust Region Quadratic Models

The trust-region optimization method used in Chapters 3 and 4 used a quadratic

model of the residual,

|5~ £(6 + D)l ~ 6(6) + 2(6)'D + 5P H(O)p, (63)

to construct the next iterate of @ by minimizing the right hand size over p subject to
the constraint ||p|| < A. This is called the trust region subproblem, solved by (3.11).
The choice of a quadratic model is motivated by simplicity and generality. Taylor’s
theorem implies that for smooth functions and a fixed error, there exists an region on
which the quadratic model does not exceed the specified error. However, there may
be more appropriate models for a particular residual.

Inspired by Bunch, Nielsen, and Sorensen’s 25| rational-Newton method for com-
puting the roots of the secular equation in symmetric eigenvalue computations, we
too might seek a rational model of the residual. If we consider the residual under the
Fourier transform,

p—1 TLUJJ*ZTK'Z]C

F§ —FVwal = [FF ~ - (6.4)

— Wi~ 1 _ ow;—2mik/n aj,
j=0

each entry of the residual is the square of a constant minus a sum of rational functions
of the form (1—A")/(1—\). A better model function would generate better iterates of

w, reducing the computational cost by decreasing the number of iterations necessary.

6.2.3 Block Coordinate Descent

When there are many exponentials, the dominant cost for optimization is the O(p?)
cost for solving a dense, p x p linear system to find the minimum of the trust region

subproblem. One approach to reduce this cost is block coordinate descent, also known
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as the Gauss-Seidel-Newton Method [115, Ch. 7, eq. (28)]. This technique splits
the nonlinear variables w into (perhaps disjoint) sets wy, and optimizes these subsets
sequentially. Compression adds separate compression spaces for each wy, Wy. In this
variant, each iteration would update wy, solving the exponential fitting problem with
the remaining variables fixed; i.e.,

Wi (§ — V(w)a - ZV(wj)aj)

J#k

(6.5)

Wy, 4— argmin min
w a

2

Convergence is typically linear [112], and this approach is beneficial if the computa-
tional savings of splitting the domain outweigh the convergence penalty incurred.
Recently, Nesterov developed a block coordinate descent using a compression space
formed from randomly chosen columns of the identity matrix, and showed that for
some problems convergence is quadratic [112]. Compression provides an alternative
interpretation of these results in a statistical context, and could inform better com-

pYQSSiOH Spaces.

6.3 Applying Compression to System Identification Problems

As discussed in Section 1.3, exponential fitting is equivalent to finding the eigenvalues

w of the matrix A from samples of the impulse response
y(t) = Ce™xq. (6.6)

As compression is effective for the exponential fitting problem, we ask: can compres-
sion be applied to other system identification problems? In this section, we discuss
several such problems and in two cases show how the block Fourier matrices provide

compression subspaces with closed-form inner products with the model function f via

Theorem 4.1.
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6.3.1 Multiple Output Impulse Response System Identification

Throughout this thesis, for simplicity, we restricted ourselves to the case where y(t)
is a scalar. The general case where y(t) is a vector corresponds to a multiple output
system, with C € C™*P. Assuming that noise in the measurements is independent
and normally distributed with uniform covariance, we can pose this as the nonlinear

least squares problem

m—1
e S IYLe = Viady where (YL, =it (67
Using the n-mode matrix product notation of Bader and Kolda [90, §2.5], we can

rewrite (6.7) without the sum

min. Y - V() xz Ale, (X xz Alo= > (XAl (6.8)

welr,AecCrxm 7

The structure of this nonlinear least squares problem can be exploited to reduce
storage and operation counts using the ideas of Kaufman, Sylvester, and Wright [87].
Compression for this problem follows the same outline as the exponential fitting
problem. The results in Section 4.3 provide closed-form inner products for block
Fourier matrices with V(w). The only complication is selecting columns from the
parent coordinates where a modified heuristic is necessary. The new heuristic should
follow the procedure in Section 4.4, replacing Y — V(w) X5 A with the vectorized

version vec(Y) — (I, ® V(w)) vec(A), where ® is the Kronecker product.

6.3.2 Frequency Domain System Identification

Whereas the time domain system identification determines the eigenvalues w of A
from samples of y(¢), the frequency domain system identification determines w from

samples of the transfer function,

H(s) = C(sI - A)"'B +D. (6.9)
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In general, the transfer function of a finite dimension system is written as the ratio

of two polynomials,
P J
j=0B;8
1 )
72 p .gJ
P4 D o s

which, if A is diagonalizable, can be written more simply in pole-residue form:

H(s) = (6.10)

H(s) = i& (6.11)

s W
This special case of the rational approximation problem is the frequency domain
counterpart to the exponential fitting problem. The Loewner (Léwner) framework
developed by Anderson and Antoulas [5] plays the role of Prony’s Method in the
frequency domain; see also [89, 97]. The Loewner framework uses a generalized
eigenvalue problem to reveal the signal poles w, paralleling the matrix pencil variant
of Prony’s Method. However, unlike Prony’s Method, numerical experiments sug-
gest that when the number of measurements matches the number of parameters, the
Loewner framework produces maximum likelihood estimates. Further, as the number
of measurements increases, performance decreases slightly (i.e., ~ 95%) in a similar
manner to Kung’s Method.

The associated maximum likelihood formulation for w and A when the noise in the
measurements [H].., = H(sy) is independently and identically normally distributed,

)

yields the following nonlinear least squares problem for the poles w and residues \A:
mgtl |H — Axz (R(w)")|r, where [R(w)]jx=(s; —wp)™". (6.12)
Here, the n-mode matrix product is

LA X Xy = [ Aliy o (X jis-
j

Compression can be applied to the rational approximation problem; however, at this

point, we know of no parent coordinates that satisfy the closed-form property other
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than the identity matrix. However, the identity matrix parent coordinates is likely

efficient, since entries of R(w) " are only large when s; is near some w,.

6.3.3 System Identification with Known Inputs

Finally, we can use compression to find a realization of a system subject to a known
input. For an arbitrary deterministic system subject to a known input u(t), the
output is

t
y(t) = Du(t) + e"xq + / Ce'""9ABu(s) ds. (6.13)
0

For notational simplicity, we include the initial condition term in the input u(s) by
replacing u(s) with u(s)+d, (¢)xo where () is the right-sided Dirac delta function.
If we again make the assumption that A is diagonalizable with eigenvalues w, the

solution for y(t) is the convolution of e** with u(t):

y(t) =Du(t) + Y [CV];[V'B];. /0 t e“it=)u(s) ds. (6.14)

S
—

.
Il
o

Sampling u(t) and y(¢) into matrices [U];, = [u(kd)]; and [Y];x = [y(kd)];, we seck

eigenvalues w and linear parameters D and X solving

p—1
. _ TNT T\NT
wGCP,DE(C?EII,lXECWXqXp Y- (DU) Z([X]"”ZV“(W) )
=0 F (6.15)

5
where [Vo(@)];s = /0 @Iy (5], ds.

As with the previous problems, we can apply the insights of [87] to reduce the com-
putational burden of this problem.

Although V(wy) is more complicated that V(w) for the exponential fitting prob-
lem, we can apply the closed form inner product results of Section 4.3 by approximat-

ing u(t) in a basis for which V(w;) does have a closed form expression. One such
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basis contains polynomials, exponentials, and the Heaviside step function ©(t):
Uy g (t) = 1% Ot — 7). (6.16)

The convolution of this element with an exponential is then

t
q L L —L
y s (—1)° ¢* st
. et el9—w) (Z W . b F w;
/ ew(t_s)uq,(ﬁ,T(S) ds — =0 s=min(0,7) (6.17)
0 t Sq+1 ! gb
€w — ) =W
q+ 1 s=min(0,7)

where ¢¢ is the falling factorial power [59, eq. (2.43)], ¢* = q(q¢ —1)...(¢ — £+ 1).
Then, since each of these expressions in (6.17) is the product of an exponential and
a polynomial, Theorem 2.5 provides a formula for a Fourier matrix times V,, w(“’)'

The set of functions {ug,¢+}(f) }gezt+ secrr+ is quite general; it includes polynomi-
als, piecewise polynomials, sines, and cosines. As such, a sum of these functions can
approximate any continuous function to arbitrary accuracy. However, the challenge
is finding a compact representation of u in these functions; both additional terms
and high polynomial orders increase the number of operations required to compute
V.. Further, the geometric block parent coordinates that proved so successful for the
exponential fitting problem will provide poor subspaces here. For example, if u con-
sists of a single step halfway through the measurements, then G4 will not efficiently
capture rapidly decaying eigenvalues expressed at this transition, as the step occurs
in the last and largest block. Instead, new compressions spaces are necessary, likely
built on wavelet bases, and these compression spaces may need knowledge of u to be

efficient.
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6.4 Applying Compression to Other Nonlinear Least Squares

Problems

In the previous section, we saw how compression can be extended from the expo-
nential fitting problem to several problems in system identification. We ask: can
compression be applied to other problems as well? The modern approach to parame-
ter identification problems with vast numbers of measurements is to randomly sample
subset of these measurements [50|. In settings where this current approach is applied,
compression could replace random sampling to choose a set of measurements that
contain significant information about the desired parameters. This could accelerate
convergence, even if the compression spaces correspond keeping rows of the original
data. Combined with Nesterov’s block coordinate descent, compression might play
an invaluable role in solving large scale, many parameter models, such as seismic

inversion [8].
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Appendix A
Statistics

Throughout this thesis we use statistics to measure the efficiency of our recovered
parameters. Our main concern is with the expected value (to check for bias) and
covariance of X or @. Most results employed are standard, but the setting is slightly
different. Statistics generally treats real random variables, but here we use complex
random variables of a particular type that correspond to the complex f5 norm. Most
asymptotic statistical results are in the limit of a large number of measurements; here,
we assume the number of measurements is fixed, but instead the covariance of the
noise decreases uniformly. By treating this limit, we expose biases that emerge when
only a few measurements are used.

Most of the definitions follow Schreier and Scharf, wherein more information about

complex random variables can be found [137].

A.1 Definitions

For simplicity, we restrict ourselves to continuous random variables z that map a
sample space €2 to C"; z : 2 — C". For each event we assign a probability measure

p describing the probability of z in some measurable set A C C"

Plz € A] := /Ap(z) dz; Plze C" =1 (A1)
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(More general, measure based formulations are available; see, e.g., [124].) Using p we

can define the expectation of z,

E|z] ::/sz(z) dz. (A.2)

For real random vectors x : 2 — R", covariance is defined as the outer product

E[xx"]. For complex random vectors, we need to consider both the covariance of z
and its conjugate zZ with each other. Taking inspiration from Wirtinger, we treat the

augmented vector

z
Z =
V4
We can then consider the covariance of z
E[zz*| E[zz'] E[zz*] E[zz']
Cov[z] = = : (A.3)
E[zz*] E[zz'] E[zz"] E[zz*]

This matrix is similar to the real covariance associated with Rez and Imz treated
as separate random variables [137, eq. 2.4]. When E[zz'] = 0, z is a proper random

variable and the covariance is

Cov[z] = E[zz"]. (A.4)

A sufficient condition for z to be proper is Rez and Im z are independent and iden-

tically distributed.

A.2 Complex Gaussian Random Vectors

Most of this thesis considers Gaussian random vectors. We can define these in gen-

erality, for z : 2 — C"
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has mean p and augmented covariance 3. Notice X can still encode a nonzero
covariance between z and z.
Whereas a proper (or circular) complex Gaussian random vector, z and Z are

uncorrelated. This makes the probabilty density function a function of only z;

1

_ —(z—p)* =" (z—p) A6
p(2) = a5t (A.6)

This convient formulation is related to the inner-product on C"”. We can define the
inner product (u,v)s = u*X"'v with corresponding norm |Jul|% = u*3 'u, allowing

the probability density function to be rewritten

1

p(z) = mellzull%_ (A7)

Notationally, we say z ~ N (u, T).
For the majority of this thesis, we will consider noise that is a proper Gaussian
random vector g : 2 — C" with covariance ¥ = ol resulting in the probability

density function
1

Thon

plg) = el (A.8)

A.3 Estimators

Suppose we measure y € C" that combines of a vector that depends on a set of

parameters 9 ccr through f : C» — C" and random vector g;

~

y=y+g=1£(0)+g (A.9)
(Here we denote vectors perturbed by random noise with hats, e.g., y). Our goal is to
build function, termed an estimator in statistical parlance, that takes y and returns

an estimate of 8. We call this function t(3) = 6.
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One way to construct an estimator is to choose t that maximizes the likelihood of

0 explains the data. If g ~ A(0,T), the likelihood function is:

£(6) = p(F10) = p(F  £(0)) = ez A, (A.10)

The maximum likelihood estimator chooses 8 maximizing L. After taking the loga-

rithm of (A.10), maximizing £ is equivalent to minimizing the norm
t(F) i= argmin[§ — £(6)]} = 6. (A11)

We have arrived at a weighted least squares problem.

Often times we have that g : 2 — R” rather than C". In this case, we still
minimize the same norm, but the normalization on the probability density function
p is different. Observe

Other approaches for exponential fitting qualify as estimators for 9. The key
question we to ask about these algorithms is do they exhibit a bias, e.g., E[t(¥)] # 67
Do they have minimum covariance? If so, t is called a minimum variance unbiased
estimator (MVUE) [57, Def. 1.3.3]. As almost all examples are nonlinear functions

of y, it is difficult to compute the expected value

E[6] = / t(y +g)p(g)dg

and the covariance

Cov[6] Z/n [t(y+g) —5] [t(wrg)—@]*p(g) dg

in closed form. Instead we satify ourselves with two approaches: estimating the ex-
pected value and covariance through many random trials and considering the asymp-

totic limit of small noise.
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A.4 Asymptotics

In the limit of small noise, we make the assumption that g is small, so we can

approximate t by its Taylor expansion about y to first order
t(y +8) = t(y) + Tg+ O(|lgl]*) = t(y) + Tg + T+ O([[*).

For maximum likelihood estimators of 6, we have t(y) = 6 and T = F(6)* and
[F(0)];1 = 0fx(0)/90; and T = 0 if f is analytic. Similar T = 0 for Prony type
methods as roots of a polynomial are analytic functions of their parameters if their
are no repeated roots."

Using the Taylor expansion (provided t is analytic), we can evaluate these integrals
in the uniform limit of ¢ — 0 where g ~ N(0,02?%). This is equivalent to simply
scaling g — og keeping the same probability density function p as before (i.e., without

o). Hence, evaluating the integrals for expectation

lim E[0] = lim [ (t(y) + 0Tg)p(g) dg = t(y).

c—0 c—0 Cn

Similarly for the covariance, if t(y) = 0,

lim Cov[d] = lim [ o*Tgg*Tp(g)dg = lin% P TET.
o—

o—0 c—0 Cn

Statistician’s often work in the limit of a large number of measurments n —
oo allowing them to invoke the Central Limit Theorem and there by prove their
estimators are ‘asymptotically optimal.” With exponential fitting, this limit is not
appropreate. If Rew; < 0, as n — oo we recover less and less information about w;.
We could be careful, keeping nw constant (essentially increasing the sampling rate

of our measurements). Instead, throughout this paper we work in the limit of small

'through Kato; Knopp II, ch.5
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noise ||T'|| — 0 and instead invoke perturbation results to establish that in the limit

of small noise, our estimators are asymptotically optimial.

A.5 Fisher Information and the Cramér-Rao Bound

Key to most of this thesis is the question: how does our algorithm for estimating
w perform as a function of noise in the measurements y. This is different than the

(equally important) question of numerical stability.

. 0
T(0) = Ec{s(0.8)5(0.8)'}  [(0.8); = oy lozp(g:0).  (A12)
j
[137, eq. 6.49]
In the case where we have additive noise, and f is analytic with first derivative F,

then

7(6) =F(0)'S'F(0). (A.13)

The Cramér-Rao Bound states

Cov[@] > Z(6)! (A.14)

for any unbiased estimator [137, eq. 6.51]

A.6 Principle of Invariance

Principle of Invariance [167|. This yields two important results in this thesis. Max-
imum likelihood estiamtes of exponential parameters yield maximum likelihood es-
timates of parameters derived from the exponential parameters. This means that
rather than building specialized parameter estimators, we can use an exponential

fitting algorithm followed by parameter recovery.
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Second, that when Prony’s method recovers polynomial coefficients whose roots
are the expoential parameters if we recover the coefficients in a maximum likelihood
sense then the exponential parameters are also recovered in a maximum likelihood

sense (at least asymptoticially).
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Appendix B

Wirtinger Derivatives and Complex Optimization

At several points in this thesis we compute gradients with respect to real functions of
complex variables. Some concern should be present because these functions are not
analytic.

The basic idea is we parameterize with respect to two derivatives:

ﬁ—l 0 —1i 0 and g—l 0 +1 0 (B.1)
0z 2\0Rez Olmz 0z 2\0Rez Olmz)’ '
When a function is analytic, % corresponds to the regular complex derivative and

‘?—é = ( since f satifies the Cauchy-Riemann equations.

B.1 Least Squares

Consider the problem

Hel%crzlj f(x) f(x) :=r(x)r(x), r:CP’— C", analytic (B.2)

This is the typical least squares problem. As f is not analytic, we regard it as a
function of both x and X. Taking the Taylor expansion of f and applying the Chain

Rule, we have

f(X)Zf(Xo)JFB_)]:(XO) g—;(x&} s +O([lx = xolf*).

X —Xo
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Applying the Chain Rule again,
of _ofor  ofor
ox Orox  OF Ox’
of _ofor ofor
0X Orodx OF OX

Consulting [137, §A2.2] we have

of or Ot
o ox 0%
of - or  (or\
or =" ox (a—x) =0
and [2];, = %. Hence
. or T or 9
F(x) = f(30) +17(%0) 5 (%0) (X = X0) + 1 (x0) { 5=(%0) | (x = X0) + O(f[x = %0[|)

= f(x0) + 2Re r*(xo)g—i(xo)(x—xo)} + O(||x — xol?).

From here, we note as [137] does, that to satisfy the first order optimiality conditions

we can ignore the real component and simply find x solving

or
8_x(x)

r*(x)

=r*(x)J(x) = 0. (B.3)

We can go one step further and write the next term in the Taylor expansion as
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f(x) =f(x0) +r¥(x )J(Xo)(X — o) + 1" (%) (%0) (x — X0)

+ Z (m (% — x0) (i — 0x) + (% — x0) "I (x0) T (x0) (x — 9)

+ Z r(x) 8—x_k (x0)(x — x0) (2 — Top) + (x — x0)" T (x0)" T (x0)(x — X0)
+O(|lx — xol*)
=f(x0) + 2Re [r(x0)"J (x0)(x — x)]

+Re | 3 r(0)" 5000 (o = xa) o — ) + (x = )T (50) T30) x — o)

O([lx = xol°)

From here, we can still apply our typical Hessian approximation strategy, neglecting

the second derivative of f.
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