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Abstract

We present a non-overlapping spatial domain decomposition method for the solution of
linear—quadratic parabolic optimal control problems. The spatial domain is decomposed
into non-overlapping subdomains. The original parabolic optimal control problem is de-
composed into smaller problems posed on space-time cylinder subdomains with auxiliary
state and adjoint variables imposed as Dirichlet boundary conditions on the space-time in-
terface boundary. The subdomain problems are coupled through Robin transmission condi-
tions. This leads to a Schur complement equation in which the unknowns are the auxiliary
state adjoint variables on the space-time interface boundary. The Schur complement op-
erator is the sum of space-time subdomain Schur complement operators. The application
of these subdomain Schur complement operators is equivalent to the solution of an sub-
domain parabolic optimal control problem. The subdomain Schur complement operators
are shown to be invertible and the application of their inverses is equivalent to the solu-
tion of a related subdomain parabolic optimal control problem. We introduce a new family
of Neumann-Neumann type preconditioners for the Schur complement system including
several different coarse grid corrections. We compare the numerical performance of our
preconditioners with an alternative approach recently introduced by Benamou.
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1 Introduction

This paper introduces a new spatial domain decomposition method for the solution of
linear-quadratic parabolic optimal control problems. Such problems arise directly in many
applications [1-3], but also as subproblems in Newton or sequential quadratic programming
methods for the solution of nonlinear parabolic optimal control problems, such as those de-
scribed in [4-9]. The numerical solution of such problems is difficult because of the large
storage requirements arising out of the strong coupling of states, adjoints and controls. The
domain decomposition methods introduced in this paper introduce optimization-level par-
allelism into the solution approach and reduce the amount of permanent storage required.

Domain decomposition methods have been applied previously to linear-quadratic time de-
pendent optimal control problems. They split into time domain decomposition methods
[10-13] and spatial domain decomposition methods [14-16]. Like [14-16], the approach
introduced in this paper is also based on a decomposition of the spatial domain. The result-
ing subproblems are smaller linear-quadratic parabolic optimal control problems posed on
a spatial-subdomain-time cylinder. The difference between the approaches [14-16] and the
approach introduced here lies in the way the subdomain problems are coupled and in the
solution method for the coupled subdomain problems.

Our spatial domain decomposition method for linear-quadratic parabolic optimal control
problems is based on the so-called Neumann-Neumann domain decomposition methods.
Of the domain decomposition method for elliptic partial differential equations, Neumann-
Neumann methods are among the most successful ones. Their derivation and discussions
of their convergence properties can be found in the books [17-19] and the references given
therein. Recently, Neumann-Neumann methods were generalized to solve linear-quadratic
elliptic optimal control problems. The results in [21,22,20] have shown that their per-
formance on linear-quadratic elliptic optimal control model problems is comparable to
their good performance for single elliptic partial differential equations. This paper extends
Neumann-Neumann methods to the solution of linear-quadratic parabolic optimal control
problems. We discuss the various possible extensions and give numerical results on their
performance. Further we compare Neumann-Neumann preconditioned methods with the
approach of Benamou in [15]. We present numerical results on the number of iterations
for both approaches and show the dependency on the mesh size and on the regularization
parameter for the control.
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Grant D/04/23833.
* Corresponding author
Email addressesieinken@rice.edu (Matthias Heinkenschloss)erty@rhrk.uni-k1.de
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To illustrate our ideas, we consider the model problem

minimize 2// (xt) — J(x t))2dxdts 22 / (X, T) — ¥r(x))2dx

-2 /0 /Q U2(x,t)dxdt, (1a)
subjectto iy (x,t) — pPAY(X,t) +a(x) - Oy(x,t)

+c(X)y(x,t) = f(x,t) +u(xt) in Qx (0,T), (1b)

y(x,t) =0 ondQ x (0,T), (1c)

y(%,0) = Yo(x) in Q, (1d)

wherey y7,a,c, f are given functions andy,02 > 0,03 > 0, 4 > 0 are given parameters.
The problem (1) has to be solved fpandu. Detailed model problem assumptions will be
introduced in Section 2.

2 The model problem

We collect some well known results that serve as the foundation of the subsequent sections.
In particular, we specify the setting for the model problem (1), recall a result on the exis-
tence and uniqueness of its solution, and review the well-known necessary and sufficient
optimality conditions.

LetQ c RY, d = 1,2,3, be an open, bounded set with Lipschitz boundard éf 2 or 3).
We consider the state space

Y =W(O,T) ={y : ye L%(0,T;H}(Q)),y € L?0,T;H 1(Q))}
and the control space

U=L?0,T;L%(Q)).

We assume that the problem data satigfyr < L?(Q),y <€ L?(Q x (0,T)), ac W1*(Q),
cel®(Q), f eL?(Qx (0,T)) be given functions and let;, 0 > 0,03 > 0, 4> 0 be given
parameters. We define the bilinear foradH}(Q) x H3(Q) — R andb: L2(Q) x H}(Q) —
R as

(@ = | HOYGOC00) +a00) - Dy (e + )y ).
b(u.@) = — [ u(e0x)dx

respectively, and we Usg, ), 2(q) and|| - [| 2(q) to denote the inner product and the norm
inL%(Q).



We are interested in the solutigre Y, u € U of the optimal control problem

L ay [T RNy az a 112 ag [T 2
minimize 5 | Iy(©) =902 gy dt+ ZIYT) ~FrlEaigy+ 5 [ U0zt

(2a)
subjectto (Y (t),@)12(q)+aly(t),®) +but),®) = (f(t), Q20 Yo HH(Q), (2b)
y(0) =Yo. (2¢)

Theorem 2.1 The optimal control problen2) has a unique solutioriu,,y.) € U x ¥,
which, together with the adjoint variable, g 9, is characterized by the necessary and
sufficient optimality conditions

—(P(1), W)z +a, plt)) = —ar(y(t) — Y1), V) 12(q), (3a)

p(T) = —a2(y(T) —¥r), (3b)

az(u(t), Wiz +b(p, pt)) =0, (3¢c)

Y1), 9)12(0) +aly(t),®) +but), o) = (f(t),9)2q), (3d)
y(0) =Yo. (3e)

for all g, @€ H3(Q), ne L3(Q).
Proof: Since
ay,q) = /Q MOy () D(x) + za(x) - Dy () @(x) — 3(X) - p(x)y (x) + (c(x) — 30-a(x) )y (x)@(x)dx
for all y, @ € H}(Q), we have
aly,y) + MYl g > /Q K(Hy (}) Dy (x) +y(X)y(x))dx

for all y € H}(Q) and allA > p+||c— %D -al|L=(q). Furthermore, there exists a constant

K > 0, depending op, a,c such thag(y, @) < K||Y|ly1q) [ @lH1 () forally,@e H(Q). The
statement of the theorem follows from, e.g., [3, p. 114,116]. |

The adjoint equation (3a) is the weak form of the

=0 ondQ x (0,T), (4b)

)
) = —Gl(y(X,t) —S/\(X,t)) inQ x (07T)7 (48.)
)
PX,T)=—02(y(xT)—yr(x)) inQ. (4c)

Equation (3c) states that
asu—p=20 (5)
a.e.inQ x (0,T).



2.1 Semi-discretization

Let V' ¢ H}(Q), UM C L?(Q) be finite dimensional subspaces with baggs. ., ¢m and
H1,...,Hn, respectively. We approximate the states and controig lsyH(0,T;V"), u, €
L2(0,T;UM) defined as

Yn(t) =

M 3
<
~
=
£

n(t) = ﬁluka)uk. ©)

We defineA € R™™M B € R™M M € R™™ Q ¢ R™" f ¢ L?(0,T;RM), cc L?(0,T;R™)
andd € R™ as follows:

Aj = a((ﬂ<,(pj), Mijk = <(Pr<7(Pj>|_2(Q),

Cj(t) = —a1(Y(),9) 120y, fi() =(Ft),@)2q), dj=—02(¥1.9))12(q)
for j,k=1,...,m, and

Bk =b(l. 9j), Qjk= <|-1k7UJ>L2(Q)

for j,k=1,...,n. We sety(t) = (y1(t),...,ym(t))" andu(t) = (ua(t),...,un(t))" where
Yi, Ui, pi are the functions in (6).

We now replace, u by y,, un defined in (6) and require (2b) to hold fpe= @, k=1,...,m

This finite element semi-discretization of the optimal control problem (2) leads to a large-
scale linear quadratic problem of the form

minimize | ' "‘21y<> My (1) +c)Ty(O)dt+ Z2y(T) My(T) +dTy(T)

+ / t)dt, (7a)
subject toMy’(t +Ay( )+Bu( )=f(t), te(0,T), (7b)
y(0) =Yo. (7¢)

The necessary and sufficient optimality conditions for (7) are given by

—Mp'()+AT (t) = —agMy(t) —c(t), (8a)
Mp(T) = —a2My(T) —d, (8b)

azQu(t) +BTp(t) =0, (8c)
My’ (t) +Ay(t) +Bu(t) = f(t), (8d)
y(0) =Yo. (8e)

The system (8) is equivalent to the semi—discretization of (3) obtained by replaciny
in (3) by yh, un, pn defined in (6) and requiring the equations (3) to hold forjak= ¢,
k=1,...mu=m, k=1,....n,andp=¢, k=1,....m



Remark 2.2 We use linear finite element methods. For advection dominated problems with
coarse grids (relative to the ratio of diffusion to advection), standard linear finite element
methods lead to spurious oscillations in the computed solution. In this case stabilization
methods or other modifications are needed, see, e.g., [23,24]. Stabilization methods can be
incorporated easily into our discretization as described, e.g., in [25,23,24].

3 Domain decomposition Schur complement formulation of the model problem

Our domain decomposition approach is formulated for the semi—discrete problem (7). We
preview it using the original problem formulation (1). We subdivide the dongaimto
non-overlapping subdomai, . .., Qs. The interface between the subdomains is denoted
by I'. We introduce auxiliary states and adjoints pr defined onl" x (0,T). Now we
restrict the optimality conditions (1b—d), (4), (5) to subdom@jrand impose the Dirichlet
conditions that the states and adjoints matehpr, respectively, o N0Q; x (0,T). Let

Vi, Ui, pi be the state, control, and adjoint components of the solutions of these subproblems.
They can be viewed as functions of the interface variabtepr. The subdomain states

yi, controlsu;, and adjointgp; are the restrictions of the solution to the original optimality
conditions (1b—d), (4), (5), if the subdomain states and adjoints satisfy certain transmission
conditions at the subdomain interfaces. Following [26,27] we require that

! ~ (Mg 0et) = (309 (1) ).
oty P + (B00M)PI 1) = (kg PicxD) + (BaINypy (x.1))

Q
—~
X
N
=)
~—

<
~—~
X
—+
~—
I

(9)

on dQ; N0Q; x (0,T) for adjacent subdomair®;, Q;. Heren; denotes the unit outward
normal for subdomai;. Since the subdomain statgs controlsu;, and adjointsp; are
functions of interface variableg, pr, the collection of transmission conditions (9) leads

to an operator equation iy, pr. This equation will be solved iteratively, using Krylov
subspace methods. The properties of the system operator are used to derive preconditioners.

3.1 Domain decomposition in space

We discretize (2) using conforming linear finite elements. Given a trianguléfignof Q,
the spac&" used in the discretization of the states is given by

VI ={ve H}(Q) : vy € PX(T)) forall k}.

We divideQ into nonoverlapping subdomaik, i = 1,...,s, such that each belongs to
exactly oneQ;. We definel’; = 9Q; \ 0Q andln = U3_,T;.

Let {xj}]L, be the set of vertices dfT; } that lie insideQ and let{g; }]*; be the piecewise
linear nodal basis fov". Let m be the number of vertices i9;, let m- be the number



of vertices on” N 0Q;, and letmr be the number of vertices on the subdomain interfaces
I". Hence the number of discretized state variables for a given timegiven bym =
mp+ 32, m.

To approximate the control we define the discrete spaces

U= {ueC®Q) : uislinearonQiNT forall T c Q;},

which we identify with a subspace €#(Q) by extending functions; € Uih by zero onto
Q. The space of semi—discrete controLf0,T,U") where

uh=ug Ul cL?(Q).
Note that our controls are continuous on e&hi = 1,....s, and linear on eac; N T,
but that are not assumed to be continuoudat 0Q;j, i # j. Other control discretizations
might introduce discrete controls defined on a small band of tviéinound the interface
[. Sinceu € L?(Q x (0,T)) such controls would not be meaningful as the mesh Isize
reduced. See [21,22] for more discussion.

Let {] lel be the piecewise linear nodal basis tt, wheren' is the number of vertices
in Qj. We identifyu‘j with a function inL?(Q) by extendinglij by zero outsid&;. We set

M= ML, My = Hh Bt = M Mg = M,

The number of discretized control variables for a given tirisegiven byn = 5, n'.

3.2 Decomposition of the semi—discretized model problem

3.2.1 The decomposed optimality conditions

In the presence of advection terms, the spatial domain decomposition requires a careful
choice of bilinear forms for local subproblems. See [19, Sec 11.5.1] for a discussion. Fol-
lowing [26] we define the local bilinear forms

a(y.0) = [ HOYGO000 +a( Dy (000 + oy (90— [ Fabomy(eix)dx.
I | (10)
i=1,...,s, wheren; is the unit outward normal for thigh subdomain. We have

i/r a(x)niy(x)@(x)dx= ié/nm a(x)niy(x)@(x)dx=0, (11)
I=1=" i=1)Z /2%



since each interface boundary segm@nt Q; appears twice in the above sum amd=
—nj onQ;NQ;j. Consequently

i_ilan(y, ®=aly,9) W,0cH;(Q). (12)
Integration by parts yields
ai(y. )= | HOY000)-+ a0 Dy 0x)0tx) ~ 30 T0MY () + (<) ~ 380y @)dx
forally,@e H}(Q),i=1,...,s. Hence
aily.y) Ml Iy > | MOYGIDY00) +y00y(0)dx (13)

for all y € H3(Q) and allA; > p+ [[c— 30al| = (q,), i = 1,...,s. The validity of (13) moti-
vates the choice (10) of the local bilinear form, instead of the naive choice

/Q i u0y (X) 0e(x) + a(x) Oy (X)(X) + c(X)y(X)@(X)dx
= /Q | KOy (x) De(x) + 3ax)Dy(x)@(x) — 2a(x)0@(x)y(x) + (c(x) — 30a(x))y(x)@(x)dx
+3 [ atny6oomdx
which due to the boundary integral may not allow an estimate of the form (13).

Fori=1,...,s, we define the submatricay € R™*™ Al c R™>m Ai_c RMx"M and

A' rr € R”"r”*"r where, as beforem', is the number of nodes Q; andm' is the number of
nodes i N0Q;, as follows. Let be the global node number of tkth node inQ; and let
Yk be the global node number of tkh node inlf N0Q;. We set

(Al k=a(®.@,), %%, €Qi,
(Alr)jk=ai(Qy. @), X € Qi, Xy € TNOQY,
(AR k=8P @), X; €N, %, € Qi
(AR k= (B By;)s Xy Xy € TN,

andArr = 55, (IL)TALLIL, wherell is a matrix of sizem- x mr with entries given by
zero or one which maps a vector of coefficient unknowns on the interface boundtagy
subvector with coefficient unknowns associated with the interface bouhdad@; of the

ith subdomain. Note that the modification (10) of the local bilinear farranly changes



AL-. Because of the identity (12), the stiffness matrix can be written as

Al e

A AR
(I)TAR .. (IDTAY Arr

after a suitable reordering of rows and columns. Similar decompositions can be introduced
for M, c(t), andd. For example, for=1,...,s, we define

(di)j = —02(9r, @ )2, X € Qi
(dlr)J = _a2<yTa(Wj>|_2(Qi), Xy]- S rﬂaQi,

anddr = 35 ,(11)TdL. After a suitable reordering, the vectbcan be written as

The vectorsyo, y(t), andp(t) are partitioned correspondingly. For examplgf) denotes
the subvector of(t) with indicesk such thatx € Q;j, yr(t) denotes the subvector gft)
with indicesk such thaty € ', andyk(t) denotes the subvector gft) with indicesk
such that € ' N 0Q;. Defining functions analogously to (@)},(t) represents a function in
H(0,T;Vio), yr(t) represents a function iH1(0,T;Vr), andyk(t) represents a function
in H1(0,T;Vir,). The subvectorg} (t), pi-(t) andpr (t) are interpreted analogously.

Fori=1,...,swe define
b L2(Q) x HY(Q) - R, bi(u,@) = —/Q Ui ()@ (X)dx

and the submatricedl, € R™*", BL, € R™*" with entries

(Bi)jk =bi(ke @), X € Qi€ D,
(Bri)jk =bi(Ho@;), X €0Qi\0Q,% € Qi.



After a suitable reordering of rows and columns, the mdroan be written as
Bij
Bii

()78 ... (IR)TBY,

Note that in our particular control discretization, all basis functigpor the discretised
control u, have support in only one subdoméil. Consequently, there is rdf--. The
matrix Q and the vectou(t) can be decomposed analogously into

The functionu} (t) represents a function ir?(0,T;U;). Due to our control discretization in
space, there is nor(t). Such an interface control would be semi—discrete versianof
which is not defined since € L?(Q x (0,T)).

As before, let
I € N (14a)
be the matrix with zero or one entries that extracts out of a vegter R™ the subvector

vir € R™ whose components correspond to vertiges I N9Q; and let

1L = I . (14b)

For givent, we can partition the semi—discrete states, adjoints, and control:y}i(ﬂ)o
i=1,...,8yrt),p),i=1,...spr(t), andui(t),i =1,...,s, respectively. We define
yr(t) = Ityr(t), pr(t) = Irpr(t), i = 1,...,s. The optimality conditions (8) can now be

10



decomposed into the systems

M Sl )+ (A1) Tl ©) + oMyl )

Mir S0+ (AH)Ta O +oaMjpvE —c.<> te ()

)
M, p! (T) +Mi-p-(T )+0(2M|,y|( )+02M|ryr(T)
)
)

el + el @b 0 teom
MII%in() Ay (t
Mir SYHO - AV Bl =0, teO)
Y1 (0) = (yo)i.-

fori=1,...,s, and into the interface coupling condition

S

3 (15T (MPI(T) +MEepH(T) + oMby} (T) +aaMiyF(T) ) = —dr.

3 5 (=M P 0) + (A )BH ) ~ Mgk 0) -+ (AFr) (D

+aMb (0 + aMEryE(D)) = —cr (D), te

S

3 05 (M (0 A0+ M G D)

FALRYE(D) + BRUI(D)) = fr (1),

V() =IHYO)r, i=1,...s.

(15a)

(15b)
(15¢)

(15d)
(15e)

(16a)

(0,T),
(16b)

€ (0,T),

(16c)

(16d)

We now view the solutiory},ul, p! of (15) as a function oyr, pr. The equation (16) then
represents a system of equationsyimpr. Before, we give a precise statement of this
system, we give an interpretation of the system (15) as the optimality conditions of an

optimal control problem.

Theorem 3.1 Let Yr#’f be given. The syste(@5) are the necessary and sufficient opti-
mality conditions for the following subdomain optimal control problem in the variables

y},ul and adjoint variablep.

11



T . S
Y OTMiv

. o d . . S NT .
+ (©) = Mir PO + (AR)TPED) +aaMiryE (D)) Vi ()t
+ 20TV T) + (o -+ MirpE(T) + My (T)) Y (T)
+ [ %l 07k ul )+ pHOT (B ui ) (172)

subjectto M}, Sy (6) + ALY (0 + Bl (1)

Minimize

. o d . o
—f1() ~Mir YO ~AlVHD te (O,T) (17b)
Yi(0) = (Yo)i.- (17c)
Proof: The proof is standard [28] and is omitted. m|

In Appendix A.1, we will give an interpretation of the subdomain problems (15) as well
as of the interface coupling conditions (16) in terms of the original problem formulation.
In particular, we will show that the subdomain problems (15) can formally be interpreted
as the optimality conditions of a semi—discretized version of a subdomain optimal control
problem that is a restriction of the original optimal control problem (1) to the subdaain
with Dirichlet conditions for the state on the subdomain interflacand with an addition

to the objective function that arises from the transmission condition (9) for the state. More-
over, we will show that the transmission conditions (16b), (16c) can formally be interpreted
as discretizations of the transmission conditions (9) for the state and the adjoint.

3.2.2 Schur—operator equations

We now return to the solution of the decomposed system of optimality conditions (15), (16).
The solutiong/i,,ui,piI of (15) can be viewed as an affine linear function of the interface
variablesyr, pr. If we take this view, (16) is a system of linear equationginpr. This
motivates the following definitions. We define the linear map

S: (H1<0,T;R”‘F>)2 — R™ x L%(0,T;R™) x L?(0,T;R") (18a)

12



by

Si(yr,pr)
M P (T) +MiPH(T) +02M i (T) + a2Miry(T)
= | —M{ &pl+ (A TP — M &pF + (A TPE+aaMb Yl + My [ (18b)
M GV +HARY+ M SYE +AyE + Bl
whereyi,ul,p} is the solution of (15) (or, equivalently, of (17)) witlyo); = 0, f| =0,
¢l =0,d! = 0. Furthermore, lejr € H1(0,1;R™) satisfyyr(0) = (y(0))r and letpr = 0.
| |
We define _ ‘ _ _
r e R™ x L?(0,T;R™) x L?(0,T;R™) (19a)
by
—dp —a2Mp ¥ (T)
= —ct +Mp &P — (AlD) TP —cuMpy; | (19b)
fr - M}, 851 - AL 3! B0
wherey!,Tl, pl is the solution of (15) (or, equivalently, of (17)) wif = yr andpr =
pr =0.

Pointwise application of matrib{_ defined in (14) induces an opera(dafl(O,T;Rmr))? —
(H(0,T;R™))2 and pointwise application of matrig})T induces an operatdR™ x
(L2(0,T;R™))2 — R™ x (L2(0,T;R™))2. These operator will also be denotedibyand
(I1)T, respectively. The system (15), (16b) can now be written as an operator equation
s T . S T
()" Silr(yr.pr) =5 (Ip) " r' (20)
2 2

in the unknownsyr,pr € Hll(Ol,T;.]Rmr). If the solutionyr, pr of (20) is computed, then
the remaining componenys, u;, p; i =1,...,s, ofy,u, p can be computed by solving (15)
(or, equivalently, of (17)).

In the next theorem, we will show how to apply the inverse of the subdomain op&ator
i=1,...,s. Forthis result it is useful to introduce the notation

a (A A} Mi(w. M_ir>, Bi<s_z.> o1
Ay Al MH Mir B,
i i .
y=("), o= ") erm, (21b)
yr Pr

13
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wherem' = m +mf-. Furthermore, let
1T e R (22)

be the matrix with zero or one entries that extracts out of a vattarR™ the subvector
Vi € R™ whose components correspond to vertines ' N 0Q;.

Theorem 3.2 Letr' = (r},r} rl) e RM™ x L2(0,T;R™) x L2(0,T;R™) be given. The so-
lution y-, p € HY(0,T;R™) of
S(yr.p) =r'
is given by
Y =1Y't), pHt) =1'P'(V),
wherey' u', p' solve

wmid p'(t)+ (A)Tp'(t) + oMy} (t 0 te (0,T) (23a)
dt r (t
0
M'p(T) -+ oMy (T ( ) (23b)
as3Qyul(t) + =0, te(0,T) (23c)
M‘;ty( t)+Aly!(t) +Bu'(t) ( ) te (0,T) (23d)
=0. (23e)

The equation$23) are the system of necessary and sufficient optimality conditions for the
optimal control problem

Minimize /OT%yi(t)TMiyi() (0", rh®) My (t)dt

+%y‘<T>TMiy‘<> (O r)TY(T) + / Qb (e, (24a)

subject to Miﬂy‘() Ay (t)+Bult)=| , te(0,T) (24b)
at r'3<t>

y'(0) =0. (24c)

Proof: By definition (18) ofS; we see thaygt, pi- with yi-(0) =0, satisfiesSi(y},p-) =r!

14



if and only if

M 1)+ (AL TPl (0 + oMy (@)

Mic Sph) + (AR RO + Mk =0, te(@T)  (25a)
Mi,rpi-+Mi|,p,(T)+a2M”y|( )+G2Mi|ryi'(T):07 (25b)
asQuuj (t) + (B}y) e} (t) + (BR) Tpr(t) =0, te(0,T) (25c¢)
d
M1, dtyl( )+ALY ()

, te(0,T) (25d)
; (25e)

o d . o
+M'|ra>’i'(t)+ LFYE() +Bjuj (t)

0
y1(0)=0

M Pl (0 AR (0 ~MEr GPH O+ (AR TBH)
+Mp Y () +aiMEryR() =T15(t),  te(0,T) (250

d o
MHaYl ) +ARYI (D)

MEr VO +AVHO +BRUO =150, te(0.T)  (259)
. . . ¥r(0)=0 (25h)
P} (T) + MEpE(T) + a2Mipyi (T) + aeM byl (T) = . (250)

The equations (25) can be written in the more compact notation (23).

The interpretation of (23) as the necessary and sufficient optimality conditions for (24) can
be proven using standard techniques and we omit the proof. O

In Appendix A.2 we interpret the system (23) as the semi—discretization of a system of
partial differential equations.

3.3 Solution algorithm

In the previous section we have shown that the semi—discrete optimal control problem (7)
is equivalent to the linear operator equation (20), i.e.,

S S

> 0F )TSIE(yr.pr) = Z(I%)Tri (26)

After suitable discretization in time we obtain a symmetric oper&%blas shown in [29].
Hence, we solve (26) using preconditioned sQMR method [30]. The inverse of the system
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operatory$_;(11)TSIk is approximated by a weighted sum of inverses of the subdomain
operatorsS. This choice is motivated by Neumann-Neumann domain decomposition pre-
conditioners that have been used sucessfully for the solution of elliptic PDEs (see [17-19]
and the references given therein) as well as elliptic linear-quadratic optimal control prob-
lems [21,22]. We leDE € R™ > be positive definite diagonal matrices such that

_i(lir)TD‘r =1.

In our case the entriDLk is equal to one over the number of subdomains containing the
interface nodey. We set
|
D= " . (27)
D}
Pointwise application of the matrix Dir induces  an operator
H(0,T;R™))2 [L?(0,T;R™))?] — HY(0,T;R™))? [L?(0,T;R™))?. This operator
will also be denoted by

The (symmetric) Neumann-Neumann (NN) preconditioneiyfor, (I ‘r)TSIir IS now given
by

S

PN = Z(' F)'D-S DIt (28)

I=
It is well-known that the NN preconditiond?yy detoriates for large numbers of subdo-
mains. This behaviour is observed for the NN preconditioner for elliptic equations (see,
e.g., [17-19]) as well as for elliptic linear-quadratic control problems ([21,22]). The nu-
merical tests reported on in Section 5 show the same qualitative behavior of preconditioner
(28) for parabolic problems. To remedy this, we introduce a coarse space Schur comple-
mentSy and use the symmetric preconditioner

S

Pane= (I ~ 15 S50S) (Zl(lir)TDirS_lDir“r) (1-SESMo) +13SM0  (29)

(cf. [18, Sec. 4.3.3], [19, Sec. 6.2.2], [21,22]). HeBas the fine Schur operator defined by

S

Syr,pr) = _;('ir)TSUr(YF,pr)» (30)

| is the identity,Sy is the coarse grid Schur operator adis a restriction operator. To

define the coarse grid Schur operaBgrwe consider problem (2). We introduce a coarse
semi-discretization as in Section 3.1 with= 2s basis functions whers is the num-

ber of subdomains. The coarse Schur operator has the same structure as the Schur op-
erator (18) and (20). However, the evaluation of the subdomain coarse Schur operators
So,j now requires the solution of the optimal control problem (17) where the finite dimen-
sional subspaces f(g,:",,piI are of dimension one. The restriction operator is defined as
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maplo: HY(0,T;R™ )2 — H1(0,T;R%). It returns for each subdomain two functions: at
each timet the weighted sum of the states and the weighted sum of the adjoints on the
common nodes. The weights are choosen as reciprocal number of subdomains sharing the
node. In the cas®; € R the restriction operator can also be choosen as the identity map
lo=Id : H(0,T;R™)2 — HL(0,T;R™ )2,

To apply Sal we soIveSalvo; using sQMR. Since&y has the same structure &swe
introduce a Neumann-Neumann preconditioner‘sg)]r given by

S

Pnno = _;(' ir)TDirScIilDirlir (31)

HereS, ! are subdomain Schur complement operators on the coarse grid. In summary, the
preconditioned symmetric balanced Neumann-Neumann precondiffgp for (26) is

given by (29) combined with preconditioned evaluation of the coarse grid schur operator
using the preconditiond?yn o, (31).

We discuss the evaluation of a subdomain Schur operators and their inverses. In Theo-
rem 3.2 we have shown that the evaluation of matrix-vector products of theSotu is
equivalent to solving an optimal control subdomain problem (24). Further, the evaluation
of matrix-vector products of the fortﬁvir requires the solution of an optimal control sub-
domain problem given by (17) with homogenous data, (ye) = ! (t) =di (t) =cl(t) =0

for all t. The same is true for the coarse grid operagysandS, ;. The subdomain opti-

mal control problems are solved using the conjugate gradient method applied to the reduced
formulation of the respective subdomain optimal control problem. The reduced form of the
optimal control problems (24) or (17) is the one in which the state is viewed as function
of the control and the optimal control problem is posed as a minimization problem in the
controls only.

We now introduce the full discretization and a last modification of our preconditioner. To
solve (26) we discretize using the backward Euler method on an equidistant time grid

tc=kAt, k=0,... K

with time step sizé\t = T /K. We use the same notation for the operators as before. Espe-
cially, Sis now an operator defined @&¢™ *K) and the coarse schur operaSaiis defined
onR26xK) | Details can be found in [29].

In addition to the coarse grid Schur opera$grdiscussed previously, we also experiment
with a coarse grid Schur operator that also involves a coarse time grid. We define a second
time equidistant time gridk = kAt for k = 0,...,K¢ with K. < K. The coarse time grid
Schur operato8}, is defined by equations (18) and (20) for= 2sbase functions in space

and on the time grid 0,..Kc. HenceS, : R2(SKe) . R2(8xKe) and §) = S iff K¢ = K.

To derive the preconditioner we need to introduges restriction operator in space and
time. To be more precisa : R2M *K+1) _, R2(sxKe) For Q € RY, 1L returns for each

tx two values: the average of all state values and the average of all adjoint values with
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tx <tj < tx;1. The final preconditionepy for solving (26) is then given by (29) wherein
So andl are replaced bgg, andl respectively. Analogously we derivg ..

We specify the tolerances for the numerical results. The conjugate gradient method applied
to the subdomain optimal control problems corresponding to the local Schur complements
and their inverses is stopped when the norm of the gradient is less th&h The precon-
ditioned sQMR computingsalvr is stopped when the preconditioned residual is less than
104. The preconditioned sQMR applied to the linear operator equation (26) is stopped if
the preconditioned residual is less than4.0

The following Table 1 compares the costs per preconditioned sQMR iteration solving (26)
in terms of evaluations of coarse and fine grid schur operators for a domain decompaosition
approach withs subdomains. Since the coarse grid Schur operator acts on a much smaller
domain, the evaluation @& andSaJ1 is cheaper than those 6f andS*.

Preconditionel, Number of evaluationsof | § St St S Sf
Neumann-Neuman(Pyy) s s 0 0 0
NN with coarse spactPync) 2s s 2 0 0O

NN with iterative solution of

coarse space Schur complement €ffinco) | 25 S 0 2s¢ 2s/
Table 1
Number of evaluations per each computation of the preconditioner in a
preconditioned sQMR iteration solving (26) wistsubdomains. Heré is
the number of preconditioned sQMR iterations needed for the solution of

561Vr.

4 An iterative method based on skew symmetric Robin transmission conditions

In [14] Benamou proposes a spatial domain decomposition methods for parabolic optimal
control problems. His approach [14] is based on [31] and is sketched here for the model
problem (1) withu= 1 anda = 0, c = 0. If advection is present, the interface conditions,
equations (32c) and (32g) below, have to be modified using, e.g., the ideas in [25]. We use
the decomposition of the spatial doma&mintroduced in Section 3.

The domain decomposition method proceeds as foIIowsyh,eI.{(, p}‘ be approximations
of states, controls, and adjoints in subdomatomputed in iteratio’k. The new approxi-
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mations in iteratiork+ 1 are computed as the solution of

AtYi(X,t) —Ayi(x,t) = f(x,t) +ui(x,1) in Q; x (0,T), (32a)
yi(x,t)=0 on(0Q;NoQ) x (0,T), (32b)

VX0 +BRY = X +BRIXY  on(02i100)) x (0.T),  (320)
yi(X ,0)=y( X) in Q;, (32d)

—0pi(X,t) —Api(xt) = —aa(yi(xt) —y(x,t))  inQix(0,T), (32e)
pi (X,t) :O on (0Q;NoQ) x (0,T), (32f)

P =YD = ) —BYi(x ) on(02in00)) x (0.T),  (329)
pi(x,T) = —az(y. (X,T)—Vr (x)) in Q;j, (32h)

pi(X,t) + asui(x,t) =0 onQ; x (0,T). (32i)

In (32),B > 0 is a given parameter. In [14] the choi@e= O(1/h)is recommended, where
h describes the spatial mesh size. Note that the subdofamsdQ; are coupled through
the skew symmetric Robin transmission conditions (32c), (329).

We now discuss a few implementation details not provided in [14]. For the implementation
of the method it will be convenient to introduce

Zi=5 yk<xt)+sp,<xt> qﬁza pOt) = Byj(x.1). (33)

The introduction of these variables is motivated by [25]. The system (32) is now written as

atyi (Xat> Ayl (th) f(X t) + U (X t) in Q;j x (O7T>7 (343)
yi(x,t)=0 on(0QiNoQ) x (0,T), (34b)

2 yi(x0) + Bpilxt) = 25 (1) on (32:N0Q;}) x (0.T),  (34c)
Yi(x,0) =Yo(X) inQ, (34d)

_at Pi (X7t) Apl (th) = _al<yi (th) —/y\(X,t» in Qi X (O7T>7 (348)
pi(x,t)=0 on (0Q;N0Q) x (0,T), (34f)
ainipi(x,t)—Byi(x,t) :q'j‘i (%1) on (0QiNdQ;) x (0,T),  (349)
Pi (XaT) _GZ(yi (XaT) - VT (X)) in Qia (34h)

pi(X,t) +ogui(x,t) =0 onQ; x (0,T). (34i)

If Y1 UL pkt denotes the solution of (34), then (33), (34c), and (34g) imply
2 =2Bpf ) — 25, it = —2By T (xt) —off. (35)

A semi—discretization of the system (34) using finite elements is straight forward. Given an
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intial guess fony?, p°,i=1,....s, i.e, forz),q},i,j = 1,...,s, update<™, g can be
computed using (35).

For computational purposes, it is important to note that the system (34) can be interpreted
as the optimality conditions for the following optimal control problem in the variables
i, Ui, Wi

Minimize —/ / yi(%,t) — Y(x,t))2dxdt+ 22 > /_(yi(x,T)—yT(x))zdx

+?/O /Qi Ui (x,t)dxdt+2/0T /aczi (gYiz(x,t)+qu(i (x,t)yi(x,t)>dxdt

T 1 2
+3 /o o ap" Ox et (36a)

subject to
Ay (x,t) — Ayi (x,t) = F(x,t) + Ui(x,t) in Qi x (0,T), (36b)
Yi(x,t)=0 on(0QiNoQ) x (0,T), (36¢)
%yi (%,t) = wi(x,1) +z‘j‘i (%,t) on (0QiNaQ;) x (0,T), (36d)
Yi(X,0) =Yyo(X) in Q;. (36e)

In fact, the Lagrangian associated with the optimal control problem (36) is given by

Y|,U|7W|a pl

//y.xt xt))20|xdtjL /y.xT — ¥ ( ))de+2// (x t)dxdt

+J;/ /Q maQ, YE(8) -+l Y (% t))dth

+,;/o /aninEWiz(x,t)dxdt
T
+ /0 /Qi Aty (%, 1) pi (%, t) + Oyi (x, 1) Opi (%, ) dxdt

_/T (1) pi(%t) + Ui (%, t) pr (%, t)dxdt
0 JGi

+/0T Z‘/aﬂ-mag- (Wi (x1) +le(i (Xat)> p(x,t)dxdt (37)
J A 022 N0%%

Setting the derivative of the Lagrangian with respecpitto zero gives the state equation
(34a)—(34d) withBp; in (34c) replaced by-w;. Setting the derivative of the Lagrangian
with respect tg; to zero gives the adjoint equation (34e)—(34h). Setting the derivative of the
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Lagrangian with respect tg to zero gives (34i), and setting derivative of the Lagrangian
with respect taw; to zero gives

—Wi(x,t) = Bpi(x,t) on(0QiNdQ;)x (0,T).

In our implementation of the iteration (35), we solve (36a). More precisely, we view the
solution of (36b)—(36e) as a function gf,w; and use the conjugate gradient method to
minimize the convex quadratic objective function (36a), which is viewed as a function in
Ui, w; only.

5 Numerical results

We consider (1) witlQ = (0,1), p=1,c =0, f = 0 andyp(X) = sin(21x). The desired
statesy”and y are given by the hat functiongXt) = min{2x2(1—x)} andyt(x) =
min{2x 2(1—x)}, respectively. The advecticmand the weighting parametens, a2, 03
will be specified later.

We apply the domain decomposition method to obtain the full discretization of the control
problem (7). For the spatial discretization of the problem we use piecewise linear finite
elements on an equidistant grid with mesh gkxe= 1/K and for the time discretization,

we use the backward Euler method with step dite= 1/K. The domainQ = (0,1) is
subdivided into equidistant subdomai@s= ((i—1)H,iH),i=1,...,s,H = 1/s. Further
details can be found in [29]. The full discretization yields symmetric Schur complement
operators and the adjoint equation (7) is not equal to the Euler discretization of the adjoint
equation (8a).

We note that the ca€e C R and the backward Euler method are considered for simplicity.
The domain decomposition approaches discussed in this paper can handle problems with
spatial dimension greater than one and can be applied with other time discretizations.

5.1 Optimal control without advection

In the first example we usee= 0 andc = 0. Tables 2 to 5 report on numerical results.

Table 2 shows that the number of preconditioned sQMR iterations is insensitive to the
weighting parametera1,a,. The conditioning of the optimal control problem (1) grows
asai/03 and asoy/as. For largeray/az and asay/a3 the problem (1) becomes more
difficult to solve numerically. The insensitivity of the number of preconditioned sQMR
iterations again matches the observations made in [21,22] for Neumann-Neumann methods
applied to linear-quadratic elliptic optimal control problems.
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Neumann-Neuman(Pyn) Neumann-Neuman(Pnn)

01202210,0321 (112(]2:1@,03:1

s\ K| 64 128 256 s\ K| 64 128 256
2 1 1 1 2 1 1 1
4 15 16 16 4 8 9 8
8 68 69 75 8 32 39 32
16 >500 445 >500 16 133 140 121

Table 2

Number of preconditioned sQMR iterations needed for the solution of (26)
depending on the number of subdomas®nd on the discretization size
Ax =AMt =1/K.

Table 3 shows the detoriation of the Neumann-Neumann precondityp¢rfor large
numbers of discretization points and subdomains. The preconditioned balanced Neumann-
Neumann preconditiond?ynco does not detoriate as seen in the right part of the table.

This matches the observed behaviour in the case of elliptic linear-quadratic optimal control
problems.

Neumann-Neuman(Pyn) Neumann-Neumann with

coarse grid Pnnco)

s\ K| 256 512 s\ K| 256 512
2 1 1 2 10 35
4 8 8 4 8 9
8 32 33 8 6 8
16 121 131 16 5 5
Table 3

Number of preconditioned sQMR iterations needed for the solution of (26)
depending on the number of subdomasrsnd on the discretization size
Ax = At = 1/K. In all computations; = o, = 103, az = 1.

Table 4 provides more detailed information about the cost of the iterative solver. Reported
are triples(a;b;c), wherea denotes the number of (outer) SQMR iterations necessary to
solve (26). If a coarse space is used, then the applicatiS@]dfo a vector is carried out by
applying an (inner) sQMR iteration. In this case the second nuimbeports the average
number of inner SQMR iterations needed to apﬁgy‘ to a vector (i.e.p corresponds to

¢ in Table 1). The third numbet is the average number cg iterations used to solve the
subdomain optimal control problems associated with the applicatic&,c&fl, So,, or

Sa,l Note that the subdomain optimal control problems associated with the application of

So,i andsa ,1 are significantly smaller than those associated with the applicati® arid

S{l. Compared to thé&yn preconditioner the number of solved cg problem$PNco
increased by a factor of 10. On the other hand this increase is compensated by the smaller
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number of total SQMR iterations and by the number of cg iterations necessary to compute
the optimal control on the subdomains. We do not report on the performarfegnaf

Recall thatPnn ¢ appliessa1 using the sQMR method, whereBgncp appliesSg1 using

the sQMR method wwith a Neumann-Neumann type preconditioner analogous to (28). We
note that, as expecteBynco requires fewer iterations for applying the preconditioner and,
consequently, requires a smaller number (in our computations by a factor of greater than
two) of coarse grid subproblems to solve by the conjugate gradient method.

K PN NINTS)

32 (7, - 22) (6;3;15)

64 | (9;—;22) (7;3;16)

32 | (30;—;20) (4;10;15)

64 | (68;—;12) (5;10;16)

256 | (32;—;24) (6;11;17)

16 128 (140;—;22) (4;44:16)

16 256 (121;—;25) (5;39;16)

16 512 (131;—;26) (5;43;17)

o o o|lhd M|lon

Table 4

Number of iterations for the subproblem solutions in the iterative solver
for (26) for varying number of subdomais&nd discretization sizesx =

At =1/K. (a;b;c) is atriple whera s the total number of SQMR iterations
needed to solve (26,is the average numer of SQMR iterations needed by
the preconditioner to solve the coarse grid Schur operator equation (i.e., b
corresponds t@ in Table 1) andc is the average number of cg iterations
used to solve the subdomain optimal control problems associated with the
application ofS;, S™%, Soj, or Sg,l In all computationsiy = ap = 103,
az=1.

Table 5 reports on the effect of coarse time grids by compa?ipg.o and PtNNcp. The

coarse grid Schur complement operafgr(used inPyncp) is of size 2s K, whereas the
coarse grid Schur complement operaggr(used inPtNNCp) is of size 2s K.. We observe

that when usin@tNNCp the number of SQMR iterations slightly increase while the average
number of cg iterations per subproblem decreases. This relates to the fact that the subdo-
main optimization problems for the coarse time grid are of reduced dimension. Another
advantage of the coarse time grid approximations is the reduced storage requirement which
also improves the computation time.

5.2 Optimal control of an advection—diffusion equation

In the second example we choose a positive advedioRor nonzero advection, the
Neumann-Neumann preconditioner becomes a Robin-Robin type preconditioner. See Ap-
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s K K/Ke| Punco  Phneo

4 16 2 | (53;13) (7;3;11)
4 32 2 (6;4;15) (7:;3;14)
4 32 4 | (6;4;15) (8;4;11)
4 64 2 (7;3;16) (7;3;15)
4 64 4 | (7:3;16) (8;3;14)

Table 5

Number of iterations for the subproblem solutions in the iterative solver

for (26) for varying number of subdomaissind discretization sizes =

At =1/K. (a;b;c)is atriple whera s the total number of SQMR iterations

needed to solve (26l,is the average numer of SQMR iterations needed by

the preconditioner to solve the coarse grid Schur operator equation (i.e., b

corresponds td in Table 1) andc is the average number of cg iterations

used to solve the subdomain optimal control problems associated with the

application ofS;, S, S0, S S or (Sh;)~*. In all computationsi; =

Oy = l@, O3 = 1.
pendix A. Table 6 shows a strong detoration of the Robin-Robin preconditioner for in-
creasing advection term. In contrast, the iteration numbers for the balanced Robin-Robin
preconditioner remain nearly constant.

a=1 a=>5 a=10
S| Pnn Pnneo | P Panep | Pnn Paineo
4 9 7 13 7 20 7
8| 40 5 42 7 57 7

Table 6

Number of preconditioned sQMR iterations needed for the solution of (26)
for s subdomains and a discretization sizef= Ax = 1/K with Robin-
Robin and balanced Robin-Robin preconditioner. In all computatiars
a,=10° az=1,u=1,K = 64.

5.3 Comparison with the iteration in Section 4

We now compare the performance of the solution algorithm in Section 3.3 with the per-
formance of the iterative method based on skew symmetric Robin transmission condi-
tions due to Benamou [14], which was sketched in Section 4. For this comparison we set
¢ =a= 0. The subdomain optimal control problems (36) are solved using the conjugate
gradient method. The conjugate gradient method is stopped when the norm of the gradient
is less than 10%°. The outer iteration (35) is stopped when €402, where

S
res= _ZHYi —Yilllzainea;) + 1P = PjllL2aineq;)- (38)
=
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In Table 7 we report the number of outer iterations (35) as well as the average number of
conjugate gradient iterations for the solution of the subdomain optimal control problems
(36).

o1 | #iter #cg

10 | 164 90

107 | 191 105

10° | 263 151

Table 7

Number of iterations (35) (# iter) and average number of conjugate gradient
iterations (#cg) per outer iteration and per subdomaimfos a,, a3 =1,

s=4 subdomainsK = 64 and a discretizatioAx = At = 1/K.

It is not possible to give a precise comparison between the algorithms presented in Sec-
tions 3.3 and 4, because of the different stopping criteria used for both. If we assume that
for the given stopping criteria both algorithms produce solutions of the same quality, then
we may use the number of conjugate gradient steps needed for the solution of the sub-
domain optimal control problems (A.1), (A.5) in case of the iteration in Sections 3.3 and
(36) in case of the iteration in Section 4, respectively, as a rough measure to compare the
expense of the two iterations. For the case= a, = 103, a3 = 1, s= 4 subdomains,

K = 64, the algorithm in Section 4 requires 263« 151 = 4% 39713 conjugate gradient
iterations (cf. last row in Table 7). The algorithm in Section 3.3 with preconditiBagEo
requires approximately47 « 3« 16 = 4+ 336 conjugate gradient iterations (cf. the last row

in Table 1 and the second row in Table 4) for the fine grid subproblems and an additional
4x7x 4% 3% 16= 4% 1344 conjugate gradient iterations (cf. the last row in Table 1 and the
second row in Table 4) for coarse grid subproblems.

6 Conclusion

We presented a domain-decomposition approach for linear quadratic optimal control prob-
lems governed by parabolic advection-diffusion equations. The optimality conditions were
decomposed using a spatial domain decomposition. This resulted in a Schur complement
formulation with unknowns given by the state and adjoint variables restricted to the inter-
faces of space-time cylinder subdomains. It was shown that the application of the Schur
complement operator requires the parallel solution of space-time cylinder subdomain opti-
mal control problems with Dirichlet boundary conditions on the interface. The Schur com-
plement equation was solved using a preconditioned Krylov subspace method (sQMR).
The proposed preconditioner is an extension of the Neumann-Neumann preconditioner (or
Robin-Robin preconditioner if advection is present) for single partial differential equations
to the optimal control context. The application of the one-level version of the precondi-
tioner was shown to require the parallel solution of space-time cylinder subdomain optimal
control problems with Neumann (Robin) boundary conditions on the interface. A simple
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coarse space preconditioner was added.

The tests indicate that the dependence of the performance of our preconditioned sQMR
method is similar to its counterpart applied to elliptic partial differential equations. In par-
ticular, the number of SQMR iterations is independent of the size of the subdomain for
the balancing Neumann-Neumann (or Robin-Robin, respectively) preconditioner. Last, the
preconditioned balanced Robin-Robin preconditioner seems superior to the approach of
Benamou by comparing the iteration numbers. Extensions of the approach to several space
dimensions are under investigation.

Unfortunately, no theoretical convergence analysis is available yet. Additional research is
also required for the construction of less expensive coarse grid Schur complement opera-
tors. Furthermore, strategies are needed to dynamically adjust the stopping tolerances for
the conjugate gradient method used to solve the space-time cylinder subdomain optimal
control problems arising in the application of the Schur complement as well as in the
preconditioner to the performance of the outer SQMR iteration. Recent investigations of
so-called flexible Krylov subspace methods will be useful for this task.
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A Interpretation of the subdomain optimality systems

A.1 Interpretation of the decomposed optimality conditions

We give an interpretation of the subdomain problems (15) as well as of the interface cou-
pling conditions (16) in terms of the original problem formulation.
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Formally, (15) may be interpreted as a semi—discretization of

—(Pi(t), Wi) ooy + @ (Wi, Pi(t) = —ou(yi(t) —Y(O), Wi)2q) VWi € Ho (i),

(A.1a)
Pi(t)]aaa0 = Prlagi\e0; (A.1b)
pi(t)oinaq = O, (A.lc)
pi(T) = —02(¥i(T) = ¥7)la (A.1d)
os(Ui(t), )20 +bi(K, pi(t) =0 Vi € L2(Qi),
(A.le)
Vi), @)z +ai(Yi(t), @) +bi(ui(t), @) = (F(t), @) 120 V@ € Hy(Qi),
(A.1f)
Yi()laanaa = Yrlagi\oa (A.19)
Yi(t)acinaq =0, (A.1h)
¥i(0) =Yolg;- (A.1i)
The system (A.1), in turn, may be interpreted as the weak form of
—0tpi(x,t) — PAPI (X, t) —a(x)0pi(x,t)

+(c(x) — HaX)) pi(x.t) = —oa(yi(x,t) =y(x;t)) inQ;ix(0,T),
pi(x,t) =0 on(0Q;NoQ) x (0,T),
pi(X,t) = pr(xt) on (09 \0Q) x (0,T),

Pi(xT) =—a2(yi(X, T) —¥r(x)) inQ;,
—pi(X,t) +asui(x,t) =0 onQ; x (0,T),
OrYi(X,t) — pAY; (X, 1)

+a(X)0yi(x,t) +c(X)yi(x,t) = f(x,t) +ui(xt) in Q; x (0,T),
yi(x,t) =0 on (0QiNoQ) x (0,T),
Yi(x.t) =yr(xt) on (09 \0Q) x (0,T),

¥i(x,0) =Yo(X) inQ;.

Using the ideas in [22, Sec. 3.1], one can formally interpret (A.1) as the system of optimal-
ity conditions for the subdomain optimal control problem

minimize 2/ / (yi(%,t) — y(x,t))%dxdt

+/ (Yi(t), Br (V) 2o +ai(yi(t), Pr(t))
+b.(u.(),ﬁr<>) (f(1), Pr(t)) 2 dt

2/ Vi(x, T) — 9 (%)) 2dx+ 22 // (xtdxdt  (A.3a)
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subject to

<>/i(t)a(n>L2(Qi) +al(yl(t)v(n) +bi<Ui (t)7(ﬂ) = <f(t)7(n>L2(Qi) (ORS H&(Ql)v (A3b)

Yi(t)lagiea = Yrlaa;\oa (A.3c)
Yi (t)|anaQ = 07 (A3d)
¥i(0) =VYola, (A.3e)

wherepr is an extension opr ontoQ; x (0,T). The subdomain optimal control problem
(A.3) is the infinite dimensional analogue of the semi—discretized problem (17).

The constraints (A.3b—e) are the weak form of

OtYi (X, 1) — PAY; (X, t) +a(X)0y; (X, t) + c(X)yi (X, t) = f(x,t) +u(x,t) inQx(0,T),
yi(x,t) =0 on (0Q;NdQ) x (0,T),
Yi(X,t) = yr(xt) on (0Q; \ 0Q) x (0,T),
¥i(X,0) = Yo(x) in Q.

For the interpretation of (A.3a), we note that the definition (10) and application of integra-
tion by parts gives

/0 (i), Br (V) 120 Fa (¥i(1), Br (1)) +bi(ui(t), Br(t)) — (F(t), Pr (1)) 2(q,)dt
= (Yo, Pr(0))r2(q)) — Vi(T), Pr(T)) 2
+/ / (6ty. (X,1) — pAy; (X, t) +a(x)0y; (X, t) + c(X)yi (X, t) — f(x,t)—ui(x,t)) Pr(x,t)dxdt
+/O /acz- (ua—niyi(x,t)—%nia(x)yi(x,t)> pr(x,t)dxdt
= 0, Pr(O)za) ~ 0T BTy + [ (oroyi(et) — dmami(e)) prx et
sincey; solves (A.2f—i). Sincer is the extension of a function defined on a set of measure

zero, the integrals involvingr are formally set to zero and the objective (A.3a) can be
interpreted as

/ / yi(X,t) Xt))zdxdt—l— > / yi(%,T) — ¥r (X ))ZdX
+?/o /Qi u; (x,t)dxdt+/0 /agi ua—niyi(x,t)—7nia(x)yi(x,t)> pr (x,t)dxdt

Since (A.3) is an optimization problem owgru;, we may replace the last integral by

0
20 maQ / /Q uamy'(Xt) ZMaly ) + (“6 JyJ(X 1) — (X)yj(X,t))>pr(x,t)dxdt

This will only shift the objective function by a constant. The addition of this constant, how-
ever, reveals the connection between the objective function in (A.3) and the transmission
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conditions (9) for the states.

We off the following interpretation of (16): L&t := {vr € HY/%(I") : vr = v|r for somev e

H3(Q)} and similarly we introduce/r,. Given avr, we useVr € H}(Q) to denote its
extension. The transmission conditions (16) may be interpreted as a semi—discretizations
of

S

> (B(T)+24(T) ~97)) Iy =0, (A.4a)

Zl—@t Pi (1), V)20 + & (U, pi(t)) +aa(yi(t) —Y(t),Vr) 2q) =0, (A.4b)

S

;(atyi(t)’ﬁrhzmi) +a(yi(t),qr) +bi(ui(t),ar) = (f,Vr) 200
- (A.4c)

for all vr,qr € Vr, respectively. The definition (10) and application of integration by parts
gives

—(0epi (1), Vi) L2(0)) + & (Vs Pi(1) +awyi(t) = Y (1), Vr)12(q)

—/ —0tpi(Xt) pApi(x,t)—a(x)Dpi(x,t)+(c(x)—Da(x))pi(x,t)+a1(yi(x,t)—y(x,t))>\7r(x)dx
o (uaimpmx,m%a(x)ni pi(x.t) ) v dlx

=/ (“ain. pi(X,t) -+ 3a(x)n; pi(x,t)>vrdx7

sincep; solves (A.2a). Hence, (A.4b) may be interpreted as
S a 1
by |, (g Oct) + 300 ) Jvrdx =0 e € Ve,
that is
0 1 0
M- Pi(x,1) + 3a()ni pi(x.t) = (u P (x.t) + 3a(x)n; pj (x,t)) X € 0 N0Q;.
on; on;j
Analogously, (A.4c) may be interpreted as

oo 00— 3a00m ) = = (g2 000) = aom i) x <0010

Equation (A.4a) can be seen as the weak form of

Pi(xT)=—0z2(yi(xT)=¥r(x)) onTi.
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A.2 Interpretation of the optimality conditions defining the inverse subdomain Schur com-
plement operator

Formally, the system (23) may be interpreted as the semi—discretization of the following
system of differential equations. L¥t:= {v & Hl(Qi) :v=00ndQ;NoQ}. Further, we
denote byTrr(v) the trace ofv on the interfacd” = 0Q;\dQ Then, for ally; € V, all

W € L2(Q)) andt € (0,T)

—(Pi(1), Wi)i2(q) +ai (Wi, Pi(t) = —ow(Yi(t), Wi) 2y + (r2(t), Trr (W) 12(r)

(A.5a)
a <Ui(t)7|-‘+>L2( o hi(, pi(t) =0 (A.5Db)
V), Wi) Lo +ai (Vi (1), i) + bi(ui (), @ )=<r (), Trr (W) 2y (A.5¢)
< (T) + a2y (T), W) 20 = (1 (W) (A5d)
The system (A.5) may be interpreted as the weak form of
—0tpi(X,t) — AP (X,t)
+(c(x,t) —OaXx))p(x,t) —aX) dpi(x,t) = —a1yi(x,t) in Q; x (0,T)
pi(x,t) =0 ondQ;NaQ x (0,T)
( o 1
i+ 300 ) p0t) =l onr x (0.T)
Pi (X, T)+02yi(x, T) =T1(X) in Q;
OrYi (X,t) — PAY; (X,t) +c(X)yi (X, t) +a(x)0yi(x,t) = U(X t) in Qi x (0,T)
Vi(x,t) = onodQ;iNoQ x (0,T)
0o 1
(1~ 3300 ) w0x8) = rlxt) onr x (0.7)
Yi(x,0) =0 in Q;
—pi(%t) +asui(x,t) =0 in Q; x (0,T),

wherery is the extension af; defined ol and extended by zero di. Using similar ideas
as in the previous sections one can formally interprete the above equations as optimality
system for the subdomain optimal control problem

;
minimize%/ /y%(x,t)d)(dt—f—%/ y2(x, T)dx
2 Jo Jo 2 Jo

+%/OT /Qi u?(x,t)dxdt— /OT/rrz(Xat)Yi(Xat)dth_/rrl(x)yi(X’T)dX
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subject to

atyi (X7t) - “Ayl (Xat) +C(X)yi <X7t) +a(X)Dyi (th) = U(X,t) in Qi X (OvT)
yi(x,t)=0 onoQ;NaQ x (0,T)

(uaim—%a;(x)ni)yi(x,t) =r3(x,t) onl x (0,T)

yi(x70> =0 in Q.
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