
ERGODIC PROPERTIES OF COMPOSITIONS OF INTERVAL EXCHANGE

MAPS AND ROTATIONS

JAYADEV S. ATHREYA AND MICHAEL BOSHERNITZAN

Abstract. We study the ergodic properties of compositions of interval exchange transforma-

tions and rotations. We show that for any interval exchange transformation T , there is a full

measure set of α ∈ [0, 1) so that T ◦Rα is uniquely ergodic, where Rα is rotation by α.

1. Introduction

An interval exchange transformation (IET) is given by cutting the interval [0, 1] into m subin-
tervals of lengths given by a vector λ = (λ1, . . . , λm) ∈ Rm+ ,

∑
λi = 1 (we denote this set of

vectors ∆m) and a permutation π ∈ Sm. The transformation T = Tλ,π : [0, 1] → [0, 1] is given
by gluing the subintervals together in the order given by π and preserving the orientation. These
are natural generalizations of circle rotations (which can be viewed as exchanges of two intervals),
and are closely related to flows on flat surfaces and billiards in Euclidean polygons. IETs preserve
Lebesgue measure.

It was conjectured by Keane, and proved by Masur [11] and Veech [15] independently that for
an irreducible permutation (that is, one that does not fix the set {1, . . . , k} for any k < m) π,
that Tλ,π is in fact uniquely ergodic (that is, Lebesgue measure is the only preserved measure) for
almost all λ ∈ ∆m.

Boshernitzan [3] exhibited a Diophantine condition (Property P) for unique ergodicity of IETs
(see also [16], an improvement by Veech). Since this condition is generic (i.e., holds for Lebesgue
almost all parameters λ), it provides an alternative approach to Keane’s conjecture. The condition
also allows to establish unique ergodicity of IETs in some special situations (e.g., when T is minimal
and all parameters λm lie in a quadratic number field, see [5]). The condition can be applied in a
more general setting [4] of symbolic flows.

A natural follow-up question is to understand which subsets of IET space inherit the property
that almost every IET is uniquely ergodic. In this note, we study the ergodic properties of the the
set of IETs given by compositions of a fixed IET T with an arbitrary rotation Rα. A simplified
version of our main result is:

Theorem 1.1. Let T be an IET. Then for almost every α ∈ [0, 1), T ◦Rα is uniquely ergodic.

Remarks:

(1) The above result holds for every interval exchange T , including non-ergodic ones (such as
the identity). Theorem 1.1 provides explicit examples of families of IETs which intersect
the set of uniquely ergodic IETs in sets of full measure.

(2) One consequence of unique ergodicity is the fact that ergodic averages converge for every
orbit. In fact, using results of Athreya-Forni [1] this statement can be strengthened to give
an upper bound for the rate of convergence for ergodic averages, depending only on the
choice of T , see Theorem 2.2.
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1.1. Plan of Paper. In §2, we state a more general theorem Theorem 2.1. We place our result
in the context of recent developments in §2.3. We recall the required background on flat surfaces
and quadratic differentials in §3, in particular focusing on the construction of surfaces associated
to IETs. We prove Theorems 1.1 and 2.1 in §4.

2. Main Theorem

Theorem 1.1 is in fact a special case of the following more general result:

Theorem 2.1. Let T1, . . . , Tk be IETs, and c1, . . . , ck ∈ R+ be positive real numbers. Then for
almost every α ∈ [0, 1), the map

Sα = Tk ◦Rckα ◦ Tk−1 ◦Rck−1α ◦ . . . ◦ T2 ◦Rc2α ◦ T1 ◦Rc1α
is uniquely ergodic.

2.1. Deviation of Ergodic Averages. One of the main consequence of unique ergodicity is
control of the ergodic averages for every point. Suppose S : [0, 1]→ [0, 1] is uniquely ergodic with
respect to Lebesgue measure and that f is a continuous function. Then for all x0 ∈ [0, 1], we have

N−1∑
i=0

f(Six0) = N

∫ 1

0

f(x)dx+ o(N).

A general question is whether the o(N)-error term can be improved. In our setting, we have:

Theorem 2.2. Fix notation as in Theorem 2.1. Then there is a 0 ≤ β < 1 depending only on the
combinatorics of T1, . . . , Tk so that for almost every α ∈ [0, 1) and any smooth function f on [0, 1],

N−1∑
i=0

f
(
(Sα)ix0

)
= N

∫ 1

0

f(x)dx+ o(Nβ),

for any x0 whose forward orbit is well-defined.

2.2. Hausdorff dimension of non-ergodic maps. Our proof of Theorem 2.1 allows us also to
leverage estimates of Masur [12] to conclude:

Theorem 2.3. Fix notation as in Theorem 2.1. Then, letting Hdim denote Hausdorff dimension,

Hdim {α : Sα is not uniquely ergodic} ≤ 1

2
.

2.3. History and Prior Results. The study of interval exchange maps and their ergodic prop-
erties is an extremely active area. For a beautiful introduction to the combinatorics of interval
exchange maps and connections to the study of flat surfaces and Teichmüller geodesic flow, see [17].

The first main results on the ergodic properties were due to Keane [7], who proved minimality
(every orbit is dense) for IETs satisfying what is known as the infinite distinct orbit condition
(i.d.o.c). As discussed above, he conjectured that almost every irreducible interval exchange was
uniquely ergodic. The restriction to almost every is required, since there are examples of minimal,
non-uniquely ergodic IETs, due to Keynes and Newton [10], Keane himself [8], and Veech [14].
This phenomenon does not occur for rotations, as irrationality of the rotation angle implies both
minimality and unique ergodicity. More recently, Avila and Forni [2] have shown that almost every
interval exchange transformation is weak-mixing, which further emphasizes the contrast with the
setting of rotations.

Our results are somewhat orthogonal to this development. Our proofs rely on results on flows on
flat surfaces and billiards. Our main tool in the proof of Theorem 2.1 will be the beautiful paper of
Kerckhoff-Masur-Smillie [9], in which it is shown that for every holomorphic quadratic differential,
and almost every direction θ ∈ [0, 2π), the rotation of the vertical foliation by θ is uniquely ergodic.
Similarly, to prove Theorem 2.2, we will use the main result of Athreya-Forni [1], which controls
the deviation of ergodic averages for the vertical flow in almost every direction.
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3. Flat Surfaces and Quadratic Differentials

As discussed in §2.3, there is a close connection between IETs and geodesic flows on singular flat
surfaces. We recall some basic definitions and notations. An excellent reference for this material
is [13]. Let Σg be a topological surface of genus g ≥ 1. Let Ωg denote the space of holomorphic
differentials on Σg, that is, the space of pairs (X,ω), where X is a genus g Riemann surface
and ω is a holomorphic one-form, that is, a tensor of the form f(z)dz in local coordinates. Any
holomorphic differential ω ∈ Ωg (we drop the X for ease of notation) determines a unique flat
metric with conical singularities at the zeros of the holomorphic differential. Given ω ∈ Ωg, one
obtains (via integration of the form) an atlas of charts to C ∼= R2, with transition maps of the
form z 7→ z + c. Vice-versa, given such an atlas of charts, one obtains a holomorphic differential
by pulling back the form dz on C.

Flat Surfaces 7

Fig. 3. Gluing a pretzel from a regular octagon

Convention 1. From now on by a flat surface we mean a closed oriented surface
with a flat metric having a finite number of conical singularities, such that the
metric has trivial linear holonomy. Moreover, we always assume that the flat
surface is endowed with a distinguished direction; we refer to this direction as
the “direction to the North” or as the “vertical direction”.

The convention above implies, in particular, that if we rotate the octagon
from Fig. 3 (which changes the “direction to the North”) and glue a flat
surface from this rotated octagon, this will give us a different flat surface.

We make three exceptions to Convention 1 in this paper: billiards in general
polygons considered at the beginning Sec. 2.1 give rise to flat metrics with
nontrivial linear holonomy. In Sec. 3.2 we consider flat tori forgetting the
direction to the North.

Finally, in Sec. 8.1 we consider half-translation surfaces corresponding to
flat metrics with holonomy group Z/2Z. Such flat metric is a slight general-
ization of a very flat metric: a parallel transport along a loop may change the
direction of a vector, that is a vector v might return as −v after a parallel
transport.

1.3 Synopsis and Reader’s Guide

These lectures are an attempt to give some idea of what is known (and what is
not known) about flat surfaces, and to show what an amazing and marvellous
object a flat surface is: problems from dynamical systems, from solid state
physics, from complex analysis, from algebraic geometry, from combinatorics,
from number theory, ... (the list can be considerably extended) lead to the
study of flat surfaces.

Figure 1. Obtaining a flat surface from identifying opposite sides of an octagon.
This is a genus 2 surface with one-form coming from dz, which under identifications
has one singular point, of order 2.

Any differential ω ∈ Ωg determines a pair of transverse oriented measured foliations, defined by
{Re(ω) = 0} (vertical foliation), {Im(ω) = 0} (horizontal foliation). These foliations have saddle-
like singularities (possibly degenerate) at the zeros of the holomorphic differential, and there are
flows associated to moving along leaves of the foliations at unit speed. These flows preserve the
Lebesgue measure on the surface arising from the flat metric. Using methods from Teichmüller
theory, Kerchkoff-Masur-Smillie proved:

Theorem 3.1. Let ω ∈ Ωg. Then for Lebesgue almost every θ ∈ [0, 2π), the vertical flow {ϕtω,θ}t∈R
(that is, the flow associated to the vertical foliation) of eiθω is uniquely ergodic, that is, there is a
unique transverse invariant measure.

The relevance of this theorem to our setting is given by the following observation:

Observation. The first return map of the vertical flow to a transverse interval is an interval
exchange transformation.

Thus, Theorem 3.1 gives one-parameter families of IETs for which almost every member of the
family is uniquely ergodic. We will prove Theorem 1.1 by constructing an appropriate surface and
applying Theorem 3.1. Similarly, to prove Theorem 2.2, we will use the following result, which can
be viewed as a quantitative analogue of Theorem 3.1 (and in fact, where Theorem 3.1 relies on
recurrence estimates for Teichmüller geodesic flow, Theorem 3.2 relies on quantitative recurrence
estimates).

Theorem 3.2. [1, Theorem 1.1] Let ω ∈ Ωg. Then there is a constant 0 ≤ β ≤ 1, depending only
on the orders of the zeros of ω, and a function Kω : S1 → R+ so that for almost every θ ∈ S1,
any smooth function f : X → R, and every x0 whose forward orbit is well-defined,∣∣∣∣∣

∫ T

0

f(ϕtω,θ(x0))dt− T
∫
X

fdm

∣∣∣∣∣ ≤ Kω(θ)T β .

Here m denotes the Lebesgue measure associated to the flat metric on (X,ω).
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Figure 2. The square [0, 1]2, with red sides identified by the IET T , and the blue
sides are identified by translation. The flow in the direction θ, with inverse slope
cot θ = α, gives T ◦Rα as first return map to the horizontal transversal [0, 1)×{0}
(marked in green).

θ

Figure 3. The rectangles R1, . . .Rk. The blue sides of each Ri, which have
height ci, are identified with each other, and the top of Ri is identified with the
bottom of Ri+1 via the IET Ti. We view the indices cyclically, so Rk+1 = Rk.
Here T1 identifies the green sides, Tk−1 identifies the orange sides, and Tk identifies
the red sides. As above, cot θ = α.

θ

c1

R1

c2

R2

. . . . . . Rk−1
ck−1 Rk

ck

4. Surface constructions

4.1. Proof of Theorem 1.1. Fix an IET T , and we construct a surface ST as follows. Consider
the square [0, 1]2, with the top identified to the bottom via the IET T , and the left and right hand
side identified by translation (see Figure 2). The surface comes equipped with the differential dz,
which is preserved by translations.
The first return map for the flow in direction θ (with cot θ = α) to the horizontal transversal is
T ◦Rα. This is the vertical flow for the differential eiθdz on the surface ST . Applying Theorem 3.1,
we obtain Theorem 1.1. �

4.2. Proof of Theorem 2.1. To prove Theorem 2.1, we generalize the above construction. Fix
IETs T1, . . . , Tk, and positive integers c1, . . . , ck. Consider k rectangles R1, . . .Rk, all of width 1,
and of heights c1, . . . , ck. Then glue the top of the first to the bottom of the second with T1, the
top of the second to the bottom of the third by T2, and so on in cyclic order, finally gluing the top
of the kth to the bottom of the first by Tk. Then the flow in direction θ = cot−1 α will yield as
first return map to the horizontal transversal given by the bottom of the first rectangle the map

Sα = Tk ◦Rckα ◦ Tk−1 ◦Rck−1α . . . T2 ◦Rc2α ◦ T1 ◦Rc1α.
As above, applying Theorem 3.1, to directional flows on the surface, we obtain our result. �
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4.3. Proof of Theorem 2.2. To prove Theorem 2.2, we need to pass from the estimate in The-
orem 3.2 for deviation of ergodic averages for the flow ϕα in direction α on the surface (X,ω)
constructed above to an estimate for the deviation of ergodic averages for first return map Sα.

A general argument for this procedure was communicated to us by G. Forni. We can view
the flow ϕα as a suspension flow over the map Sα with roof function ρα : [0, 1] → R+, so that∫ 1

0
ρα(x)dx = 1. Note that as α varies, the roof function varies as well. That is, we identify the

surface X with the space

{(x, t) : x ∈ [0, 1], 0 ≤ t < ρα(x)}/ ∼,
where (x, ρα(x)) ∼ (Sα(x), 1). The Lebesgue measure dm on (X,ω) is given by dxdt. Given a
smooth mean-zero function f : [0, 1] → R, and multiply this times a small bump function in the
flow direction with unit total mass to get a smooth mean-zero function F on the surface. By
Theorem 3.2, we have, for T >> 0, F (ϕα(x0))dt = o(T β) and we would like to show, that for

N >> 0,
∑N
i=1 f(Siα(x0)) = o(Nβ). We can write (up to a uniformly bounded error)

N∑
i=1

f(Siα(x0)) =

∫ TN

0

F (ϕα(x0))dt,

where TN =
∑N−1
i=0 ρα(Siα(x0)). By unique ergodicity of Sα, we have that, as N →∞, for all x0,

TN
N
→
∫ 1

0

ρα(x)dx = 1.

Thus, for N >> 0, we have, as desired

N∑
i=1

f(Siα(x0)) =

∫ TN

0

F (ϕα(x0))dt = o(T βN ) = o(Nβ).

�

4.4. Proof of Theorem 2.3. Masur [12, Main Theorem] showed that for any differential ω,

Hdim{θ : eiθω has non-uniquely ergodic vertical flow} ≤ 1

2
.

Applying this to our surface construction, we have our Theorem 2.3. �

4.5. Lattice surfaces. We note that the construction of surfaces described above does not give
the full richness of possible translation surface structures. In particular, there is an SL(2,R)-
action on the space of translation surfaces which gives a sort of renormalization dynamics for flat
surface flows and interval exchange maps. The stabilizer SL(X,ω) of a surface (X,ω) is known
as the Veech group, and there are ‘highly symmetric’ surfaces, known as lattice surfaces, for which
SL(X,ω) is a lattice. A condition for being a lattice surface is that in any direction where the
flow is periodic, that the moduli of cylinders in that direction are all commensurable (over Q). For
surfaces that arise via our construction, the heights of cylinders in any direction are constant, thus,
the condition of moduli of cylinders being commensurable reduces to condition that the lengths
of the intervals of the associated IET are rational. This implies that the associated surface must
be square-tiled, and by results of Gutkin-Judge [6], the Veech group must be commensurate to
SL(2,Z).
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5. Further Questions

5.1. Negative rotation angles. A natural generalization of our construction would be to consider
arbitrary values of ci ∈ R. Our construction corresponds to the case where all the ci’s have the
same sign. We conjecture:

Conjecture. Let T1, . . . , Tk be IETs, and let c1, . . . , ck ∈ R with
∑
ci 6= 0. Then for almost every

α ∈ [0, 1), the map

Sα = Tk ◦Rckα ◦ Tk−1 ◦Rck−1α ◦ . . . ◦ T2 ◦Rc2α ◦ T1 ◦Rc1α
is uniquely ergodic.

It seems natural to attempt to mimic our proof of Theorem 2.1. However, there does not seem
to be an obvious construction of a quadratic differential on an orientable surface that allows us
to apply Theorem 3.1. For all but a countable set of α, the transformation Sα is minimal, which
follows from checking Keane’s i.d.o.c. [7].

5.2. Weak mixing. It is also natural to consider the question of weak mixing along these families
of IETs. In particular, if an IET T is not of rotation type, we conjecture:

Conjecture. For almost every α ∈ [0, 1), T ◦Rα is weak mixing.
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