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ABSTRACT

Resolving the Nanoscale Mechanisms of Calcite Growth and Dissolution from

Nonstoichiometric and Microbial Solutions

by
Kevin James Davis

The relative rates of calcite (CaCOs) precipitation and dissolution largely determine the
preservation and subsequent accumulation of carbonate in the geologic record and are
fundamental parameters for predicting the fate of fossil fuel carbon dioxide as well as the
sequestration of several co-precipitated trace elements. Here we use the surface
techniques, atomic force microscopy (AFM) and vertical scanning interferometry (VSI)
to elucidate the nanoscale mechanisms of calcite growth and dissolution from
nonstoichiometric and microbial solutions. Our results clearly demonstrate that the
Ca®*/CO5? ratio of carbonate solutions, at constant saturation, determines both the
kinetics and anisotropy of step advancement. Anisotropic step velocities, in turn, alter
step generation rates at screw dislocations, thereby significantly affecting the overall
growth and dissolution rates of calcite surfaces. These results reflect different
mechanistic roles for the cation and anion during both growth and dissolution and suggest
limitations on the application of concentration-based rate laws in solutions of varying
ionic ratios. Further, this study offers clear demonstration that the crystal surface exerts a
primary control on growth and dissolution rates through step-specific and defect-directed

interactions, producing differences in rate that could not be predicted from considerations



of bulk chemistry alone. Further insight into calcite dissolution in natural systems was
achieved by investigating the effect of Shewanella oneidensis MR-1 surface colonization
on the dissolution rates of calcite (CaCO3) and dolomite (CaMg(CO3)2). By quantifying
and comparing the significant processes occurring at the microbe-mineral interface, a
mechanistic understanding of the way in which microbes alter the dissolution rates of
carbonate minerals was achieved. MR-1 attachment under aerobic conditions was found
to influence carbonate dissolution through two distinct mechanistic pathways: (1)
inhibition through interference with etch pit development and (2) catalytic removal of
carbonate material at the cell-mineral interface during irreversible attachment to the
mineral surface. The relative importance of these two competing effects was found to
vary with the solubility of the carbonate mineral studied. This study demonstrates the
dynamic and competitive relationship between microbial surface colonization and

mineral dissolution that may be expected to occur in natural environments.



There is no higher or lower knowledge,
but one only, flowing out of experimentation.

Leonardo da Vinci (1452-1519)

Nothing tends so much to the advancement of knowledge as the application
of a new instrument. The native intellectual powers of men in different times
are not so much the causes of the different success of their labours, as the
peculiar nature of the means and artificial resources in their possession.

Sir Humphrey Davy (1778-1829)
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GENERAL INTRODUCTION

Carbonate minerals are principal components of biomineralizing systems and play
a central role in a number of important biogeochemical cycles. In particular, the relative
rates of calcite (CaCOj3) precipitation and dissolution determine the preservation and
subsequent accumulation of carbonate in the geologic record as well as the sequestration
of several co-precipitated trace elements. Accordingly, a thorough understanding of
calcite growth and dissolution rates is critical to the successful modeling of the global
carbon cycle and its use in predicting the fate of fossil fuel carbon dioxide. Most rate
laws describing the growth and dissolution of natural crystals, including calcite, have
been focused on the saturation-state dependence of mineral growth and dissolution. The
clear benefit of these rate expressions is that they allow the use of easily measured bulk
chemistry parameters for rate-prediction and extrapolation. While equilibrium requires

that there must be a dependence of the rate on AG, assumptions involving rate

dependence on AG, and hence saturation state, are not based upon mechanistic kinetic
theory (Lasaga & Liittge, 2005). Kinetic models for mineral reaction rates rigorously
involve the arrival and departure of molecular units which are independently controlled
by their respective concentrations and their binding at the surface. It follows that
nonstoichiometric solutions, where the concentration ratio of lattice ions does not
correspond to the stoichiometry of the mineral, may significantly modify growth and
dissolution kinetics. Unfortunately, current concentration-based rate laws do not allow
for mechanistic differences in rate resulting from nonstoichiometric solutions with
varying cation/anion ratios. In addition to the complexities offered by nonstoichiometric

solutions, natural systems offer several other obstacles to accurate rate prediction. In



fact, much of contemporary geochemistry has been focused on deciphering the remaining
complexities exhibited by natural systems and the resultant difficulties in extending
laboratory-derived rates to the accurate prediction of their behavior. In order to address
the complexities of natural systems, two specialized sub-fields have emerged over the last
several decades: mineral-surface geochemistry and geomicrobiology. Mineral-surface
geochemistry may be seen as having originated with the original Burton, Cabrera, Frank
(BCF) theory (Burton et al., 1951) that provided a quantitative theoretical explanation for
the way in which growth and dissolution rates are enhanced by defects on imperfect
surfaces. Ever since this postulation, it has been known that surfaces play an important
role in determining solid-phase reaction rates and mineral-surface geochemists have
accordingly argued that surface-structure and surface-dependent processes dominate the
behavior of many natural systems. Concurrently, geomicrobiologists frequently persuade
that the abiotic processes that occur on mineral surfaces in the laboratory are not
representative of natural systems which are often dominated by biological processes.
Instead, natural growth and dissolution rates can only be understood in the context of
microbial interactions with mineral-surfaces and coincident biologically-induced changes
in solution chemistry. Fortunately, the development of surface-sensitive techniques such
as atomic force microscopy (AFM) and vertical scanning interferometry (VSI) over the
last two decades has provided a window into the world of mineral-surfaces and critical
biological interfaces, that has allowed for rapid exploration of these two emergent fields.
Here we use the complementary surface techniques, AFM and VSI, to investigate the
interrelationships of solution stoichiometry, microbial attachment, and surface-dependent

mechanisms in determining calcite growth and dissolution rates, independent of



saturation state. Our results, confirmed at multiple length-scales, demonstrate that all
three of these parameters play primary and determinant roles in the growth and
dissolution of calcite in the context of constant saturation state. In so doing, the
combined results of our experiments elucidate many of the important underlying
mechanisms by which changes in carbonate solution chemistry and microbial attachment

may mediate calcite growth and dissolution in natural systems.



CHAPTER 1. The Role of Ca**/CO;* Ratio in Calcite Growth: Mechanistic Insight
into Biomineralization and Consequences of Nonstoichiometric Solutions for

Concentration-Based Rate Laws

Abstract

Biomineralization and crystal growth studies typically normalize precipitation kinetics to
the ion activity product (IAP), especially in the form of supersaturation expressions.
However, concentration-based rate laws do not allow for mechanistic differences in rate
resulting from nonstoichiometric solutions with varying cation/anion ratios. Here we
present molecular-scale evidence, confirmed at multiple length-scales, that the
Ca?"/CO;* ratio of carbonate solutions, at constant saturation, determines both the
kinetics and anisotropy of step advancement. Anisotropic step velocities, in turn, alter
step generation rates at screw dislocations, thereby significantly affecting the overall
growth rate of calcite surfaces. These results reflect different mechanistic roles for the
cation and anion during growth and suggests limitations on the application of
concentration-based rate laws in solutions of varying ionic ratios. Further, this study
offers clear demonstration that the crystal surface exerts a primary control on growth rate
through step-specific and defect-directed interactions, producing differences in rate that
could not be predicted from considerations of bulk chemistry alone. Instead, specific
knowledge of the surface and its interaction with particular solution-species is required
for accurate rate prediction. Finally, the effects of solution stoichiometry on calcite
growth demonstrated in this study, suggest that biological control over Ca?*/CO5? ratio

may be an underestimated factor in carbonate biomineralization strategies.



1.1 Introduction

1.1.1 Concentration-Based Rate Laws and Solution Stoichiometry

Classical crystal growth theory relates the rate of precipitation to the ion activity

product (IAP), especially in the form of supersaturation (Q) expressions,

where K, is the solubility product. Since Q = exp(AG/RT), the degree of supersaturation
reflects the thermodynamic driving force for crystallization and carries the general
expectation that as saturation state increases, so does the rate of precipitation.
Accordingly, numerous theoretical and empirical rate expressions have been developed
that relate the kinetics of crystallization to the concentration of reactants (see Table 1.1).
All of these overall or elementary rate laws exhibit a dependence on AG, or the saturation
state. However, the ion activity product, or saturation state, does not uniquely describe
the chemical speciation of a solution. To the contrary, nearly an infinite number of
unique solutions could be prepared for any given saturation state. Consider, for instance,
the ubiquitous calcium carbonate system. Two end-member solutions could be
constructed with the same ion activity product or saturation state, but with very different
solution chemistries. One solution could have a high cation/anion (Ca?*/CO5%) ratio
while the other solution may exhibit a high anion/cation (COs¥/Ca**) ratio. Nevertheless,
none of the rate expressions commonly used for calcium carbonate crystallization (refer

to Table 1.1) makes an allowance for differences in solution stoichiometry, despite the



Table 1.1 — Theoretical and Empirical Rate Expressions for Precipitation from
Solution

General Precipitation Rate Laws for Surface-Controlled Crystallization (Nielsen, 1983)

Rx(Q-1) limited by adsorption
R« (Q-1) limited by spiral growth at screw dislocation
R exp(- %) limited by two-dimensional nucleation
Elementary Rate Laws for a Kossel Crystal (Zhang and Nancollas, 1998)
Ryinke = ¥(S-1) Rate of kink propagation

Ryep = 2av(S-1)S “exp(-e/kt) Rate of step movement
Rapirat = ki(S-1)S"InS Rate of spiral growth

Calcite Precipitation Rate Law that is Linear with Respect to AG (Reddy and Nancollas,
1971)

Rop = k,[Ca”"1CO;”] | Mechanistic model for calcite precipitation

Calcite Precipitation Rate Law that is Nonlinear with Respect to AG
(Reddy and Nancollas, 1973; Reddy, 1977; Reddy and Gaillard, 1981; House, 1981)

Ry = k(Q — 1) | Adopted for calcite experiments at 25°C

where S = ([A]*[B]*/K)/®P), 4 is the atomic size and v is the attachment/detachment
frequency



strong potential for solutions with different solution compositions to exhibit different
precipitation rates. This limitation in kinetic description is especially troublesome given
that natural solutions are likely to exhibit nonstoichiometric solution chemistries, where
the concentrations of the lattice ions do not correspond to the stoichiometry of the

mineral lattice.

1.1.2 Kinetic Expectations for Nonstoichiometric Solutions

Most crystal growth theories have been developed using a simple cubic lattice,
called the Kossel model (Kossel, 1927), which recognizes the importance of kink sites as
the primary attachment sites for growth units. In this model, growth proceeds by the
successive attachment of growth units at a kink until a row is completed (refer to Fig.
1.1). New rows are begun by the attachment of a growth unit at a non-kink site,
following initial diffusion to the surface and translation to a step-edge. While this model
only considers one type of growth unit, it has nevertheless been applied to the growth and
dissolution kinetics of 4B electrolyte crystals. In such cases, the lattice ions are
considered to form a single kinetic entity, 4B. The rates of kink propagation, step
movement, and dislocation-controlled growth are then generally expressed in terms of the
saturation state, which is related to the thermodynamic driving force for growth (see
Table 1.1). However, these equations based upon the Kossel lattice, only allow for the
presence of one type of kink site, while simple ionic crystals (e.g. 4B lattices) have two
possible types of kink sites: one terminating with an anion and one terminating with a
cation. Since any understanding of the dependence of growth rate on solution

stoichiometry must ultimately involve the interaction of solution species with kinks
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Figure 1.1 — Important Interactions of Growth Units with the Surface of an
Idealized Kossel Crystal

(1) Free Growth Unit in Solution; (2) Atom Adsorbed on the Crystal Face [/ saturated
bond]; (3) Atom Adsorbed at the Step Edge [2 saturated bonds]; (4) Atom Attached to
a Kink Site (“Half-Crystal Position™) [3 saturated bonds]; (5) Atom Embedded in a Step
Edge [4 saturated bonds]; (6) Atom Embedded into the Outermost Crystal Plane [5
saturated bonds]



terminating with anions and cations, it is necessary to consider non-Kossel kinetic growth
models. In such models, the frequencies of attachment and detachment of cations/anions
at specific kink sites would be expected to be elementary crystal growth parameters that
determine the precipitation rate. Further, these frequencies should depend on the
concentrations of components in solution, and therefore the stoichiometric ratio of
reactants. However, empirical observations of such phenomena are difficult.
Nevertheless, some kinetic expectations for the effect of solution stoichiometry on crystal
growth rates may be formed from theoretical models and from empirical observations of
the motion of monomolecular steps exposed to different solution chemistries.

Zhang and Nancollas (1998) used a kink creation — propagation — collision (CPC)
model to calculate the rates of step movement for different solution stoichiometries on a
NaCl lattice under nonequilibrium conditions. The authors determined that the rate could
not be defined solely in terms of the ionic activity product but also depended on the
activity ratio (solution stoichiometry) and the relative integration frequencies of the
lattice ions as well. At a given thermodynamic driving force, a maximum rate occurred
at a certain ratio of lattice ion activities. If the role of the cation and anion during growth
are precisely the same, then the maximum rate would be expected to occur at an activity
ratio of one. However, geochemists commonly postulate different roles for the cation
and anion during growth based upon aqueous solution thermodynamics. For instance,
cation dehydration has been widely considered as a possible rate-limiting step during
crystal growth due to the much higher dehydration energy characteristic of cations as
compared to anions. Accordingly, a kinetic advantage for growth might be anticipated

for solutions exhibiting excess cations at a given saturation state. A recent experimental
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study tested this hypothesis by measuring the dependence of step velocities on solution
stoichiometry for the growth of calcium oxalate monohydrate (CaC,04-H,0) using
atomic force microscopy (AFM) (Chernov et al., 2006). The authors determined that the
growth rate was highest when the solution concentration ratio equaled one and decreased
symmetrically with increasing or decreasing concentration ratios (Ca2+/C2042'). This
behavior is consistent with the kink growth rate theory for non-Kossel crystals only if the
frequency factors for attachment to kink sites are the same for the cation and anion.
Therefore, this study observed the kinetic limitation on growth imposed by the
stoichiometric ratio that was predicted by Zhang and Nancollas (1998), but did not
observe a differential kinetic role for the cation and anion during calcium oxalate
monohydrate growth. Nevertheless, it is critical that the aforementioned kinetic
expectations be tested for key natural systems where nonstoichiometric solutions are the

rule.

1.1.3 Potential Consequences of Nonstoichiometric Solutions for Calcium Carbonate
Biomineralization

Perhaps no natural system is more important or more interesting in terms of the
potential role of solution stoichiometry than the calcium carbonate system. Calcium
carbonate (CaCOj3) precipitates from seawater largely as a result of biomineralization
processes and plays a central role in a number of important biogeochemical cycles. The
accumulation of carbonate in the geologic record is an important component of the global
carbon cycle and a thorough understanding of carbonate growth and dissolution rates is

fundamental to predicting the fate of fossil fuel carbon dioxide (Morse, 1983; Morse &
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Mackenzie, 1990; Morse & Arvidson, 2002). More importantly, the incorporation of
stable isotopes and trace elements in biogenic calcite are used as indicators of past
environments. However, the interpretation of these environmental signals is complicated
by the “vital effect”, or the overprint by biological processes on isotopic and elemental
partitioning during biomineralization. A further complication in understanding this
system is that the Ca®*/COs5? ratio of seawater is highly nonstoichiometric. The
Ca2+/C032' ratio of surface ocean waters is on the order of 100 (Zeebe and Westbroek,
2003), while in marine pore waters the ratio may be as high as 2000 (Cai et al., 2000,
Mueller et al., 2003; Jahnke & Jahnke, 2004). The stoichiometric ratio of seawater is
also spatially variable, as the balance between productivity and calcium carbonate
dissolution rates governs the localized alkalinity. The resulting variations in seawater
carbonate ion concentration (Ca®"/CO5* ratio) are increasingly being shown to play a role
in the trace element and isotopic composition of some biominerals (Spero et al., 1997;
Spero et al., 1999; Russell & Spero, 2000; Russell et al., 2004; Elderfield et al., 2006;
Rosenthal et al., 2006). The presence of this carbonate ion effect (CIE) offers tangible
empirical evidence that the solution stoichiometry of seawater plays an important role
during biomineral formation. Paleoenvironmental reconstruction over much longer
periods of time is further complicated by recent evidence that suggests that the
stoichiometric ratio of seawater has changed dramatically during the geologic past.
Systematic changes in the fluid inclusions of marine halites suggest that seawater
chemistry has oscillated dramatically during the Phanerozoic due to changes in seafloor
spreading rates (Lowenstein et al., 2001). These oscillations in seawater chemistry

produced changes in the primary calcium carbonate mineralogy precipitated from
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seawater as manifested by the alternating ‘aragonite seas’ and ‘calcite seas’ evident in the
rock record. While the importance of this work is usually cast in terms of changes in the
Mg*/Ca?" ratio, the Ca?/CO;* ratio of seawater changed concurrently. This oscillation
in seawater chemistry has been implicated as a potentially important selective pressure
during the evolution of biomineralizing organisms and makes paleoenvironmental
reconstruction over longer periods of geologic time increasingly suspect (Stanley &
Hardie, 1998; Stanley & Hardie, 1999).

Biominerals do not form directly from seawater but rather in a microenvironment
that is under either the active or passive control of the organism. Here the Ca*"/CO*
ratio of the solutions from which biominerals form is likely to be mediated by metabolic
activity, photosynthesis, proton pumps and ion selective membrane channels.
Accordingly, there is considerable opportunity within biological systems for changes in
the stoichiometric ratio to play an important role during biomineral growth.
Unfortunately, there remains no predictive capacity for understanding the intertwined
roles of seawater chemistry and biological processes in determining the composition of
biominerals and its impact on paleoenvironmental signals. Especially unclear is the
fundamental relationship between solution stoichiometry (Ca**/CO5* ratio) and calcium
carbonate growth kinetics, morphological development and impurity partitioning. Given
the considerable biological potential for mediating the Ca?*/CO; ratio at the site of
mineralization, several key questions emerge that deserve further scientific inquiry: Is it
possible that a major source of the complexity encountered in trying to understand
biomineralization processes and biogenic proxies is related to local differences in the

Ca?'/CO;* ratio at the site of mineralization? Can some biogenic controls be ultimately
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reduced to inorganic control exerted by the organism over Ca*/COs” ratio in a
microenvironment? Are these differences in Ca?*/CO;” ratio the principal vital effect?

The first step for testing these hypotheses is to determine the effect of the
stoichiometric ratio on abiotic calcite growth. Unfortunately, the effect of solution
stoichiometry on calcite growth is difficult to ascertain from previous laboratory
investigations because the experimental designs that were employed used either fixed
stoichiometric ratios or ratios that tended to covary with the saturation state. Therefore,
in order to further the understanding of calcite growth from nonstoichiometric solutions,
we present here kinetic data collected at multiple length-scales that demonstrates for the
first time the precise role of solution stoichiometry in calcite growth. Our results show
that the Ca®*/CO;* ratio of carbonate solutions, at constant saturation, determines both
the kinetics and anisotropy of step advancement on the calcite surface. These coupled
effects on step dynamics were found to produce significant changes in the overall growth
rate of calcite surfaces that depended on the specific Ca?"/CO;” solution ratio, indicating
a differential mechanistic role for that cation and anion during growth. These results
suggest that the application of concentration-based rate laws in solutions of varying ionic
ratios is limited and that biological control over solution stoichiometry may indeed be an
important factor in understanding the vital effect in carbonate biominerals. Our
experimental results were made possible through the use of surface imaging techniques
that allowed for the measurement of fundamental crystal growth parameters over the
short empirical timescales required to maintain precise control over solution chemistry,
that in turn allowed for the decoupling of the roles of solution stoichiometry and

saturation state.
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1.1.4 Step-Specific Measurements on the Calcite Cleavage Surface

In order to understand the influence of solution stoichiometry on the rate of crystal
growth, the motion and structure of elementary steps on the crystal surface must be taken
into account. Fortunately, an experimental technique exists that allows for the
observation of step dynamics in the context of step-edge structure. Atomic force
microscopy (AFM) provides high-resolution images of monomolecular steps on sutfaces,
thereby allowing for the direct measurement of reaction rates and processes without
extrapolating from changes in bulk chemistry. Because these measurements occur in
real-time and under flow-through conditions, the effects of changes in solution chemistry
are observed immediately, which allows for more exquisite chemical control and working
at the lower saturation states characteristic of natural systems. The near molecular-scale
resolution of AFM also allows for the isolation of particular growth mechanisms.
Especially useful are growth spirals emanating from screw dislocations on the calcite
cleavage surface. Dislocations are thought to govern growth at the low saturation states
common in natural systems and the growth hillocks that they produce provide a
collection of steps that are convenient for measuring the fundamental parameters of
crystal growth.

Layer-by-layer growth on the (1014 )calcite surface proceeds by the migration of
atomically flat steps generated at screw dislocations. The advancement of these 3.1 A
monomolecular steps results in the formation of polygonal growth hillocks that reflect the
symmetry of the face (Fig. 1.2). Each growth hillock exhibits four well-formed vicinal
faces. Each vicinal face is in turn comprised of straight growth steps of like orientation

that run parallel to periodic bond chains (PBCs) in the calcite lattice (Reeder & Rakovan,
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Atomic Force Vertical Scanning Interferometry
Microscopy (VSl)
(AFM)

Figure 1.2 — Calcite Growth Hillocks Showing Anisotropy

AFM and VSI images of calcite growth hillocks showing crystallographic orientation.
These representations show the difference in resolution characteristic of the two
techniques. The AFM image has a scan size of 3x3 um while the VSI scan size is 38x33

um.
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1999). The c-glide plane generates two distinct pairs of crystallographically identical
steps, denoted as the positive ([441], and [481],) and negative directions ([441]_ and
[481]_) (Fig. 1.3). These two step-types have non-equivalent step-edge geometries and
kink-site structures because of differences in the orientation of exposed carbonate groups
(Reeder & Rakovan, 1999). The tilt of the carbonate anions cause the ‘positive steps’ to
exhibit a step-edge geometry that is obtuse with respect to the cleavage plane, while the
‘negative steps’ form an acute angle with the cleavage surface. This anisotropy in step-
edge structure often results in differential step velocities for the two step-types and
accounts for the non-equivalent terrace widths evident on many growth hillocks (i.e.,
Figs. 1.2 and 1.3). Accordingly, the anisotropic growth condition is common for calcite,
whereby one step-type moves significantly faster than the other step-type and thus is
responsible for a greater amount of new CaCO3 deposition. In the absence of step
velocity measurements for the two step-types, the anisotropy of a growth hillock can be
determined by measuring the angle (¢) created by the intersection of the positive (+) and
negative (-) step-types (Fig. 1.4). For instance, when ¢ > 180°, the (-) steps travel at a
faster rate than the (+) steps and account for the majority of growth. Conversely, when ¢
< 180° the (+) steps travel at a faster rate than the (-) steps and account for the majority of
growth. When ¢ = 180°, isotropic growth predominates as both step-types travel at the
same rate and make equivalent contributions to the growth of new CaCOs layers. An
important consequence of the anisotropic growth condition (Fig. 1.5) stems from
experimental evidence that demonstrates that impurities selectively incorporate into one
step-type or another (Paquette & Reeder, 1990; Paquette & Reeder, 1995). This step-

specific impurity incorporation results from the stereochemical preference of a given
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Acute (-) Step-Edge Geometry
(1014)

ne—e
:[3.1}&

[441],
Obtuse (+) Step-Edge Geometry

Figure 1.3 — AFM image of a growth spiral emanating from a screw dislocation on
the {104} cleavage surface of calcite.

The polygonal growth hillock exhibits four vicinal faces that in turn are comprised of two
pairs of crystallographically equivalent steps that are reflected across the c-glide plane.
These steps, however, have nonequivalent molecular-scale step-edge geometries denoted
as the positive ([441], and [481],) and negative ([441]_ and [481]_) step directions.
This anisotropy in step-edge structure results in the different terrace widths evident on
this growth hillock. The scan size of the AFM image is 3x3 um.
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Figure 1.4 — A measure of the anisotropy of a growth hillock (¢)

The anisotropy of a growth hillock can be determined by measuring the angle (¢) created
by the intersection of the positive (+) and negative (-) step-types. When ¢ > 180°, the (-)
steps travel at a faster rate than the (+) steps and account for the majority of growth.
Conversely, when ¢ < 180° the (+) steps travel at a faster rate than the (-) steps and
account for the majority of growth. When ¢ = 180°, isotropic growth predominates as
both step-types travel at the same rate and make equivalent contributions to the growth of
new CaCOj layers.
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The Anisotropic Growth Condition

(441 ‘ [441],

Slower Step Veloci

-~

Reduced Contribution
to Overall Growth Rate ,
and Partitioning

Faster Step Velocity

Enhanced Contribution
to Overall Growth Rate
and Partitioning

Figure 1.5 — The Anisotropic Growth Condition

During the anisotropic growth condition, one step travels at a faster rate than the other
step-type, resulting in differences in the relative contribution of each step to the overall
growth rate. Here, the (+) step has a high step velocity and thus accounts for the majority
of the deposition of new CaCOs layers. Since element partitioning is known to be step-
specific, growth anisotropy should produce significant differences in bulk impurity
incorporation.
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impurity for a particular step-type due to molecular-scale differences in its step-edge
structure. In general, species with an ionic radius smaller than Ca prefer to incorporate
into the (-) steps, denoted as [441]_ and [481]_. Ionic species that are larger than Ca
preferentially incorporate in the (+) steps, [441], and [481],. Since during anisotropic
growth, one step-type accounts for a majority of the deposition of new layers, the same
factors that affect the anisotropy of growth are also likely to influence impurity
partitioning.

Another factor that may affect trace element partitioning in calcite is the Kinetics
of growth. The partitioning of many elements have been shown to be dependent on the
overall growth rate of calcite (Lorens, 1981; Lahann and Siebert, 1982; Morse and
Bender, 1990). According to BCF theory (Burton et al., 1951), the surface normal
growth rate (R) during spiral growth is equal to the product of the step velocity (vs) and

the hillock slope (p):

R=vp

Since the hillock slope (p) is equal to the monomolecular step height (%) divided by the
terrace width (A), or the distance between adjacent steps on the spiral, the surface normal
growth rate can be calculated from measurements of step velocity and terrace width as

follows:
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where the step height (/) for monomolecular steps on the calcite surface is 0.31 nm. In
turn, the terrace width is determined by the relative rate by which new steps are created
by the dislocation and how fast these steps move away from the dislocation source. The
rate of step production can be quantified as the period of spiral rotation (t) in seconds,

which is defined as:

In this way, the rate by which layer-by-layer growth occurs during spiral growth can be
thought of as being determined by the period of spiral rotation (the rate at which new
steps are created) and the velocity of monomolecular surface steps. Importantly, AFM
provides for the measurement of these critical kinetic parameters as a function of step-
edge structure, enabling an assessment of step-specific interactions between certain step-
types and solutions exhibiting different stoichiometries. However, surface maps reveal
that the overall growth rate of calcite is the result of the continuous coalescence of
numerous growth hillocks (Fig. 1.6). Images such as these indicate that calcite growth
cannot be understood solely in terms of AFM observations of a single growth hillock but
requires an integrated measurement of calcite growth. This can be accomplished using
vertical scanning interferometry (VSI) which provides integrated rate measurements over
much larger areas of the crystal surface. The combination of these two surface
techniques provides a powerful tool for unraveling the relationship between step-edge
structure, growth mechanism and solution stoichiometry that is necessary for achieving a

rigorous understanding of calcite growth in nonstoichiometric solutions.
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125 X 65 um

Figure 1.6 — VSI images of a calcite surface following an AFM experiment.

Surface maps reveal that calcite growth proceeds by the continuous coalescence of
numerous growth hillocks. Images such as these indicate that calcite growth cannot be
understood solely in terms of AFM observations of a single growth hillock but requires
an integrated measurement of calcite growth. Left: 2D topographic VSI image Right:
3D solid model representation of the VSI data file.
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1.2 Materials and Methods
1.2.1 Solution Chemistry Modeling

Experimental investigation of the role of solution stoichiometry in calcite growth
requires experimental solutions with precisely controlled saturation states and calcium
carbonate chemistries. This was achieved using the EQ3NR chemical speciation code
(Wolery, 1992) and a specially-designed solution preparation scheme. The recipe for
each experimental solution was calculated using the numerical code which implemented
the B-dot equation for activity determinations. Solutions of the appropriate saturation
were generated by manually adjusting the solubility product (Ksp) of calcite used to
determine the activities of calcium and carbonate in solution. The remaining model input
parameters included total sodium (Nar) and total chloride (Clr). Additionally, the pH of
the system was fixed at 8.5.

Solutions with varying Ca*"/CO;* concentration ratios at constant saturation state
(IAP) were created by changing the relative concentrations of Nat and Clr, thereby
forcing the system to electrochemically balance on the Ca?" and CO5 ions, while
maintaining the constant IAP set by the Ky, In this way, solutions with exact Ca"/COs*
concentration ratios were calculated by adjusting Nar and Clr in the numerical code. The
activity (concentration) of Ca®* was solved in the model by setting it equal to the ratio of

the desired IAP and carbonate ion activity:

IAP

Qcoz-

aca2+ = = R acog—
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where R is the desired ratio. Thus, agoz- = /IAP/R. By fixing pH and carbonate ion

activity, the two necessary and sufficient constraints on the carbonic acid are met. In
practice, the desired ratio (R) was controlled by adding mineral alkalinity in the form of
bicarbonate or introducing negative alkalinity through the addition of mineral acid, HCI
(see solution preparation below). The solution compositions that satisfied these
conditions were computed using EQ3NR and the critical speciation outputs were the
activities of Ca®* and CO5?, total Ca (Car), ionic strength (I), and the concentration of
bicarbonate ion (mpcos.). In these calculations, it was necessary to allow the ionic
strength (I) to vary considerably for the lowest Ca?*/COs? ratios, since maintaining fixed
jonic strength would have only been possible through the addition of a large amount of
background electrolyte, which would have in turn complicated the saturation state
calculations, particularly at high Ca?*/CO5* ratios where little carbonate ion is present.
The saturation state (o, Q) of each solution was determined using a K equal to
10 which was calculated from the activities at which measured step velocities went to
zero. In Table 1.2 we report the saturation state according to the two formalisms in most
common use, where Q = IAP/K, and ¢ = In(IAP/K,,) = InQ. While we use Ca®* and
CO5? activities to compute the saturation state (IAP), we thereafter report the Ca?"/COz*
ratio as a concentration ratio, since it is the concentration of these species that controls
the kinetics of calcite growth. However, it should be noted that the activity coefficients
for Ca®" and CO5” in this study are nearly identical for all of the experimental solutions
employed in this study, and so the reported Ca?'/CO5> concentration ratios are

numerically equivalent to the Ca?*/CO5* activity ratios for the reported number of digits.
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1.2.2 Solution Preparation

Supersaturated growth solutions with precisely controlled Ca*"/CO*
concentration ratios were prepared using the results from the chemical speciation
calculations, including: Nar, Clr, and Car and pH (Table 1.2). In order for the solutions
to be electrochemically balanced as modeled, Nar and Clr had to be independently
delivered as acid-base pairs instead of as electroneutral salts. Accordingly, Na and CI
were introduced gravimetrically as NaOH (0.9454 mol/kg soln) and HCI (8.9492 x 107
mol/kg soln), respectively. Car was delivered gravimetrically as CaCl, (0.4658 mol/kg
soln). Additionally, each experimental solution had an initial HCOj3" concentration of
0.001 mol/kg soln, introduced using a NaHCOj3 solution (0.09917 mol/kg soln). The pH
of each solution was adjusted to 8.50 by sparging with ultrapure CO; or N> gas as
required. This final step produced solutions with precise Ca?"/CO;* activity ratios that

were stable over the experimental durations employed.

1.2.3 Atomic Force Microscopy (AFM) Experiments

Fluid-cell atomic force microscopy (AFM) was used to make in situ observations of
calcite crystallization on a seed crystal in a flow-through environment. Single-sourced
growth spirals emanating from screw dislocations on the calcite surface were imaged in
Contact Mode (Digital Instruments, Santa Barbara) under controlled solution conditions
at 25°C. The rate of solution input was adjusted to yield step velocities independent of
flow rate, thereby ensuring that growth was not limited by mass transport to the surface.

The resultant flow-rate of 30 mL/hr yielded a residence time of approximately 6 seconds
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in the 50 uL fluid-cell. Monomolecular step velocities (vs) and terrace widths (A) were
directly measured on growth spirals as a function of saturation state or stoichiometric
ratio. Step velocity measurements represent step displacement from a fixed reference
point (i.e., the dislocation source) per unit time. The most accurate measurements of step
velocity using AFM are achieved by adjusting the scan angle to orient the step train
parallel to the y axis and then disabling the slow scan direction over the center of

the spiral (Land et al., 1997). The resultant images record the movement of steps as the
evolution of individual points at step-edges over the imaging area as shown in Fig. 1.7.
Using the measured angle (8), v was then calculated for the step trains on both sides of

the hillock (the two step directions) by an equation derived from trigonometry:

where Sr is the scan rate (lines/sec, 5.80-12.20 Hz in this study), 4 is the scan length (5
um for this study), and N the sampling rate (lines/scan, 512 in this study). A minimum of
six images were captured in continuous mode for the determination of step velocities by
image analysis. Terrace widths (A) were determined by measuring the distance between

adjacent steps on the growth spiral.

1.2.4 Vertical Scanning Interferometry (VSI) Experiments

Surface normal calcite growth rates were measured using vertical scanning interferometry

(VSI) in the same solutions used for determining the step-specific AFM rates. The



Figure 1.7 — Measuring the Advancement of Individual Monomolecular Steps
Relative to the y Scan Direction.

The measured angle (8) from images such as these were used to calculate step velocity.

Smaller angles indicate faster step velocities. Scan size is 5x5 pum.

28
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longer-term VSI experiments were designed to match as close as possible those
conditions employed during the AFM experiments. A single calcite cleavage thomb was
mounted within an AFM fluid-cell that was in turn attached to a large-capacity syringe
pump. Each growth experiment ran approximately 13.5 hours with a flow-rate equivalent
to the AFM experiments (30 mL/hr). The construction of the syringe pump prevented
gas exchange between the atmosphere and the solution reservoir during the course of the
experiment. Following each experiment, measurements of surface normal growth were
measured using a commercially-available MicroXAM MP-8 (ADE Phase-shift, Tucson,
AZ) vertical scanning interferometer (VSI), equipped with 10x and 50x Nikon Mirau
objectives. The manner by which this instrument creates topographic images of the
surface are described in detail elsewhere (Liittge et al., 1999). The 10x interferometric
objective yields a 845 x 630 um field of view, while the 50x objective allows for scan
sizes of 165 x125 um. Images made at 50x magnification using white-light illumination
provide a lateral resolution of ~ 0.5 um, while maintaining a vertical resolution (i.e., step
height) on the order of 1-2 nm. There are two basic types of images that can be generated
from data sets acquired using VSI. The standard data file is a 2-dimensional (2D)
topographic image similar to height images obtained using AFM, where topographic
information is conveyed according to a color scale. In these images, bright colors
typically indicate higher surface features on the image. The second image type used in
this study is a 3-dimensional (3D) solid-model representation of the topographic
information contained in the VSI data file.

Interferometry measures relative surface height. By placing an inert mask on the

surface and measuring the average height difference between the unreacted and reacted
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surfaces, an absolute value of surface normal retreat may be determined. Thus, during
dissolution, changes in average height Ah made at time intervals Az yields a surface

normal retreat velocity, vp:

Ah

— = Vm]-

Dividing this velocity by the molar volume V (em>/mol) gives a global dissolution rate in

the familiar units of moles per unit area per unit time:

—=-1

This approach allows a simple and straightforward calculation of surface-area rates from
measurements of average surface heights (Ah) (e.g., Liittge et al., 1999). At least two
reference masks were applied to each crystal surface prior to reaction and allowed to cure
for 24 hours. The masks used in this study were made using Permatex
(www.permatex.com), a commercially-available high-temperature silicone gasket making
compound. This type of mask has previously been used in abiotic calcite dissolution
experiments where it was found to have no measureable effect on solution chemistry or

observed rates (e.g., Arvidson et al., 2003).
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1.3 Results and Discussion
1.3.1 Saturation Controls: The Role of Saturation State in Anisotropy

In order to understand how changes in Ca?'/CO5> concentration ratio at constant
saturation affect calcite growth, one must first know the precise role that the saturation
state itself plays in determining calcite growth. It is well-known that increasing the
saturation state increases the step velocities of both step-types, the period of spiral
rotation, and the overall growth rate of calcite. However, it has also been previously
reported that the anisotropy of calcite growth hillocks is determined by the saturation
state (Teng et al., 1999). Teng et al. (1999) determined calcite growth anisotropy
through the measurement of relative step velocities of the two step-types, resulting in
different hillock geometries as manifested by changes in ¢ (the angle created by the
intersection of the positive (+) and negative (-) step-types). At higher saturation states,
the velocity of the positive (+) step-types was greater than that of the negative (-) step-
types (v+ > v.), and ¢ was greater than 180°. At lower saturation states, the step velocities
became isotropic (v+ = v.) and ¢ approached 180°. At saturation states that were even
closer to equilibrium, an interesting phenomenon occurred: the hillock geometry reversed
due to negative (-) step velocities outpacing positive (+) step movement (v+ <Vv.), causing
¢ to be greater than 180°.

A necessary experimental first step in understanding the effect of solution
stoichiometry on calcite growth was to re-test the Teng et al. (1999) finding using our
novel set of precisely-controlled experimental solutions. The collected data also serves

as a saturation control for subsequent Ca**/CO5* concentration ratio experiments.
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Accordingly, calcite growth hillocks were grown under a wide range of different
saturation states while maintaining a constant Ca?*/CO;* concentration ratio equal to 1
(Fig. 1.8). Two different experimental series were conducted under different laboratory
conditions and for different calcite crystals (Table 1.3). These two experimental series
varied in the absolute magnitude of their measured step velocities, due to pronounced
differences in the ambient temperature conditions in the laboratory during the
experiments. However, the general trend with increasing saturation for the two
experimental runs was the same. As the saturation of the experimental solutions
increased, the step velocities of both step-types increased and the period of spiral rotation
decreased (step generation rate increased). The measured terrace widths for the two step-
types also decreased with increasing saturation as the rate of spiral rotation increased
relative to the rate of increase in step speeds. Therefore, both the step velocities and
slope of the hillock increased with increasing saturation, resulting in a greater calculated
BCF growth rate for the hillock. Collectively, these measurements are the expected
results for the behavior of a growth hillock as the saturation state, or the thermodynamic
driving force for crystallization is increased.

The effect of saturation state on step-velocity anisotropy (and growth hillock
anisotropy) was also clearly demonstrated by these experimental series of varying
saturation state at constant Ca>*/CO;* concentration ratio (Fig. 1.8). The results of these
molecular-scale AFM studies demonstrated a surprisingly mild dependence of step
velocity anisotropy, and its dependent hillock geometry (¢), on the saturation state. In the
two series, ¢ changed from 158° to 164° and from 174° to 178°, while the saturation state

was strongly varied. In general, ¢ was determined to be a poor indicator of step velocity
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Saturation (o) 1.88 2.34 2.57
Anisotropy {v4/v.) 1.3 1.4 1.6
Step Velocity (v, V.Veuym) 12.3,9.2,21.4 (nmis) 154, 11.4,26.7 (nm/s) 18.3, 11.4, 29.8 (nm/s)
Growth Rate (R) 43 (102 mm/s) 58 (10-® mm/s) 82 (10-° mm/s)

Figure 1.8 — Calcite Growth Hillocks Grown Under Different Saturation States at
Constant Ca2+/C032' Concentration Ratio Equal to 1.

Saturation state controls demonstrated only a moderate dependence of anisotropy on the
saturation state.
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anisotropy, since it is likely affected by the geometry of the dislocation source. Instead,
the simple velocity ratio of the two step-types (v+/v.) was chosen as a better observational
quantity that directly described the anisotropy of step velocities that produced changes in
hillock geometry. As the saturation state increased at constant Ca?"/CO4” ratio, the (+)
steps moved progressively faster than the (-) steps causing v+/v. to increase. However,
this effect was relatively moderate in scale, with v./v. varying from 1.3 to 1.6 for one
series and from 1.0 to 1.2 for the other. The general trend of more isotropic step
velocities at lower saturation states agreed with the Teng et al. (1999) study, however the
magnitude of the effect of saturation state on step velocity anisotropy and hillock
geometry was very different, with the current study finding a much weaker dependence

of hillock geometry and calcite growth anisotropy on the saturation state.

1.3.2 Ratio Experiments: The Role of Ca?*/CO#* Concentration Ratio in Calcite Growth

The effect of Ca>*/CO;% concentration ratio on calcite growth was investigated using
AFM observations of calcite crystallization from solutions with strong variation in
Ca**/CO5 concentration ratio and constant saturation state. The step-specific
measurements of step-velocity and terrace width were found to be extremely sensitive to
changes in Ca%*/CO5* concentration ratio, which in turn produced significant changes in
hillock geometry (Fig. 1.9). The fastest step velocities and the fastest rate of spiral
rotation were measured at a Ca®"/COs% concentration ratio of 1. At this Ca**/CO5>
concentration ratio, the positive (+) steps moved a little faster than the negative (-) steps,
resulting in a slightly anisotropic growth spiral (v.+/v.=1.3). However, as the Ca?*/CO5>

concentration ratio fell below one, the growth spirals quickly became isotropic,
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Ca?*/CO2 0.0080 0.038 0.33 0.50 1
Anisotropy {v4iv.) 0.9 1.0 1.0 1.1 1.3
Step Velochty (v, V.Veum} 38,4.2,8.1 (nmis)  65,6.6,13.1 ("mis)  6.7,6.6,133 (nmis)  8.2,7.4,15.6 (nm/s)  11.1,8.6,19.7 (nm/s)
Growth Rate (R) 21 (109 mmis) 32 (10-® mm/s) 21 (10 mmis) 29 (169 mmJs) 32 (10-% mm/s)

20 5.2

Ca?ICOy 49.7 507.8
Anisotropy (vy/v.} 1.7 2.7 45 5.1
Step Velocity (V. V.Vaum) 9.0, 5.4, 14.5 (nmis) 9.0, 3.3, 12.3 (nm/s) 6.5, 1.4, 7.9 (nmvs) 6.1, 1.2, 7.2 (nm/s)
Growth Rate (R) 26 (10 mm/s) 17 (10°* mmis) 12 (10 mmis) 10 (10 mm/s)

Figure 1.9 — Calcite Growth Hillocks Grown Under Different Ca¥'/CO;*
Concentration Ratios at Constant Saturation State (c = 2.34, Q= 10.4).

Changes in Ca®*/CO3* ratio show that calcite growth anisotropy is strongly dependent on
solution stoichiometry.
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exhibiting near equivalent step velocities for the two step-types. In contrast, increasing
Ca**/CO,* concentration ratios produced progressively anisotropic growth hillocks. This
effect resulted from increasingly faster relative positive (+) step velocities as compared to
the negative (-) step speeds, even though the velocities of both step-types fell as the
Ca®*/CO,* concentration ratio increased away from unity (Fig. 1.10). For instance, at a
Ca?'/CO;3* concentration ratio of 2, the + steps moved nearly twice as fast as the — steps,
and at a Ca®*/CO5* concentration ratio of 5.2, the + steps moved nearly three times as fast
as the — steps. As thé Ca¥*/CO;* concentration ratio approached 50, the + steps moved
nearly five times as fast as the negative step-types. This large difference in step
velocities produced extreme differences in the terrace widths exhibited by the two step-
types as well as in the geometry of the hillock (Fig. 1.9). It is important to note that over
this interval of increasing Ca®*/CO3* concentration ratio, the velocity of both step-types
decreased such that vem fell from 19.7 nm/s to 7.9 nm/s. The observed change in step-
velocity anisotropy reflected a greater individual sensitivity to decreasing Ca?*/COs>
concentration ratio for the negative step-type than for the positive step-type.

Furthermore, it is clear from this data that the anisotropy of calcite growth is principally
determined by the Ca**/CO5* concentration ratio (Fig. 1.11).

Independent of whether the Ca?*/CO;* concentration ratio of the experimental
solutions was greater or less than one, measured step velocities were found to decrease as
the Ca*"/CO5% concentration ratio deviated from unity (Fig. 1.10). In fact, the sum of the
step velocities for the two step-types (Vsum) decreased in a nearly symmetrical fashion as
the Ca®*/CO;* concentration ratio moved away from one. However this effect was

accomplished in a very different way at higher Ca®*/CO5> concentration ratios than at



Step Velocity vs. Ca?*/CO,% Concentration Ratio
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Figure 1.10 — Step Velocity Versus Ca®'/COs> Concentration Ratio at Constant

Saturation

As the Ca®*/CO;? ratio deviates from unity, measured step velocities tend to decrease.
While the Ve is nearly symmetrical on either side of Ratio=1, it is accomplished in
different ways. At R<I both step-types travel with equivalent velocities (isotropic).
However, for R>>1, step velocities are anisotropic with the + step accounting for several
times more growth than the slower — steps.
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Step Velocity Anisotropy vs. Ca?*/CO,% Ratio
(Saturation Controls Shown for Comparison)
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Figure 1.11 - Ca*'/CO;* Concentration Ratio Controls Step-Edge Anisotropy

The anisotropy of calcite step velocities (v+/v.) is strongly dependent on the Ca*"/COs*
concentration ratio.
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lower Ca®*/CO3% concentration ratios. At Ca®"/COs> concentration ratios less than 1,
both step-types travelled with equivalent velocities. However, for CaZ*/COs*
concentration ratios greater than 1, step velocities were anisotropic, with the (+) step
accounting for several times more growth than the slower (-) steps (Fig. 1.10). Unlike
for vem, the calculated BCF spiral growth rate was not found to be symmetrical on either
side of R=1 (Fig. 1.12). A slower spiral growth rate was calculated for higher
Ca®*/CO5* concentration ratios. Inspection of the data in Table 1.3 demonstrates that a
slower rate was calculated at elevated Ca*/CO3* concentration ratios because of a
disproportionately slower period of spiral rotation (slower step generation rate), rather
than a difference in the sum of the step velocities (Fig. 1.13). This resulted in a smaller
slope component of the BCF equation for spiral growth and smaller calculated growth
rates.

Insight into the cause of this disproportionately slower rate of spiral rotation at
higher Ca¥*/CO5* concentration ratios can be achieved by plotting the period of spiral
rotation versus step velocity anisotropy (v+/v.) (Fig. 1.14). While there is a small
increase in the period of rotation measured at slower isotropic step velocities, a much
larger decrease in period occurred as a result of anisotropic step migration. Furthermore,
the linear relationship between step velocity anisotropy and the period of rotation (Fig.
1.14) seemed to outweigh the contribution of Veum to the BCF growth rate. Accordingly,
at the monomolecular step-scale, dislocation-controlled changes in step generation rates
were found to play a more significant role in determining calcite growth rates than the

dynamics of steps far away from the center of spiral rotation. However, the relevance of
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Step Velocity and BCF Rate vs. Ca?*/CO,* Ratio
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Figure 1.12 — vy Versus BCF Rate (R=pv)

Unlike vgym, the calculated BCF spiral growth rate is not symmetrical on either side of
R=1. A slower spiral growth rate is observed for R>1 due to a disproportionately slower
period of spiral rotation.
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Period of Spiral Rotation vs. Ca?*/CO;* Ratio
(Saturation Controls Shown for Comparison)
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Figure 1.13 — Period of Spiral Rotation Versus Saturation State and Ca?*ICOs*

Concentration Ratio

Increasing Ca?*/COs> concentration ratio increases the period of spiral rotation (slows the
step generation rate), in a manner similar to that expected from a significant decrease in

the saturation state.



43

Period vs. Step Velocity Anisotropy
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Figure 1.14 — Period of Spiral Rotation Versus Step Velocity Anisotropy

Since spiral periodicity correlates in part with anisotropy, the slower spiral turn rate may
be a consequence of strain near the dislocation source.
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this important experimental result to large-scale calcite growth required confirmation

over greater length-scales using vertical scanning interferometry (VSI) measurements.

1.3.3 Vertical Scanning Interferometry (VSI): Surface Normal Calcite Growth Rates
Under Different of Ca’~/CO5* Concentration Ratios

A rigorous understanding of the mechanisms of crystal growth can only be achieved by
linking fundamental measurements of monomolecular step movement with macroscopic
observations of growing crystal surfaces. The resultant observational gap between step
dynamics and overall reaction rates can be bridged using vertical scanning interferometry
(VSI). VSI provides the ability to quantitatively map large areas of a surface while
resolving the relative importance of particular growth features. The high vertical
resolution and large field of view characteristic of VSI made this technique especially
well-suited for imaging calcite growth hillocks while measuring surface normal growth
rates relative to masked reference surfaces. After 13 hours in the same experimental
solutions used for AFM measurements, VSI imaging demonstrated that calcite growth
surfaces were characterized by an array of growth hillocks with different dislocation
sources (e.g., Figs. 1.6 and 1.15). Measurements of surface normal growth rates made
over this interval (Table 1.4) could be compared to those BCF rates calculated from AFM
measurements of step velocity and terrace width (slope) (Table 1.3). As expected,
measured VSI rates were greater than those determined for the single-source growth
hillocks observed in the AFM experiments (Fig. 1.16). The presence of multiple-source
growth hillocks with higher step generation rates provided for faster surface normal

growth rates when averaged over large areas of the calcite growth surface. However, the



GROWTH SURFACE

MASKED (UNREACTED)
SURFACE

613 x 767 um

Figure 1.15 — VSI Measurements of Surface Normal Growth

VSI bridges the observational gap between step dynamics and overall reaction rates by
measuring the rates of calcite surface growth produced by numerous growth hillocks.
Rates are determined by measuring the average height difference between the growth
surface and an unreacted (masked surface). This image depicts growth that occurred
during a 13.5 hour experiment.
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Table 1.4 — VSI Data for the Saturation Controls and Ratio Experiments

46

Solution ID c Ca**/COs” Surface Advance Experimental Duration Rate Rate
Ratio {nm) (s) (mol em?s™) (x 10° mm/s)
control1-1 | 1.88 1.0 1729 49,440 9.47x10™" 34.97
control 1-2 | 2.34 1.0 2650 47,624 1.51x10™° 55.64
control 2-4 | 2.80 1.0 4196 48,733 2.33x10™° 86.10
ratio 1-1 2.34 0.0080 1737 49,921 9,42x10™ 34.79
ratio 1-2 2.34 0.038 1522 49,200 8.38x10™" 30.93
ratio 1-3 2.34 0.33 2231 49,592 1.22x10™ 44.99
ratio 1-5 2.34 1.0 2650 47,624 1.51x107™° 55,64
ratio 1-7 2.34 5.2 2175 49,934 1.18x10™° 43.56
ratio 1-8 2.34 49,7 712 49,401 3.90x10™ 14.41
ratio 1-9 2.34 507.8 588 45,600 3.49x10™ 12,89

Solutions “control 1-2” and “ratio 1-5” are the same experiment.




Comparison of VSI Measured Rates to BCF
Calculations Based Upon AFM Measurements
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Figure 1.16 — VSI Measurements of Surface Normal Growth

VSI measurements confirm that the general relationship between ratio and the growth
rate determined by AFM, including the reduced rates for R>>1 due to reduced step

generation rates.
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VSI surface normal growth data supported the AFM observation that the highest calcite
growth rates occur in growth solutions with a Ca**/COs* concentration ratio equal to one.
As the Ca**/CO5? concentration ratio of experimental solutions departed from one, the
measured surface normal growth rate decreased. For instance, at Ca¥*/COs*
concentration ratios of either 0.33 or 5.2, the surface normal growth rates decreased by
approximately 20%. However, the decline in surface normal growth rates was not
completely symmetric about unity. Instead, measured growth rates at higher Ca?*/COs*
concentration ratios were significantly slower than those measured for the equivalent
lower Ca?*/COs% concentration ratios. Accordingly, VSI measurements confirm the
prediction from AFM observations that reduced step generation rates result in reduced
surface normal growth rates from solutions with elevated Ca?*/COs? concentration ratios

(Fig. 1.16).

1.4 Conclusions

1.4.1 Solution Stoichiometry and Calcite Growth Rate: Implications for the Applicability
of Affinity-Based Rate Laws

The results of this study demonstrate that solution stoichiometry plays a fundamental role
in determining both the rate and anisotropy of calcite growth. For the first time, the
interaction between monomolecular surface steps and the cation/anion ratio in carbonate
solutions has been resolved with intriguing results. Changes in the Ca*/COs™
concentration ratio were shown to produce changes in calcite growth rate to a degree

normally only considered to be achievable through changes in the saturation state.
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Further, our experiments demonstrated that the defect itself exerts a primary influence
over growth rates in nonstoichiometric solutions. Changes in solution stoichiometry
produced differences in step generation rates at growth spirals (period of spiral rotation)
that were most pronounced in solutions that yielded highly anisotropic step velocities.
These reduced step generation rates were shown to produce decreased surface normal
growth rates as measured by longer-duration VSI experiments under the same solution
conditions. The fact that the measured decrease in the rate of spiral rotation exhibited a
linear dependence on increasing step anisotropy indicated that this phenomenon may be
due to the development of strain near the center of the dislocation. This strain may be
generated by the stacking of — steps near the dislocation source. Irrespective of the exact
molecular-scale mechanism for rate reduction, the fact that highly anisotropic step speeds
(as produced by changes in solution chemistry) affect step production at dislocations
gives new insight into the dynamics of step generation as well as elucidating a new
mechanism of rate modification that extends beyond the simple motion of elementary
steps. This novel mechanism of rate modification is not predicted by BCF theory and
may need to be included in any future comprehensive theory of crystal growth from
nonstoichiometric solutions.

Additionally, the results of this study call into question a common stipulation in
geochemistry that the dehydration of the cation may be the rate-limiting step in growth.
Our experiments show no such advantage in growth rate under any of the elevated cation
concentrations tested, either at the elementary step-scale measured by AFM or the
surface-scale measured using VSI. Instead the kinetic limitations induced by

nonstoichiometric solutions were found to be predominant in determining the growth rate
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of calcite. In fact, high cation concentrations produced slower growth rates than those
measured for high carbonate solutions due to the slower step production rate caused by
the anisotropic step velocities that occurred in such solutions. The fact that no
enhancement in growth rate was found under elevated Ca?"/CO;* concentration ratios
suggests that the long-held belief that the dehydration of the cation is a rate-limiting step
for crystallization is erroneous for the calcium carbonate system.

However, our experiments did yield some insight into the kinetics of cation/anion
incorporation at step-edges. In fact, our experiments involving changes in the CaZ*/COs*
concentration ratio at constant saturation served as an effective probe for determining
step-specific interactions with the Ca®* and CO5* species in solution. The fact that
changes in Ca?*/CO5* concentration ratios produces anisotropy in step velocities reflects
fundamental differences in the roles of the cation and anion in determining calcite step |
dynamics. For instance, at high Ca?*/CO5 concentration ratio, the — step types were
much more kinetically affected than the + step-types. This may indicate that
incorporation of COs? ion may be much more rate-limiting at these steps than for the +
step-edges. At the other end-member in solution stoichiometry, the lowest CaZ*/COs*>
concentration ratios tested produced slightly anisotropic step velocities, favoring faster —
step movement. This may indicate that the + steps are disproportionately affected by
lower Ca?* concentrations. This result may be reinforced by the coincident development
of a new microfacet or vicinal face on the growth hillock due to a broadening of the +/+
corner. This interesting result may indicate that kink-sites in this location are especially
sensitive to low Ca®* concentrations causing the formation of a new slow step-direction.

Since reaction mechanisms ultimately involve specific interactions between solution
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species and advancing steps, Ca?*/CO5* ratio experiments may represent the best way to
investigate the molecular-scale interactions between step-edge structure and solution

chemistry.

1.4.2 Solution Stoichiometry and Calcite Growth Anisotropy. Implications for Carbonate
Biomineralization Strategies and Trace/Minor Element Proxies

The results of this study show that the Ca?'/CO5> concentration ratio in solution is the
principal driver of calcite growth anisotropy. While it had been earlier reported that
saturation state determines the growth anisotropy of calcite, solution stoichiometry had
not previously been considered as a potential factor and so was not investigated. The
current investigation, using solutions exhibiting different Ca?'/CO5> concentration ratios
with precise solution chemistry and careful saturation state controls, now clearly
demonstrates that Ca?*/CO5% concentration ratio is a much more important factor in
determining step velocity anisotropy and its dependent changes in hillock geometry than
the saturation state.

The fact that simple changes in Ca?*/COs? concentration ratio significantly alters
the anisotropy of calcite growth, suggests that biological control over solution
stoichiometry may play a role in the morphological development of biominerals. Perhaps
more importantly, this finding also holds important consequences for impurity
incorporation in carbonate biominerals. The necessary result of anisotropic growth is that
a larger proportion of the new crystal surface is deposited by the advancement of one
step-type over another. Since it is well-documented that impurity incorporation in calcite

is step-specific, anisotropic step speeds are likely to produce differences in the
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partitioning of trace and minor elements in biominerals. Accordingly, this study
demonstrates that changes in Ca?*/COs> concentration ratio may be a significant factor in
impurity incorporation in calcite. For instance, since high Ca**/CO;* concentration ratios
in solution cause the + steps to move much faster than the — steps, more of the new
deposited layers of calcium carbonate are formed by advancing + steps. Since Mg** has
been shown to preferentially incorporate into the — step-type, the resultant crystal would
be expected to be relatively depleted in Mg®" under high Ca®*/CO5> concentration ratios.
On the other hand, Sr*" preferentially incorporates into the + steps and would likely be
enriched in the solid phase grown under the same solution conditions. It follows that
manipulation of Ca*"/CO5? concentration ratio may be an important mechanism by which
different organisms induce different concentrations of minor and trace elements in the
same calcium carbonate product. Further investigation is required to determine if
Ca**/CO5* concentration ratios play a significant role in determining the vital effect. In
considering the importance of this study to biomineral systems it must be determined
what relevance the calcite cleavage surface has to the vast array of biomineral surfaces
found in nature. We know of at least one important biomineral surface in which the
results of this study are likely to be directly relevant. The Emiliani huxleyi
coccolithophore has been shown to exhibit the same {104} surfaces used in this study
(Henriksen et al., 2003). However, any system that exhibits anisotropy of layer
deposition due to differences in step-edge structure may be expected to be sensitive to the
stoichiometry of the solution. Further, since biological control over this quantity is

extremely likely during either passive or active biomineralization processes, the
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possibilities for consequential biological crystallization mechanisms involving

differences in Ca®>*/COs> concentration ratio are numerous.

1.4.3 The Importance of the Surface in Determining Growth Rates

The results of this study suggest that as the Ca®*/CQs>" concentration ratio deviates from
one, calcite growth becomes kinetically-limited and saturation or concentration-based
rate laws become less applicable. Further inadequacy of current rate laws for describing
calcite growth is indicated by the observation that high Ca?*/COs% concentration ratios
produce disproportionately slow calcite growth rates dues to reduced step generation
rates at the dislocation source. This experimental result, confirmed at multiple length-
scales, could not have been predicted by consideration of bulk chemistry alone but
instead required special consideration of the surface and its interaction with specific
chemical species in solution. This study provides an extension of the BCF concept that
defects enhance growth rates to include the effect of step velocity anisotropy. Surface
defects do not simply enhance growth rates by providing a continuous source of steps,
but are a means by which rates are modified by specific interactions with chemical
species in solution. We are still learning how key chemical species in solution interact
with specific surface sites and defects to produce the complicated array of observed
crystallization processes. Nonetheless, this study clearly demonstrates that surfaces play
a key role in rate determination that cannot be separated from pure considerations of bulk
chemistry. Even in the absence of specific knowledge of the surface, the results of this
study suggest that current rate laws should be modified to consider the role of solution

stoichiometry in determining calcite growth rates.
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CHAPTER 2. Calcite Dissolution in Nonstoichiometric Solutions: A Site-Specific
Role for Carbonate Control of Dissolution Rates

Abstract

A rigorous understanding of calcite dissolution rates is necessary for determining the
relationship between past changes in the carbonate compensation depth (CCD) and
seawater carbonate chemistry that may be used for paleo-pCO; reconstruction. Current
rate laws assume that calcite dissolution kinetics is governed by the saturation state,
ignoring the potential influence of solution stoichiometry (Ca?*/COs* ratio) on
dissolution rates. Here we determine the effect of solution stoichiometry, at constant
saturation state, on calcite dissolution rates under near-equilibrium conditions. Our
results demonstrate that the Ca®*/CO;" solution ratio plays a significant role in calcite
dissolution that is comparable to that of saturation state. Further, we show that the
influence of solution stoichiometry on calcite dissolution can be reduced to site-specific
control by the carbonate ion on particular surface steps. A downstream effect of the role
of carbonate ion in determining step dynamics is a significant reduction in step
generation rates at dislocation sources in the presence of excess carbonate ions.
Accordingly, dissolution rates at constant saturation state are slower in solutions with
relatively high [COs*] (low Ca?"/CO;” ratio) and are faster in solutions with relatively
low [CO5?] (high Ca**/CO3* ratio). Further, our data demonstrates additional kinetic
limitations on calcite dissolution rates in nonstoichiometric solutions resulting from
elevated attachment rates relative to detachment rates in the presence of excess cations or
anions. These results indicate that rate laws describing calcite dissolution kinetics should
be modified to incorporate the relative concentration of carbonate ion at a given degree of

undersaturation as well as other kinetic limitations imposed by nonstoichiometric
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solutons. Further, the role of solution stoichiometry on calcite dissolution rates should be

included in the assessment of the future impacts of ocean acidification.

2.1 Introduction

Carbonate minerals are principal components of biomineralizing systems and play a
central role in a number of important biogeochemical cycles. The relative rates of
carbonate mineral precipitation and dissolution determine the preservation and
subsequent accumulation of carbonate in the geologic record as well as the sequestration
of several coprecipitated trace elements (Morse, 1983; Morse & Mackenzie, 1990;
Morse & Arvidson, 2002). In particular, the calcite dissolution rate is critical for
determining the location of both the lysocline, which is the depth in the oceans where the
rate of carbonate dissolution rapidly increases, and the carbonate compensation depth
(CCD), below which carbonate sediments are lacking. Accordingly, the accurate
determination of deep-sea calcite dissolution rates are crucial for understanding the role
of the marine carbonate system in regulating pCO; over the geologic past. Interestingly,
a recent study has attempted to reconstruct ocean [CO5%] concentrations and atmospheric
CO, over the last 100 million years from changes in the CCD and seawater [Ca®]
concentrations (Tyrrell & Zeebe, 2004). The authors calculated seawater [CO5”] from
the calcite saturation state, which is proportional to the product of [Ca*"]and [CO32'].
However, the CCD is rigorously determined by the relative kinetics of calcite
precipitation and dissolution rather than the saturation state. The changes in saturation
state that have occurred during the geologic past are caused by independent variations in

seawater [Ca®*] and [CO5>] which also produce considerable changes in the
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stoichiometric ratio ([Ca**]/[ CO3>]) of seawater (Stanley & Hardie, 1998; Lowenstein
et al., 2001; Tyrrell & Zeebe, 2004). While current rate laws express dissolution in terms
of the degree of undersaturation, it is likely that significant deviations in solution
stoichiometry may impose further kinetic limitations on the dissolution rate.
Accordingly, a precise understanding of calcite dissolution rates under near-equilibrium
conditions must include the kinetic role of solution stoichiometry. Here we present
measurements of calcite dissolution rates under different Ca®*/CO5* solution ratios at
constant undersaturation in order to determine the precise role of solution stoichiometry
in determining calcite dissolution kinetics. In a departure from many previous
investigations of calcite dissolution, these measurements were conducted under near-
equilibrium conditions by measuring monomolecular step dynamics at dislocation spirals
(etch pits) that are thought to be representative of most natural systems. This was
achieved through the use of atomic force microscopy (AFM) which allowed for the
measurement of fundamental crystal dissolution parameters over the short empirical
timescales required to maintain precise control over solution chemistry, that in turn
allowed for the decoupling of the roles of solution stoichiometry and saturation state.
Our results demonstrate that changes in the Ca2+/C032' ratio of carbonate solutions, at
constant saturation, play a significant role in the determination of calcite dissolution rates.
Further, step-specific measurements made under varying ionic ratios reveal the
underlying mechanisms responsible for the role of solution stoichiometry in determining
calcite dissolution rates. The novel insight gained in this study suggests that the

application of current rate laws to solutions of varying ionic ratios may be limited.
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2.2 Materials and Methods
2.2.1 Solution Chemistry Modeling

Experimental investigation of the role of solution stoichiometry in calcite dissolution
requires experimental solutions with precisely controlled saturation states and calcium
carbonate chemistries. This was achieved using the EQ3NR chemical speciation code
(Wolery, 1992) and specially-designed solution preparation schemes. The recipe for each
experimental solution was calculated using the numerical code which implemented the B-
dot equation for activity determinations. Solutions of the appropriate undersaturation
were generated by manually adjusting the solubility product (Ks;) of calcite used to
determine the activities of calcium and carbonate in solution. The remaining model input
parameters included total sodium (Nar) and total chloride (Clr). Additionally, the pH of

the system was fixed at 8.5 (control series; ratio series 2) or 8.9 (ratio series 1).

Solutions with different Ca?*/CO5> concentration ratios at constant saturation
state (IAP) were created by changing the relative concentrations of Nar and Cly, thereby
forcing the system to electrochemically balance on the Ca®* and CO5> ions while
maintaining the constant IAP set by the K,. In this way, solutions with exact Ca?"/COs™
activity ratios were calculated by adjusting Nar and Clr in the numerical code. The
activity (concentration) of Ca®* was solved in the model by setting it equal to the ratio of

the desired IAP and carbonate ion activity:
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where R is the desired ratio. Thus, acyz- = /IAP/R. By fixing pH and carbonate ion

activity, the two necessary and sufficient constraints on the carbonic acid are met. In
practice, the desired ratio (R) was controlled by adding mineral alkalinity in the form of
bicarbonate or introducing negative alkalinity through the addition of mineral acid, HCI
(see solution preparation below). The solution compositions that satisfied these
conditions were computed using EQ3NR and the critical speciation outputs were the
activities of Ca®>" and CO;%, total Ca (Car), ionic strength (I), and the concentration of
bicarbonate ion (mpcos.). The degree of undersaturation () was calculated from the ion

activity product (IAP) and the solubility product (Ksp) according to:

_ IAP _ aCaz+aCO§—
Ksp Ky

084 which was calculated from the activities at which measured

using a K equal to 1
step velocities went to zero. While we use Ca?" and CO5> activities to compute the
saturation state (IAP), we thereafter report the Ca?*/CO5% ratio as a concentration ratio,
since it is the concentration of these species that controls the kinetics of calcite
dissolution. However, it should be noted that the activity coefficients for Ca®* and COs*
in this study are nearly identical for all of the experimental solutions employed in this

study, and so the reported Ca?'/COs concentration ratios are numerically equivalent to

the CaZ*/CO;% activity ratios for the reported number of digits.



59

2.2.2 Solution Preparation

Undersaturated growth solutions with precisely controlled Ca*/CO5" activity ratios were
prepared using the results from the chemical speciation calculations, including: Nar, Clr,
and Car and pH (Table 2.1). In order for the solutions to be electrochemically balanced
as modeled, Nat and Clt had to be independently delivered as acid-base pairs instead of
as electroneutral salts. Accordingly, Na and Cl were introduced gravimetrically as NaOH
(0.9454 mol/kg soln) and HCI (8.9492 x 10 mol/kg soln), respectively. Car was
delivered in two different ways for the two experimental series (ratio series 1 and ratio
series 2). For the first series (ratiol-1 through ratio 1-6), Car was delivered
gravimetrically from a CaCOj3 solution that had been dissolved under a CO, atmosphere.
For these solutions, the CaCOj; solution was also a source of initial carbonate. For the
second ratio series (ratio 2-1 through ratio 2-7) as well as the control series, Car was
delivered gravimetrically as CaCl, (0.4658 mol/kg soln). Additionally, each of the
second set of experimental solutions had an initial HCOj;™ concentration of 0.001 mol/kg
soln, introduced using a NaHCOj; solution (0.09917 mol/kg soln). The pH of each
solution was adjusted to 8.5 (control series; ratio series 2) or 8.9 (ratio series 1) by
sparging with ultrapure CO; or N, gas as required. This final step produced solutions
with precise Ca®*/CO5> activity ratios that were stable over the experimental durations

employed.



T[ye)) S PIISAISp SeMm L)) ‘SUOTN[oS 1910 [[e 10, "Suonnjos 9-1 onel y3noy) |- Onel 3y} 10§ £ St PAISALISP SeM lg)y 910N

LOTXE9 ,0TX98YT'S 96100°0 1000 osg8 | o1- | €000 96V ,01x0gee'8 | , 0Txesety | 9z | voro | c-zones
LOTX0'T LOTXSLYS'T 1T00°0 1000 0os8 | 01- | 2000 6 ,01%6059°C | , 0TX966¢°T | 92 | vOT'0 | 9-Zones
LOTXE'9 LOTXLLS0'S 1000 SST00°0 os8 | o1- | 2000 0's ,OIXSTZES | [OTX00VT'Y | 9T | vOT'0 | S-zones
OTX'T LOTXT00V'Z 1000 6vIvz000 | 0s8 | 071- | €000 0T .01x5958'T | 0Tx/5S8'T | 9z¢- | voT0 | wzone
OTXTE OTX9S6T'T 1000 £400°0 osg | o1- | vo00 00 OTX8hbIYy | J0TX6TTE8 [ 97Z- | vOT'0 | €zone
L0TX0'T ,0TX§950°S 1000 100 os8 | o1- | 2100 200 _01xz90€T | o1xzgegz | gze- | vor'o | zzone
OTXS'E ,01X0089°C 1000 6€0°0 0s8 | 01- [8c00 | zooo |,01x8s0Tv | ,OTx/z6€8 | 9TT | ¥OT°0 | T-Tonel
LOTX0'T ,0TX0607°T SZIT00°0 2000 o068 | o1- | 1000 €0¢ L,0TX09.€°€ | ,01xs020°T [ 9zz- | voro | 9-Tone
LOTXC'E JOTX9T/8'E 100°0 9/Z100°0 068 | 0T- | T000 0'€ 01x81L0T | cotxtsTee | 9zz- | voT0 | S-Tone
LOTXS'S OTX6/67°C 100°0 62951000 | 068 | o1~ | 2000 01 . 0TXT9S8T | (OTX19S8'T | 9ZT- | ¥01°0 | t-Tones
LOTX0'T OTXPYZET 1000 £80700°0 068 | o1- | zoo0 0€0 . 0Txy88€€ | 01x0£10°T | 9zz- | voT'0 | €-Tonel
OTXEE 4, 0TXLT60'S 1000 6657000 068 | 01~ | sooo €0°0 _0TX8T/0°T | ,01XISTZE | 9zz- | vO1'0 | zTone
LOTXT'T L0TX8L0V'T 1000 TE10°0 068 | 01- [€t00] €000 |, orxzese€ | ,0Tx/9T0T | 9TT- | ¥OTO | T-TOnRS
Loy o OTX0EV0'L 1000 sepv1000 | 058 | 0z- | 2000 001 ,01x80£8S | ,01x1898'S | £St- | 0100 | #-T101u0d
,01xg'8 OIXTY6Y'T 15100°0 ¥200°0 0s8 | v1- | €000 00't LOTXELOTT | 0TX2SLTT | 6T€- | 1900 | €T0nuod
LOTXV'T LOTXT00V'Z 1000 6vtvz000 | 058 | 01- | €000 00T . 01x5958°T | (0Tx£558'T | 9z¢- | ¥OT'0 | T-Tionuom
LOTXT'T OTXPLT0Y 1000 9Z€00°0 058 | 90- | €000 00'T  OTX0Tv6C | 0TxvzveT | SET- | 920 | 1-T|onuod
(ujos 3y/jow) {ujos Sx/ow) | (ujos By/jow) | (uros 3x/jow) oney
“E0HW e 2 leN Hd | *x- 1 | f00/.® ZE0p 2=9p o U | aiuoanjos
indinQ [apo nduj [3poN (andano |3pow) [9po Aq pazejndje)

09

suoinjos asedaid 03 pasn

siojomese  uoneredosg gym symomLdxy oney pue S[oIpuo)) uoneIn)Es Ay) 10j uonedddg uonnjog — 1°7 AqeL




61

2.2.3 Atomic Force Microscopy (AFM) Experiments

Fluid-cell atomic force microscopy (AFM) was used to make in situ observations of
CaCO; dissolution on the (1014) calcite cleavage surface in a flow-through
environment. Dissolution spirals emanating from screw dislocations on the calcite
surface were imaged in Contact Mode (Digital Instruments, Santa Barbara) under
controlled solution conditions at 25°C. The rate of solution input was adjusted to yield
step velocities that were independent of flow rate, thereby ensuring that dissolution was
not limited by mass transport to the surface. The resultant flow-rate of 30 mL/hr yielded
a residence time of approximately 6 seconds in the 50 pL fluid-cell. Monomolecular step
velocities (v;) were directly measured on the dissolution spirals as the displacement of
steps from a fixed reference point (e.g., the dislocation source) per unit time, using
landmarks in the step train. The terrace width (}), or the spacing between adjacent
surface steps, was not easily discerned from the AFM images due to the extremely high
step density produced by the dislocation. Instead, the terrace widths were calculated
from the slope (p) of each vicinal face, which was measured as rise over run using the DI
AFM software. The terrace width is related to the slope of the dissolution spiral

according to:

h
A==
p

where 4 is the monomolecular step height (0.31 nm for calcite surface steps). However,
the slope of the (+) vicinal faces was exceedingly steep under most solution conditions
due to the bunching of (+) surface steps. This was found to be a source of considerable

error as the AFM tip tracks steeper features less well than it tracks shallower features
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over such small spatial scales. In order to mitigate this effect, the slope of the (+) vicinal
faces was calculated from the terrace width of the (+) steps, which was in turn calculated
using the step velocities of the two step-types and the terrace width of the (-) vicinal face

which are rigorously related according to:

v
A A
According to BCF theory (Burton et al., 1951), the dissolution rate (R) produced by a

dissolution spiral is equal to the product of the step velocity (vs) and the hillock slope (p):
R =vep

The rates calculated in this manner should be equivalent for the (+) vicinal faces and the
(-) vicinal faces. However, since less error is associated with velocity and slope
measurements along the (-) vicinal faces, only rates determined from these measurements
were reported. The rate of step production can be quantified from this data set as the

period of spiral rotation (t) in seconds, which is defined as:

In this way, the rate by which layer-by-layer dissolution occurs at a dissolution spiral can
be thought of as being determined by the period of spiral rotation (the rate at which new
steps are created) and the velocity of monomolecular surface steps (the rate at which
steps move away from the dislocation source). Importantly, AFM provides for the
measurement of these critical kinetic parameters as a function of step-edge structure,
enabling an assessment of step-specific interactions between certain step-types and

solutions exhibiting different stoichiometries (cation/anion ratios).
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2.3 Results and Discussion

2.3.1 Dissolution at Dislocation Spirals

Layer-by-layer dissolution on the (1014) calcite surface was observed as the migration
of atomically flat steps generated a dislocation spirals. At this distance from AG = 0, the
creation of new dissolution steps was only observed at the bottom of dislocation-created
etch pits, as there was apparently not enough thermodynamic driving force to begin new
layers of dissolution in the absence of such defects. These solution conditions contrast
sharply with previous AFM studies which commonly observed the nucleation of new
steps at point defects on the calcite cleavage surface. To our knowledge, these
experiments represent the first calcite dissolution experiments to be conducted under the
near-equilibrium conditions common in many natural systems, where only steps created
at screw dislocations are operative. The advancement of the 3.1 A monomolecular steps
created by the screw dislocation resulted in the formation of polygonal etch pits that
reflected the symmetry of the crystal face and were similar in scale to the growth hillocks
studied in previous experiments (Fig. 2.1). Each dissolution spiral exhibited four well-
formed vicinal faces (Fig. 2.2). Each vicinal face was in turn comprised of relatively
straight growth steps of like orientation that ran parallel to periodic bond chains (PBCs)
in the calcite lattice (Reeder & Rakovan, 1999). The c-glide plane generates two distinct
pairs of crystallographically identical steps, denoted as the positive ([441], and [481],)
and negative directions ([441]_ and [481]_) (Fig. 2.2). These two step-types have non-
equivalent step-edge geometries and kink-site structures because of differences in the

orientation of exposed carbonate groups (Reeder & Rakovan, 1999). The tilt of the
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ATOMIC FORCE VERTICAL SCANNING INTERFEROMETRY
MICROSCOPY (Vsi)
(AFM)

DISSOLUTION SPIRALS

GROWTH HILLOCKS

Figure 2.1 — Calcite Growth Hillocks and Dissolution Spirals Showing Anisotropy

AFM and VSI images of calcite growth hillocks and dissolution spirals, showing the
crystallographic orientation of monomolecular surface steps. These representations also
demonstrate the difference in resolution characteristic of the two techniques. The AFM
images for dissolution and growth have scan sizes of 2x2 pum and 3x3 pm, respectively.
The VSI images have respective scan sizes of 25x22 um and 38x33 pm.
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2X2um

Figure 2.2 — AFM Image of a Calcite Dissolution Spiral

Calcite dissolution spirals exhibit four vicinal faces that in turn are comprised of two
pairs of crystallographically equivalent steps that are reflected across the c-glide plane.
These steps, however, have nonequivalent molecular-scale step-edge geometries denoted
as the positive ([3411, and [4811,) and negative ({411_ and [481]_) step directions. This
anisotropy in step-edge structure results in the different terrace widths evident on this
dissolution spiral. Changes in chemistry over time produced the different terrace widths
(step-spacings) evident at the bottom 2 microns of this etch pit.
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carbonate anions cause the ‘positive steps’ to exhibit a step-edge geometry that is obtuse
with respect to the cleavage plane, while the ‘negative steps’ form an acute angle with the
cleavage surface. This anisotropy in step-edge structure often results in differential step
velocities for the two step-types and accounts for the non-equivalent terrace widths
evident on many dissolution spirals as well as differences in etch pit geometry.
Accordingly, anisotropic dissolution is common for calcite, whereby one step-type moves
significantly faster than the other step-type and thus is responsible for a greater amount of
dissolution. In the absence of step velocity measurements for the two step-types, the
anisotropy of a dissolution spiral can be determined by measuring the angle (¢) created
by the intersection of the positive (+) and negative (-) step-types. For instance, when ¢ >
180°, the (-) steps travel at a faster rate than the (+) steps and account for the majority of
dissolution. Conversely, when ¢ < 180° the (+) steps travel at a faster rate than the (-)
steps and account for the majority of dissolution. When ¢ = 180°, isotropic growth
predominates as both step-types travel at the same rate and make equivalent contributions
to CaCO; dissolution. Accordingly, empirical measurements of calcite dissolution rates
on dissolution spirals are made in the context of crystallographic orientation allowing for
the elucidation of the mechanisms of rate modification by solutions of varying ionic

ratios.

2.3.2 Saturation Controls: The Role of Saturation State in Anisotropy

In order to understand how changes in Ca?*/CO5* concentration ratio at constant

saturation affect calcite dissolution, it is necessary to first establish the role of saturation
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state in calcite dissolution. Accordingly, calcite dissolution spirals were grown at several
near-equilibrium saturation states while maintaining a constant Ca®*/CO;* concentration
ratio equal to 1 (Table 2.2, Fig. 2.3). As expected, steps speeds were generally measured
to increase with increasing undersaturation (Fig. 2.4). Coincidentally, the period of spiral
rotation decreased (Fig. 2.5), as the dislocation source produced steps at faster rates.
These coupled processes, produced greater calculated rates of dissolution as the degree of
undersaturation increased (Fig. 2.6). Along with this expected result of changes in
saturation state on calcite dissolution kinetics was an unexpected result as well. In
contrast to the results found for growth (Chapter 1), changes in the degree of
undersaturation at constant Ca?*/COs* concentration ratio were found to have a strong
effect on step velocity anisotropy (Fig. 2.7) and the geometry of the dissolution spiral
(Fig. 2.3). These effects resulted from a much greater sensitivity of positive (+) step
velocities to changes in saturation state than were exhibited by the negative (-) steps.
Further from equilibrium, (+) step rates were found to move nearly twice as fast as (-)
step speeds (Fig. 2.4). However, as the degree of undersaturation decreased, the (+) step
speeds decreased rapidly while the (-) step velocities decreased only marginally, and in
some cases were measured to slightly increase. In solutions that were ten times
undersaturated (Q = 0.1), the (+) step only moved 65% as fast as the (-) step-type.
Further decreases in undersaturation produced positive step speeds that were only a third
as fast as the (-) step-types. This surprising reversal in step velocity anisotropy produced
reversed hillock geometries (Fig. 2.3), as the intersecting angle between the two step-
types changed from greater than 180° under near equilibrium conditions to less than 180°

further from equilibrium. The reversal in step migration rates also produced a reversal in
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Undersaturation (Q) 0.26 0.104 0.041 0.010
Anisotropy (v4/v.) 0.31 0.65 14 18

Step Velocity (v, V. Veum) 0-23, 0.75, 0.98 (nm/s) 0.35, 0.54,0.89 (nm/s) 0.99, 0.71, 1.70 (nmis) 1.14, 0.62, 1.76 (nm/s)
Dissolution Rate (R) 18 (109 mm/s) 22 (10-® mmis) 39 (10-2 mmis) 39 (10-3 mm/s)

Figure 2.3 — Calcite Dissolution Spirals Grown Under Different Saturation States at
Constant Ca?*/CO;* Concentration Ratio Equal to 1.

Measured step speeds and step generation rates increased with increasing
undersaturation, producing greater calculated rates of dissolution. Changes in the degree
of undersaturation at constant Ca®>*/CO5> concentration ratio were also found to have a
strong effect on step velocity anisotropy and the geometry of the dissolution spiral.



Step Velocity vs. Undersaturation
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Figure 2.4 — Step Velocity Versus Undersaturation at Constant Ca?*/COs*
Concentration Ratio

Steps speeds were generally measured to increase with increasing undersaturation.
Further from equilibrium, (+) step rates were found to move nearly twice as fast as (-)
step speeds. However, as the degree of undersaturation decreased, the (+) step speeds
decreased rapidly while the (-) step velocities decreased only marginally, and in some
cases were measured to slightly increase. This produced a surprising reversal in step
velocity anisotropy.
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Period of Spiral Rotation vs. Undersaturation
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Figure 2.5 — Period of Spiral Rotation Versus Undersaturation at Constant
Ca?'/CO5* Concentration Ratio

The period of spiral rotation was measured to decrease with increasing undersaturation.
This increase in the rate of spiral rotation with increasing undersaturation resulted in
higher step production further from equilibrium.
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Figure 2.6 — BCF Dissolution Rate Versus Undersaturation at Constant Ca¥'/COs*
Concentration Ratio

Calculated BCF rates of calcite dissolution increased with increasing undersaturation due
to the combined contributions of increased step migration rates and increased step
generation rates at the dislocation source.
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Anisotropy vs. Undersaturation
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Figure 2.7 — Step Velocity Anisotropy Versus Undersaturation at Constant
Ca?*/CO;* Concentration Ratio

Changes in the degree of undersaturation at constant Ca®*/CO;* concentration ratio were
found to have a strong effect on step velocity anisotropy. These effects resulted from a
much greater sensitivity of positive (+) step velocities to changes in saturation state than
were exhibited by the negative (-) steps. Further from equilibrium, (+) step rates were
found to move nearly twice as fast as (-) step speeds. However, as the degree of
undersaturation decreased, the (+) step speeds decreased rapidly while the (-) step
velocities decreased only marginally, and in some cases were measured to slightly
increase. In solutions that were ten times undersaturated (Q = 0.1), the (+) step only
moved 65% as fast as the (-) step-type. Further decreases in undersaturation produced
positive step speeds that were only a third as fast as the (-) step-types.
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the three-dimensional profile of the dissolution spiral. Closer to equilibrium, the (+)
vicinal face exhibited a much steeper slope than the (-) vicinal face, due to decreased step
velocities exhibited by those steps (Fig. 2.8). However, further from equilibrium the (-)
vicinal face was much steeper than the (+) vicinal face due to faster (+) step velocities
under those conditions. Accordingly, measurements of step dynamics clearly
demonstrates that the saturation state determines the anisotropy of step kinetics during
calcite dissolution, with (-) steps moving faster than (+) steps under near-equilibrium
conditions and (+) steps moving faster than (-) steps further from equilibrium. More
importantly, these results may indicate a differential role for the cation (Ca®*) and anion
(CO3™) during dissolution. Previous AFM studies have shown that the presence of
inorganic carbon (COs> species) in solution may preferentially inhibit the movement of
(+) steps during layer-by-layer calcite dissolution (Lea et al. 2001; Vinson et al. 2007).
Since carbonate ion concentration increases with decreasing undersaturation, the dramatic
change in the anisotropy of step-speeds by changes in saturation state may simply be the
result of a coincident increase in inhibition of (+) step-types by carbonate ion (Fig. 2.9).
In order to further explore the role of carbonate ion in calcite dissolution kinetics, calcite
dissolution rates need to be measured at varying stoichiometric ratios at constant

undersaturation.

2.3.3 Ratio Experiments: The Role of Cd’ */CO5> Activity Ratio in Calcite Dissolution

The effect of stoichiometric ratio on calcite dissolution was investigated using AFM
observations of calcite crystallization from solutions with strong variation in Ca2+/C032'

concentration ratio and constant saturation state. Measurements of step dynamics and
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Dissolution Spiral Slope vs. Undersaturation
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Figure 2.8 — Vicinal Slope Versus Undersaturation at Constant Ca2+/C032'
Concentration Ratio

The reversal in the relative migration rates of the (+) and (-) step-types produced a
reversal in the three-dimensional profile of the dissolution spiral. Closer to equilibrium,
the (+) vicinal face exhibited a much steeper slope than the (-) vicinal face, due to
decreased step velocities exhibited by those steps (Fig. 8). However, further from
equilibrium the (-) vicinal face was much steeper than the (+) vicinal face due to faster
(+) step velocities under those conditions.
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Step Velocity vs. Carbonate Concentration
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Figure 2.9 — Step Velocity Versus Carbonate Concentration at Constant Ca?"/COs*
Concentration Ratio

Since carbonate ion concentration increases with decreasing undersaturation, the dramatic
change in the anisotropy of step-speeds by changes in saturation state may simply be the
result of a coincident increase in inhibition of (+) step-types by carbonate ion.
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step production were found to be extremely sensitive to changes in the Ca?"/COs™
concentration ratio, which in turn produced significant changes in etch pit geometry at
different stoichiometric ratios (Fig. 2.10). The ionic ratio-dependent etch pit
morphologies were primarily determined by the relative step speeds of the two step-types
(Fig. 2.11). Ata Ca?"/CO;* ratio equal to one, the negative (-) steps moved faster than
the positive (+) steps, creating an intersecting angle between the two step-types (¢) that
was greater than 180°. As the Ca**/CO5? ratio was decreased below unity, the anisotropy
in step velocity increased, with the negative step-types moving progressively faster than
the (+) steps. However, at Ca?*/CO4? ratios greater than one, the anisotropy quickly
reversed with (+) steps moving increasingly faster than (-) steps, creating an intersecting
angle (¢) that was less than 180°. Further insight into these changes in step-speed
anisotropy and therefore the nature of step-specific ion interactions during calcite
dissolution can be gained by individually examining the dynamics of each step-type in
the context of varying ionic ratio. Of the two step-types, the dynamics of the (-) step-type
was much less sensitive to changes in ionic ratio than the (+) step-type (Figs. 2.12 and
2.13). In the case of the first data set, the maximum (-) step velocity occurred at a ratio
equal to one and decreased nearly symmetrically as the ratio moved towards increasingly
nonstoichiometric values. The second data set yielded a maximum (-) step velocity at a
ratio of 5, with a similar velocity decrease on either side of this value. These
measurements seem to indicate that the stoichiometric ratio imposes a kinetic limitation
on the dissolution rate at increasingly nonstoichiometric values. This finding matches the
general behavior predicted for rates of step movement in nonstoichiometric solutions by

Zhang and Nancollas (1998) as a result of the enhancement of lattice ion attachment rates
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Figure 2.10 — Calcite Growth Hillocks Grown Under Different Ca2+/C032'
Concentration Ratios at Constant Undersaturation State (Q=0.1).

AFM images demonstrating the dependence of etch pit (dissolution spiral) morphology
on Ca?*/CO;* ratio for the ‘ratio 1-1° through ‘ratio 1-6” experiments (see Table 2.2).
These images show the bottom 2x2 microns of the same dissolution spiral actively
dissolving in solutions with different ionic ratios. At Ca?*/CO4* = 1, the negative (-)
steps moved faster than the positive (+) steps creating an intersecting angle between the
two step-types (¢) that was greater than 180°. At Ca?/COs* < 1, the anisotropy in step
velocity increased with (-) step-types moving progressively faster than the (+) steps.
However, at Ca?*/CO52 > 1, the anisotropy quickly reversed with (+) steps moving
increasingly faster than the (-) steps, creating an intersecting angle (¢) that was less than
180°.



79

Step Velocity Anisotropy vs. Ca?*/CO;* Ratio
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Figure 2.11 — Step Velocity Anisotropy Versus Ca?*/CO;* Concentration Ratio at
Constant Undersaturation

The relative speeds of the two step-types were controlled by the Ca?"/CO;” ratio at
constant undersaturation. At a Ca?*/CO,” ratio equal to one, the negative (-) steps moved
faster than the positive (+) steps. As the Ca®"/CO;* ratio was decreased below unity, the
anisotropy in step velocity increased, with the negative step-types moving progressively
faster than the (+) steps. However, at Ca?'/CO5? ratios greater than one, the anisotropy
quickly reversed with (+) steps moving increasingly faster than (-) steps.
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Step Velocity vs. Ca?*/CO,% Ratio
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Figure 2.12 — Step Velocity Versus Ca?*/COs> Concentration Ratio at Constant
Undersaturation

The velocity of the (-) step-type was much less sensitive to changes in Ca?*/CO4* ratio
than the (+) step-type. In Data Set #1, the maximum (-) step velocity occurred at a ratio
equal to one and decreased nearly symmetrically as the ratio moved towards increasingly
nonstoichiometric values. These measurements seem to indicate that the stoichiometric
ratio imposes a kinetic limitation on the dissolution rate at increasingly nonstoichiometric
values. In contrast, (+) step dynamics were much more sensitive to changes in ionic
ratio. As the Ca?*/CO;% ratio increased above one, (+) step velocities increased rapidly,
while at Ca®*/CO;* ratios below one (+) step velocities decreased equally rapidly. At low
Ca®*/CO;* ratios, nearly all calcite dissolution occurred as a result of the movement of (-)
steps.
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Step Velocity vs. Ca?*/CO;* Ratio
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Figure 2.13 — Step Velocity Versus Ca?'/COs> Concentration Ratio at Constant
Undersaturation

The velocity of the (-) step-type was much less sensitive to changes in CaZ*/CO5” ratio
than the (+) step-type. In Data Set #2, a maximum (-) step velocity occurred at a ratio of
5, with a similar velocity decrease on either side of this value. These measurements seem
to indicate that the stoichiometric ratio imposes a kinetic limitation on the dissolution rate
at increasingly nonstoichiometric values. In contrast, (+) step dynamics were much more
sensitive to changes in ionic ratio. As the Ca?*/CO5* ratio increased above one, (+) step
velocities increased rapidly, while at Ca**/CO5 ratios below one (+) step velocities
decreased equally rapidly. At low Ca?"/CO;” ratios, nearly all calcite dissolution
occurred as a result of the movement of (-) steps.
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relative to detachment rates in the presence of excess cation or anion. In contrast, (+)
step dynamics were much more sensitive to changes in ionic ratio. The velocity data for
this step-type exhibited sigmoidal behavior with respect to Ca?*/CO5” ratio. As the
Ca?*/CO,7 ratio increased above one, (+) step velocities increased rapidly, while at
Ca**/CO,* ratios below one (+) step velocities decreased equally rapidly. At low
Ca?'/COsT ratios, nearly all calcite dissolution occurred as a result of the movement of (-)
steps. This behavior is consistent with the previously demonstrated inhibition of (+) step
movement in the presence of elevated carbonate ion concentrations (Lea et al., 2001;
Vinson et al., 2007). The net sum of these differential effects on step dynamics for the
two step-types can be quantified as the simple sum of the velocities of dissolution steps
on the calcite surface, vsun (Fig. 2.14). Due to the dominant sensitivity of the (+) steps to
changes in Ca?*/CO;* ratio, the sum of the dissolution step velocities (vsum) exhibited a
similar sigmoidal behavior as did the velocity of the (+) steps. Accordingly, the net
movement of dissolution steps on the calcite surface increased dramatically with
increasing Ca®*/CO3%. The step-specific measurements in this study further indicate that
this relationship between Ca?*/CO* and step velocity likely results from the site-specific
interaction of carbonate ions with kink-sites on the (+) step-type resulting in the

inhibition of (+) steps at lower Ca>*/CO5” ratios.

According to BCF theory, the overall dissolution rate at a dislocation etch pit is
determined by the product of the monomolecular step velocities and the slope of the
vicinal faces of the dissolution spiral. The slope is in turn determined by the ratio of how

fast steps move away from the dislocation to the rate at which new steps are created at the



83

Step Velocity Sum vs. Ca?*/CO;% Ratio
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Figure 2.14 — Step Velocity Sum Versus Ca**/CO3* Concentration Ratio at Constant
Undersaturation

The sum of the velocities of dissolution steps on the calcite surface, vsum €xhibited a
similar sigmoidal behavior as did the velocity of (+) steps. Accordingly, the net
movement of dissolution steps on the calcite surface increased dramatically with
increasing Ca?"/CO3%. The step-specific measurements in this study further indicate that
this relationship between Ca®*/COs* and step velocity likely results from the site-specific
interaction of carbonate ions with kink-sites on the (+) step-type resulting in the
inhibition of (+) steps at lower CaZ"/CO5* ratios.
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dislocation source. The faster the relative rates of step production to step velocity, the
steeper the slope of the dissolution spiral. Accordingly, the independent measurement of
vicinal slope and monomolecular step velocities allows for the calculation of the rate of
step generation at the dislocation, expressed as the period of spiral rotation. Such
measurements of the step production rate at the dislocation source were also found to be
extremely sensitive to changes in Ca*"/CO5> ratio at constant undersaturation (Fig.
2.15). In general, step production rates were measured to be fastest (shorter period) near
aratio of 1. (For data set 2, Ca?*/CO;3* = 0.2 exhibited a slightly faster step production
rate.) As the Ca*"/CO5” ratio departed from one, step production decreased significantly.
This decrease in step generation rates in nonstoichiometric solutions was asymmetric in
nature, with step production decreasing much faster at low Ca?*/CO5* ratios than at high
Ca®*/CO;* ratios. Possible insight into the mechanism underlying this kinetic behavior
may be seen by plotting the period of spiral rotation versus step velocity anisotropy (Fig.
2.16). Because the low Ca®*/CO5* ratios also exhibit the greatest step velocity
anisotropy, there is a near linear relationship between the period of spiral rotation and
step velocity anisotropy. This finding may indicate that strain at the dislocation source

may be responsible for the slower step generation rates exhibited at lower ratios.

The combined contributions of step generation rate and step velocity to the overall
rate of calcite dissolution (BCF rate) are plotted for the two data sets in Fig. 2.17. The
highest overall rates were achieved at ionic ratios near one (stoichiometric solutions), for
both data sets. When dissolution occurred in nonstoichiometric solutions, the rates were
much reduced. At higher ratios, the faster step velocities (Vsum) Were outweighed by the

effects of longer period (slower step generation rates), resulting in reduced dissolution
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Period of Spiral Rotation vs. Ca?*/CO,% Ratio
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Figure 2.15 — Period of Spiral Rotation Versus Ca*'/COs> Concentration Ratio at
Constant Undersaturation

Measurements of the step production rate at the dislocation source were found to be
extremely sensitive to changes in Ca?*/CO5% ratio at constant undersaturation. In
general, step production rates were measured to be fastest (shorter period) near a ratio of
1. (For data set 2, Ca®*/CO3* = 0.2 exhibited a slightly faster step production rate.) As
the Ca®*/CO5? ratio departed from one, step production decreased significantly. This
decrease in step generation rates in nonstoichiometric solutions was asymmetric in
nature, with step production decreasing much faster at low Ca?*/CO5” ratios than at high
Ca?*/CO;” ratios.
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Period vs. Step Velocity Anisotropy
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Figure 2.16 — Period of Spiral Rotation Versus Normalized Step Velocity Anisotropy
at Constant Undersaturation

A plot of the period of spiral rotation versus step velocity anisotropy exhibits a near
linear relationship between the period of spiral rotation and step velocity anisotropy.



BCF Rate for Single Spiral

(x10° mm/s)

25

20

15

10

87

BCF Dissolution Rate vs. Ca?*/CO,% Ratio
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Figure 2.17 — BCF Dissolution Rate Versus Ca®'/COs% Concentration Ratio at
Constant Undersaturation

The combined contributions of step generation rate and step velocity to the overall rate of
calcite dissolution (BCF rate) are plotted for the two data sets. The highest overall rates
were achieved at ionic ratios near one (stoichiometric solutions), for both data sets.

When dissolution occurred in nonstoichiometric solutions, the rates were much reduced.
At higher ratios, the faster step velocities (vsum) Were outweighed by the effects of longer
period (slower step generation rates), resulting in reduced dissolution rates.
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rates. It is clear from this data that the dominant contribution to the overall rate at
stoichiometric ratios above one was the reduced step generation rate (longer period of
spiral rotation), resulting in a kinetic limitation on dissolution at these nonstoichiometric
solutions. However at the highest ratios, the change in step generation rate decreased and
was balanced by increasing step velocities. Therefore, the decrease in dissolution rate
under nonstoichiometric solutions above one was more pronounced at ratios near unity
and leveled off at higher ratios. This trend in measured calcite dissolution rates was
different than those rates measured in solutions with ionic ratios less than one. In these
solutions, the sum of the step velocities (vsum) decreased significantly due to increasing
inhibition by carbonate ion on the (+) steps and due to kinetic limitations imposed on the
(-) steps at nonstoichiometric ratios. Further, the step production rate decreased to a
much larger degree under lower ratios. The combined effect of these two processes

resulted in much lower calculated overall dissolution rates at ratios less than one.

It is clear from the measurements in this study that much of the modification of
calcite dissolution rates in nonstoichiometric solutions occurs as a result of site-specific
inhibition of the (+) step-type by carbonate ions. The magnitude of the role of carbonate
ion in controlling overall dissolution rates can be assessed by plotting the measurements
of this study relative to carbonate ion concentration for both the ratio experiments and
saturation controls. Figures 2.18-2.23 demonstrate that the saturation control data
follows the trend of the ratio experiments with respect to carbonate ion concentration,
indicating that dissolution rates may be principally controlled by the concentration of
carbonate ions under near-equilibrium conditions. Comparison of Figs. 2.18 and 2.19

show that the inhibition of surface steps by carbonate ion is site-specific in nature, being
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vs. Carbonate Concentration
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Figure 2.18 — Velocity of the Positive (+) Step-Type Versus Carbonate
Concentration

Increasing carbonate ion concentrations result in reduced (+) step velocities. Comparison
with Fig. 19 indicates that the inhibition of calcite dissolution by carbonate ion is site-
specific in nature, being limited to the (+) step-type.
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Figure 2.19 — Velocity of the Negative (-) Step-Type Versus Carbonate
Concentration

Increasing carbonate concentration produces only a very small decrease in (-) step
velocity. Comparison with Fig. 18 indicates that the inhibition of calcite dissolution by
carbonate ion is site-specific in nature, being limited to the (+) step-type.
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Figure 2.20 — Step Velocity Anisotropy Versus Carbonate Concentration

The anisotropy of step migration is controlled by carbonate ion concentration.
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Step Velocity Sum vs. Carbonate Concentration
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Figure 2.21 — Step Velocity Sum Versus Carbonate Concentration
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This sum of step velocities on the calcite surface decreases with increasing carbonate ion

concentration.
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Figure 2.22 — Period of Spiral Rotation Versus Carbonate Concentration

The period of spiral rotation increases with increasing carbonate ion concentration,
resulting in reduced step generation rates.
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Figure 2.23 — BCF Dissolution Rate Versus Carbonate Concentration

Calculated BCF dissolution rates decrease with increasing carbonate ion concentration.
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limited to the (+) step-type. Figure 2.20 shows that this site-specific control over the
migration rates of the (+) step-type controls the anisotropy of step velocity on the calcite
surface. Figures 2.21 and 2.22 show that the decrease in surface step velocities and step
generation rates corresponds with increasing carbonate ion concentration, resulting in

decreased calculated BCF spiral dissolution rates (Figure 2.23).

2.4 Conclusions

The results of this study demonstrate that solution stoichiometry plays a fundamental role
in determining the dissolution rate of calcite under near-equilibrium conditions. For the
first time, the interaction between monomolecular surface steps and the cation/anion ratio
in carbonate solutions has been resolved yielding novel insight into the dominant
mechanisms of calcite dissolution. Changes in the Ca?*/CO;” ratio at constant
undersaturation were shown to produce significant changes in the calcite dissolution rate
that are normally only associated with changes in the saturation state. This rate
modification occurred due to ratio-dependent changes in both monomolecular step
velocities and step generation rates at screw dislocations. Step-specific velocity
measurements revealed two primary mechanisms by which solution stoichiometry
affected the migration rates of calcite surface steps. For the (-) step-type,
nonstoichiometric solutions produced a kinetic limitation on dissolution due to an
increase in the relative attachment rates of lattice ions at kink-sites as compared to
detachment rates. In contrast, (+) steps appeared to be inhibited by the presence of
carbonate ion, producing a non-symmetric relationship between step migration rates and

solution stoichiometry. Accordingly, the results of this study demonstrate a differential



96

kinetic role for the cation and anion during dissolution. Dissolution rates are slowest at
low Ca2*/COs? ratios, corresponding to high carbonate concentrations. This control over
dissolution rates by ionic ratio can be further reduced to site-specific inhibition of (+)
steps by carbonate ion. However, changes in the step generation rate at dislocations
dominated the BCF-calculated dissolution rates. Here again, the presence of excess
carbonate ion produced disproportionately slower rates of step production as compared to

higher Ca”*/CO5” ratios.

While much of the effect of solution stoichiometry on calcite dissolution rates can
be assigned to site-specific inhibition by carbonate ion, this study also provides clear
evidence of further kinetic limitations imposed by nonstoichiometric solutions on calcite
dissolution. Measured rates of both (-) step advancement and step generation reached a
maximum at a Ca?*/CO5? ratio equal to one (stoichiometric ratio). Nonstoichiometric
ratios produced slower rates that were nearly symmetric on either side of unity. These
observations confirm the predictions of Zhang and Nancollas (1998) that under near-
equilibrium conditions, the presence of excess lattice ions in solution may increase the
rates of attachment to kink-sites enough so as to effectively compete with detachment
rates, resulting in reduced dissolution rates. This result demonstrates the importance of
conducting dissolution experiments close to equilibrium. Experimental designs that
measure dissolution rates far from equilibrium with the intention of extrapolating
saturation-based rate laws to natural systems will not account for this important

mechanistic result.

At all solution stoichiometries, Ca**/CO5” ratio-induced changes in step

production rates dominated BCF-calculated dissolution rates when compared to changes



97

in monomolecular step velocities. This important result indicates that surface defects not
only enhance dissolution rates by providing a continuous source of steps, but are a means
by which rates are modified by specific interactions with chemical species. Accordingly,
the relationship between solution stoichiometry and calcite dissolution rates demonstrated
in this study could not have been predicted from consideration of bulk chemistry alone,
but instead require special consideration of the surface and its interaction with specific

chemical species in solution.

The results of this study demonstrate that the mechanisms underlying calcite
dissolution are more complicated than previously thought. Indeed, a major source of
error and variation in empirically-determined calcite dissolution rates may be related to
differences in ionic ratio and specific interactions between the surface and key ionic
species. Caution should especially be exercised when applying rate laws that were
derived far from equilibrium to near-equilibrium natural systems, because they do not
account for kinetic limitations imposed by excess lattice ions or the disproportionate role
of dislocation-controlled step generation rates in determining dissolution rates. In the
future, saturation-based rate laws describing calcite dissolution should be modified to
include the relative concentrations of reactive species so as to account for the kinetic

effects imposed by nonstoichiometric solutions and for rate inhibition by carbonate ion.

If the role of solution stoichiometry (Ca*/CO5* ratio) in determining calcite
dissolution rates demonstrated in this study can be confirmed for seawater systems, it
may impact our understanding of the how changes in the CCD reflect independent
variations in seawater [Ca®"] and [CO5%] during the geologic past, which would in turn

influence paleo-pCO, reconstructions. The results of this study are also interesting in the
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context of the future impacts of ocean acidification. While it is clear that the Ca**/COs*
ratio changes along with the saturation state during ocean acidification, it is less clear
whether the role of solution stoichiometry may enhance or mitigate the effects of
decreased saturation state on carbonate dissolution. However, the potential role of
solution stoichiometry should be considered in determining the potential impacts of
anthropogenic forcing of atmospheric CO, or the potential consequences of deep-sea

injection as a possible carbon mitigation strategy.

2.5 Chapter Appendix
2.5.1 The Difference Between Growth and Dissolution at Near-Equilibrium Conditions

The dissolution experiments presented in this study were conducted close to equilibrium,
at precisely the same distance from AG = 0 as previously published growth experiments
(Davis et al., in preparation). This allows for a rare comparison between growth and
dissolution processes at the same distance from equilibrium. The measured step
velocities were much slower during dissolution than during growth at the same distance
from equilibrium. Growth steps were 20 times faster than the dissolution steps under
these conditions. However, the period of spiral rotation was only about 1.5 times faster.
Therefore, the ratio at which steps were produced to the speed at which steps moved
away from the dislocations was much greater for dissolution than for growth. This
smaller ratio of step velocity to step generation rates created much steeper etch pits than
growth spirals at the same distance from equilibrium. Accordingly, the step spacing

(terrace width) of the dissolution steps were much smaller than the growth steps. While
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the growth steps were spaced at an average of 100 nm, the dissolution steps were only
spaced about 7 nm on average. This small step spacing made the dissolution spirals (etch
pits) much steeper than growth hillocks grown at the equivalent distance from
equilibrium. The slopes for dissolution spirals was an order of magnitude greater than for
the growth hillocks (e.g., 40 x 10” versus 4x107). Therefore the difference in calculated
BCF rates between growth and dissolution are fairly comparable at 30x10”° mm/s for
growth and 20x10" mmy/s for dissolution. However the nature of the growth and
dissolution processes were very different when viewed using VSI after 13 hours of
reaction time. While no global dissolution was detectable after this period of reaction, a
global growth rate was easily measured. This was because dissolution was restricted to
deep etch pits rather than shallow growth hillocks with high step speeds. The dissolution
steps did not reach the edges of the crystal (or mask) at a rate approaching that of the
growth steps, when the defect density is low enough that adjacent dissolution spirals do
not coalesce. The kinetic results for dissolution and growth are very different as a
function of both saturation state and solution stoichiometry. Therefore the results of
these experiments argue that dissolution and growth are very different processes at the
near-molecular and surface scales and may require different theoretical frameworks for

their complete explanation.
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CHAPTER 3. Quantifying the Relationship Between Microbial Attachment and

Mineral Surface Dynamics Using Vertical Scanning Interferometry (VSI)

This chapter is a reproduction of Davis & Liittge (2005) from the American Journal of

Science (305, 727-751).

Abstract

A major challenge of biogeochemistry is to resolve the precise manner by which
microbial activity influences mineral-surface reactions. Although a prerequisite for
biological activity at a surface is substrate recognition and attachment, probing the nature
of this biological-geological interface is inherently difficult. While atomic force
microscopy (AFM) is a powerful high-resolution imaging technique capable of
quantifying mineral-surface and microbial cell structure, it suffers from the invasive
nature of tip-sample interactions and a limited field of view. A noninvasive imaging
technique is needed that can detect the microbe at the surface and quantify any resulting
changes in mineral-surface topography, while maintaining both a high spatial resolution
and a large field of view. Vertical scanning interferometry (VSI) meets these
requirements and enables the measurement of both local dissolution (etch pits) and global
dissolution rates (surface normal retreat). Here we use AFM and VSI as complementary
techniques to evaluate the influence of mineral-surface dynamics on the surface
colonization of carbonate surfaces by Shewanella oneidensis MR-1. It was found that 1)

surface colonization occurred more slowly on actively dissolving calcite surfaces than on
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the less dynamic dolomite and magnesite surfaces; 2) cell attachment reduced calcite
dissolution rates by more than 40% relative to cell-free controls; 3) surface
microtopographical features such as etch pits provide high-energy sites that favor
microbial attachment. These results indicate the existence of a complex relationship
between microbial surface colonization and mineral-surface dynamics that deserves
additional study. Further, this study demonstrates that VSI is an effective method for
quantifying mineral-reaction rates in the context of microbial attachment. Direct
comparisons with atomic force microscope (AFM) measurements also established VSI as
a capable technique for making ex situ measurements of cell and biofilm dimensions on
the surface. Accordingly, VSI should be considered a valuable complement to those
powerful tools already available to the geomicrobiologist for quantification of processes

occurring at the microbe-mineral interface.

3.1 Introduction

3.1.1 Importance of Microbial Attachment in Biogeochemical and Engineered Systems

While microorganisms are routinely maintained and studied in the laboratory as
liquid cultures, it is well-established that the majority of bacteria in natural and
engineered systems exist attached to surfaces (Korber and others, 1995; Fletcher, 1996;
Mills & Powelson, 1996; Fortin and others, 1997; Little and others, 1997; Fletcher &
Murphy, 2001). From the initial stages of surface colonization through the development

of mature biofilms and microbial mats, the presence of microbes on surfaces has
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profound impacts on both the organisms themselves as well as the substratum. Attached
bacteria reside and multiply within microenvironments that confer added survival
benefits to the biota while producing specialized conditions that affect industrial and
biogeochemical processes at the substrate interface. Often the simple presence of
biofilms on engineered surfaces interrupts critical industrial processes. This biofouling
causes such disparate problems as reduced heat transfer on heat exchangers, increased
fluid frictional resistance on pipelines and ship hulls, and infections on implant surfaces
(Characklis, 1990; Flemming & Schaule, 1996; Geesey & Bryers, 2000). The ability of
attached microorganisms to alter the physical and chemical environment at inorganic
interfaces further disrupts engineered processes by degrading the material itself.
Biocorrosion or microbiologically influenced corrosion (MIC) occurs when microbes
initiate, facilitate, or accelerate the corrosion reaction, enhancing the damage to the metal
(Little and others, 1990; Hamilton, 1995; Videla, 1996; Wagner and others, 1996; Geesey
and others, 2000). The widespread economic implications of these collective processes
have driven intense interdisciplinary research in the biological, medical, materials, and
engineering sciences over the past 30 years, with the goal of achieving a basic
understanding of the factors that govern cell attachment and elucidating the mechanisms
by which surface colonization affects reactions occurring at inorganic surfaces (Lens and
others, 2003).

Over this same period, there has evolved an increasing realization in the earth
sciences that many critical geochemical mineral-surface processes are mediated by
microbial activity (Banfield and others, 1998, Ehrlich, 1998, Ehrlich, 1999). While

microorganisms can modify mineral reaction rates by altering the chemical environment,



103

physical attachment to the mineral-substrate may be of the most direct consequence to
surface-controlled processes. Microbes attach to mineral surfaces for a variety of
reasons. First, many nutrients tend to concentrate at surfaces (ZoBell, 1943). Surface-
associated bacteria are able to utilize these nutrients for growth allowing them to multiply
at the solid-water interface under conditions in which they are unable to multiply in the
bulk aqueous phase (Marshall, 1996). Secondly, some minerals themselves serve as
energy sources for microbial metabolism. The best-known example of this is the
coupling of organic carbon oxidation to the dissimilatory reduction of Fe and Mn (Lovely
& Phillips, 1988, Nealson & Myers, 1992). Microbial attachment to metal oxide surfaces
is often requisite for taking advantage of this metabolic pathway (Arnold and others,
1988, DiChristina & Delong, 1994), although extracellular electron shuttle compounds,
such as humics (Lovley and others, 1996, Lovley & Blunt-Harris, 1999) and quinones
(Newman & Kolter, 2000, Rosso and others, 2003), also play a role. Additionally,
microbes colonize surfaces as a general response to a range of environmental stresses
where surface attachment offers protection and the opportunity for synergistic
relationships with other cells (Dawson and others, 1981; Kjelleberg & Hermansson,
1984). Whatever the primary cause of microbial attachment, surface colonization
generally results in degradation of the mineral surface and a considerable increase in the
total reactive surface area. During this process, microbes produce acids, bases, and
ligands that interact with the mineral surface, promoting mineral dissolution and the
formation of secondary mineral phases (Bennett and others, 1996; Barker and others,

1997; Ehrlich, 1998). Where conditions in the natural environment favor microbial
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surface colonization, microbial processes can be expected to influence observed mineral

dissolution rates.

3.1.2 Critical Questions that Require Further Study

Resolving the role of microbial surface colonization in mediating mineral
dissolution rates is requisite for understanding the reactivities of biogeochemically-
significant materials. However, basic gaps in our understanding of the mechanisms by
which microorganisms mediate the evolution of natural surfaces have slowed the
establishment of quantitative models describing mineral weathering rates in the context
of microbial attachment. Some key questions that have yet to be answered in a
comprehensive manner are:

1. How do the properties of the mineral surface influence bacterial attachment? In
other words, what are the surface-structural controls on bacterial attachment?

The majority of experimental work has been carried out to discern the
environmental and metabolic conditions that favor microbial attachment to various
substrates (Grasso and others, 1996). However, little is known about the controls exerted
by the microstructure of the surface on surface colonization. Engineering studies have
correlated microbial attachment with the surface roughness of industrially significant
materials (Scheuerman and others, 1998). Likewise, the degree to which environmental
samples are etched has been shown to affect bacterial colonization (Bennett & Hiebert,
1992; Hiebert & Bennett, 1992; Bennett and others, 1996). However, microbial

interactions with specific topographic features, especially submicron features, remain
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largely unresolved. While atomic force microscopy (AFM) has been used with
considerable success to measure forces between bacteria and various substrates (Lower
and others, 2000; Lower and others, 2001a; b), this technique has only recently been
applied to discern attachment forces between bacteria and certain topographic features
(Boyd and others, 2002). It is critical that such studies begin to yield a mechanistic
understanding of the interaction between microbes and microtopography, so that the
precise role that surface microstructure plays in directing bacterial colonization may be
resolved.

2. What is the mechanism by which bacterial attachment modifies mineral
dissolution rates? What are the consequences of bacterial attachment on the
microtopographic features known to control abiotic dissolution rates?

Just as important as understanding microtopographical controls on surface
colonization, is determining the manner by which microbial attachment, in turn, modifies
the structure and development of the surface. This is especially significant given the
known dependence of surface-controlled mineral reaction rates on the microstructure of
the surface. Numerous AFM studies have demonstrated the dependence of layer-by-layer
growth or dissolution on the formation of growth spirals and etch pits at surface defects
(Gratz and others, 1993; Liang and others, 1996; Jordan and Rammensee, 1998; Pina and
others, 1998; Teng and others, 1998; Davis and others, 2000; Higgins and others, 2000;
Teng and others, 2000; Risthaus and others, 2001; Davis and others, 2004). The more
recent use of vertical scanning interferometry (VSI) has successfully correlated
observations of etch pit formation with surface normal retreat and global dissolution rates

(Arvidson and others, 2003; Arvidson and others, 2004; Liittge and others, 1999). A
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conceptual model for mineral dissolution has been inferred from these interferometric
measurements of surface topography (Lasaga & Liittge, 2001; Lasaga & Liittge, 2003).
The resultant comprehensive dissolution rate theory successfully integrates individual
surface reactions into an overall rate. These studies provide a conceptual abiotic
framework by which the biological influence on mineral-dissolution rates may be
compared.
3. How does the dynamic nature of the actively dissolving mineral surface affect
bacterial attachment. For instance, can the dissolving surface retreat beneath the
attached bacteria, thereby enhancing the probability of detachment? Additionally,
what is the relationship between mineral solubility and the role of microbial surface
colonization in weathering reactions?

To date, most investigations have studied microbial attachment to either inert
surfaces or slowly dissolving surfaces. The precise role of mineral solubility, and hence
dissolution rate, in determining the extent and rate of microbial surface colonization is

largely unknown.

3.1.3 Quantifying Microbe-Mineral Interactions — A Challenge

Determining experimental answers to these questions has been slowed by
difficulties inherent to measuring processes occurring at the microbe-mineral interface.
Probing the nature of microbe-surface interactions in a quantifiable manner has

principally been achieved through the use of atomic force microscopy (AFM). The
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power of this method lies in its ability to image live cells in situ and its exquisite spatial
resolution of changes in microtopography as well as of microbial cell structure.

However, this technique suffers from the invasive nature of tip-sample interactions and
its limited field of view. For instance, direct measurement of global surface dissolution
rates is largely unattainable using AFM. A complementary noninvasive imaging
technique is needed that can both detect the microbe at the surface and quantify any
resulting changes in mineral-surface topography, while maintaining both a high spatial
resolution and a large field of view. Vertical scanning interferometry (VSI) meets these
requirements and enables the measurement of both local dissolution (etch pits) and global

dissolution rates (surface normal retreat) (Ltittge and others, 1999; 2003).

3.2 Vertical Scanning Interferometry (VSI)

Interferometry is an optical technique that is commonly used to measure surface
topography with very high precision. Interferometers produce surface height maps by
splitting a beam of light exiting a single source into two separate beams. One beam is
reflected from the sample surface while the other is reflected from a reference mirror.
When the two beams are recombined, interference phenomena produce an interferogram
consisting of fringes that reflect the topography of the sample surface. Modern

interferometers use a charge coupled device (CCD) detector to register and feed the
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interferogram to a computer where phase-mapping programs produce a topographic
image of the surface.

Vertical scanning interferometry (VSI) is a type of interferometry that is
optimized for the wide dynamic range needed to image rough surfaces. It typically uses a
white light illumination source, which allows for large vertical scans (up to 100 pm with
better than 2 nm resolution). Since the coherence length is short due to the wide spectral
bandwidth of the white-light source, good contrast fringes are only obtained when the
two path lengths of the interferometer are closely matched in length. Therefore, the
interferometer is aligned so that the interference intensity distribution along the vertical
scanning direction has its peak (best contrast fringes) at the best focus position. While
many algorithms are employed to analyze white light interferograms, all of them
generally detect the coherence peak.

Although VSI is primarily used for non-destructive testing of semiconductors, it
has also been used with considerable success to measure mineral-surface kinetics (Liittge
and others, 1999; 2003; Arvidson and others, 2003; Arvidson and others, 2004). This
success stems from the speed, precision and versatility by which VSI produces
quantitative topographic maps of the mineral surface. Images made at 50x magnification
using white-light illumination provide a lateral resolution of ~ 0.5 um, while maintaining
a vertical resolution on the order of 1-2 nm. The scan size at this magnification is 165 x
125 um, a little larger than the maximum AFM scan size of 130 x 130 um. However,
interference objectives can be easily switched via a turret providing, for instance, 10x
magnification with a field of view of 845 x 630 um. When larger scan areas are needed,

a “stitching” procedure can be employed in which a number of overlapping
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measurements are combined into one surface profile using an automated positioning
stage and sub-pixel registration techniques. VSI employs a 2 um/s vertical scan rate
allowing for extremely fast data acquisition. For instance, a surface area of 1 mm? with
20 um of surface relief can be quantified in less than ten seconds.

Since interferometry measures relative surface height, absolute changes in
mineral-surface topography must be measured relative to a reference surface. This is
achieved by placing an inert mask on the surface. By measuring the average height
difference between the reacted and unreacted surfaces, an absolute value of surface
normal retreat may be determined. Thus, during dissolution, changes in average height

Al made at time intervals At yields a surface normal retreat velocity, Vin]:

Dividing this velocity by the molar volume V (cm®/mol) gives a global

dissolution rate in the familiar units of moles per unit area per unit time:

=-1

r= V[hkl]V .

This approach allows a simple and straightforward calculation of surface-area
retreat or advance rates from measurements of average surface heights (Ah) (Littge and
others, 1999). In addition to these global dissolution rates, local dissolution rates at etch
pits can be quantified by monitoring changes in the volume and density of etch pits
across the surface over time.

The key to achieving accurate measurements of mineral-reaction rates using this
masking technique is the large vertical scan range and field of view available using VSI.

For instance, AFM can in principal be used to measure surface retreat rates relative to a
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masked reference surface. However, the relatively small vertical scan range (~7 pm) and
lateral scan size of AFM makes it impossible to achieve accurate measurements of
surface reaction rates. Even using VSI it is clear that the 10x objective provides a much
more accurate measurement of surface normal retreat than is determined using the 50x
objective. This is because the limited field of view provided by the 50x objective is more
sensitive to influences from local dissolution features and reaction artifacts associated

with the mask edge.

3.3 The Application of VSI to the Quantification of Mineral Surface Dynamics in
the Context of Microbial Attachment

While VSI is becoming a standard technique for the quantification of mineral-
surface reactions in inorganic systems, its application to microbial systems has not been
fully evaluated. Only one previous study has attempted to use VSI to investigate
microbe-mineral interactions (Liittge & Conrad, 2004). In this work, surface
colonization by Shewanella oneidensis MR-1 was observed to prevent the opening of
etch pits on the calcite surface, despite undersaturated solution conditions. The authors
hypothesized that this dissolution mechanism was dependent upon both the biomass to
surface area ratio and the rate at which the etch pits opened. Unfortunately, these
experiments used a high cell titer and small reaction volume, thereby precluding any
possibility of large-scale calcite dissolution from occurring. Yet, this study raises an
interesting question: what is the relationship between microbial surface colonization and
the dynamics of the surface (i.e. dissolution rate)? If microbial attachment influences the

dissolution of the surface, can surface dissolution, in turn, affect microbial attachment?
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Here we further investigate the relationship between microbial surface
colonization and mineral-surface dynamics by examining three key interactions:

1. The rate of cell attachment as a function of carbonate dissolution rate

2. Calcite dissolution rate in the presence of microbial cells vs. a cell-free control

3. The role of mineral-surface topography in determining cell attachment

A second goal of this paper is to further evaluate the applicability of VSI to the
quantitative study of mineral-surface reactions in the context of microbial attachment. To
this end, VSI measurements of cell and biofilm dimensions will be directly compared to

those obtained using the more commonly used quantitative imaging technique, AFM.

3.4 Experimental Methods

3.4.1 Mineral-Surface Selection and Preparation

The carbonate mineral system (calcite, dolomite, magnesite) was selected as the
ideal set of substrates for testing the dynamic relationship between microbial attachment
and mineral dissolution in a laboratory setting. Calcite crystals dissolve readily in
aqueous solutions while dolomite and magnesite surfaces are relatively inert over the
short experimental durations employed in this paper. However, these three minerals
present similar crystal chemistries to the cells in solution and are not part of any known
microbial respiratory pathway. Cleavage surfaces of calcite, magnesite and dolomite
were prepared using a razor blade and mounted on glass coverslips using sealing wax.

The glass coverslips were in turn mounted on stainless steel coupons similar to those
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commonly used for AFM analysis. The purpose of the glass coverslip was to minimize
metal exposure to the test solutions during the course of the experiments. Additional
dolomite and barite (001) cleavage surfaces were prepared and mounted in a similar
fashion to be used in pre-etching experiments. Here, barite was chosen for its tendency
to form elongated polygonal etch figures with a symmetry that is distinct from those that
form on the dolomite surface. The dolomite surfaces were pre-etched in 1M HCI for 30
minutes, while the barite surface was etched in deionized water (DIW) for approximately
ten days prior to exposure to the experimental solutions. At least two reference masks
were applied to each crystal surface prior to reaction and allowed to cure for 24 hours.
The masks used in this study were made using Permatex (www.permatex.com), a
commercially-available high-temperature silicone gasket making compound. This type
of mask has previously been used in abiotic calcite dissolution experiments were it was
found to have no measureable effect on solution chemistry or observed rates (Arvidson

and others, 2003, Liittge & Conrad, 2004).

3.4.2 Shewanella Culture Preparation and Controls

We chose Shewanella oneidensis MR-1 (formerly Shewanella putrefaciens strain
MR-1) for our attachment studies due to its propensity to form biofilms, ubiquity in the
natural environment, and its use as a model microbe for bioremediation studies (Tiedje,

2002). In addition, S. oneidensis exhibits both motile (flagellated) and nonmotile phases,
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and shares cell surface similarities with Pseudomonas, the focus of many adhesion
studies (Bakke and others, 1990; Prince, 1996).

Shewanella oneidensis MR-1 cultures were obtained from Kenneth Nealson’s lab
(University of Southern California) and aerobically cultured in a pH 7.4, low-nutrient
medium, prepared to 1L using: 200 mg yeast extract, 100 mg peptone, 10 mL IM
HEPES, 10 mL 0.2M bicarbonate and 20 mL IM lactate. The culture was allowed to
enter stationary phase as monitored by spectrophotometric absorbance measurements,
with a final A600 reading of 0.15, corresponding to a cell titer of 3x10% cells/mL. Two
portions of this culture were used as control solutions. The first control was a cell-free
extract that was prepared through centrifugation of the culture at 9000 rpm for 30 min.
The supernatant was decanted from the pellet and the centrifugation step repeated twice
more. Following this procedure, the spectrophotometric absorbance A600 of the solution
fell to 0. A second dead-cell control was prepared by heat-killing the cells through
incubation above 45°C and below 55°C for 2.5 hours and then allowing the culture to
cool and repeating the cycle two more times. The measured spectroscopic absorbance
A600 of the solution fell to 0.12 during this procedure. Viability of the dead-cell control
was assessed by counting the number of colony-forming units (cfu) per volume plated on
Luria-Bertani (LB) agar plates. It was determined that less than 1 bacterial cell per mL of

culture was microbiologically viable.
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3.4.3 Reaction Conditions

Crystals were reacted in 100x15mm Petri dishes containing 50 mL of cell culture
or control solution. The Petri dishes were placed on a platform shaker set to 25 rpm for
the duration of the experiment. The lids of the dishes were left slightly ajar so that
aerobic conditions were maintained throughout the experiment. For each experiment,
multiple crystals of each species were reacted in each test solution. Further, each crystal
had multiple masked regions for maximum internal controls. When comparing different
mineral surfaces in the same test solution, all crystal species were placed in the same
Petri dish and therefore exposed to the same experimental conditions. Due to the high
number of complexation sites present on the microbe surfaces and organic species in
solution, it was not possible to monitor calcium or carbonate species in solution during
the course of the experiment. Following the 35 hour reaction period, the solutions were
decanted from the Petri dishes containing the crystals and re-measured for pH and
absorbance. The pH of the live Shewanella culture remained at 7.4, while the cell-free
and dead-cell controls rose slightly to 7.5. The measured absorbance of the live
Shewanella cultures fell to 0.11 during the experiment, most likely as a result of
attachment to the crystals surfaces and the bottom of the Petri dish. The absorbance of
the cell-free and dead-cell controls were measured to be the same as at the beginning of
the experiments. The crystals were washed in a standardized fashion necessary for
accurate cell density measurements. Each stainless steel coupon (containing the test

crystal) was lodged vertically in a 15 mL centrifuge tube using a pair of tweezers. The
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tube was gently filled with DIW, capped, rotated end-over-end and emptied. This

procedure was repeated two more times for each crystal prior to imaging.

3.4.4 VSI And AFM Imaging and Measurements

A commercially-available MicroXAM MP-8 (ADE Phase-shift, Tucson, AZ)
vertical scanning interferometer (VSI), equipped with 10x and 50x Nikon Mirau
objectives, was used to image the crystal surfaces. The 10x interferometric objective
yields a 845 x 630 um field of view, while the 50x objective allows for scan sizes of
165x124 um. There are two basic types of images that can be generated from data sets
acquired using VSI. The standard data file is a 2-dimensional (2D) topographic image
similar to height images obtained using AFM, where topographic information is
conveyed according to a color scale. In these images, bright colors typically indicate
higher surface features on the image. The second image type used in this study is a 3-
dimensional (3D) solid-model representation of the topographic information contained in
the VSI data file.

Measurements of cell densities on the carbonate surfaces were made by counting
the number of cells per area in randomly selected images or portions of images.
Averages of at least 20 separate counts are reported in tables 1 and 3. When available,
AFM observations were found to confirm the VSI cell density measurements. Global
dissolution rates were measured after 35 hours for at least two masks per mineral species

and for at least two crystals for each mineral species. At least ten transects were
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measured along each mask, paying careful attention to taking transects along a single
continuous terrace to avoid error from natural surface steps.

A Multimode Nanoscope III AFM (Digital Instruments, Santa Barbara, CA, USA)
was used to make the ex situ (in air) observations of mineral surfaces used in this study.
This instrument was equipped with a J piezoelectric scanner with a maximum range of
130 x 130 um. While Tapping Mode is often the preferred technique for imaging
biological materials, the Shewanella cells were found to be attached strongly enough to
the crystal surface to allow for Contact Mode imaging using minimal contact forces. It
was found that this imaging technique provided the best resolution of both surface

topography and attached cells.

3.5 Results and Discussion

3.5.1 Surface Colonization on Carbonate Surfaces

S. oneidensis surface colonization was monitored at time intervals using the
interferometer. Each carbonate crystal was observed immediately after it had been
washed using the standardized procedure described in the methods section. Time-series
analyses demonstrated that the carbonate surfaces underwent continuous surface
colonization during the course of the 35 hour exposure period studied (figure 3.1). The
early stages of surface colonization were characterized by the formation of a honeycomb-

shaped network of attached cells surrounding cell-free portions of the crystal surface
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Figure 3.1

3D plots of VSI data sets showing progressive surface colonization by Shewanella on
dolomite over 35 hours. a) honeycomb morphology after 9 hours b) beginning of
monolayer surface coverage after 18 hours of exposure c) after 25 hours, most of the
central regions of the crystal surface were covered by a continuous monolayer of cells.
(All images were captured using a 50x interferometric objective yielding image sizes of
165 x 125 ym.)
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(figure 3.1A). During this period, attached cell density was found to be highest on the
interior portions of the crystals and lowest near the crystal edges. While attachment rates
varied to some degree between crystals and locations on the same crystal, most of the
crystal surfaces were nearly completely covered by a monolayer biofilm after the 35 hour
observational period (figure 3.1C). It was apparent from the topographic images
acquired using VSI that the attached cells were surrounded by organic material, possibly
a conditioning film or the result of early extracellular polysaccharide (EPS) production
(figure 3.2). The physical dimensions of this associated organic material as well as of the
cells themselves could be directly determined from the VSI images (figure 3.3). The
cells were found to range from 2 to 3 microns in length and from 400 to 650 nm in
diameter. The associated organic material was consistently measured to rise 200 to 250
nm above the surface of the crystal. It was found that much of the organic material
associated with the attached cells could be removed if the crystal surfaces were exposed
to a direct stream of DIW from a wash bottle soon after removal from the bacterial
cultures. Subsequent VSI imaging revealed clearly visible entrenched cells arranged in
the same patterns as previously observed, but less obscured by associated organic
material (figures 3.4 and 3.5). However, this washing step also caused some of the
attached cells on the surface to lyse, as was evidenced by measured cell dimensions (cell
diameters on the order of 100 nm) that were significantly smaller than undamaged cells.
In general, cells were found to attach to the carbonate substrates in essentially a
random orientation. The lack of preferred alignment on the surface provided no evidence
that mineral-surface microtopography played a definitive role in Shewanella surface

colonization. However, as figure 3.6 demonstrates, some cells were observed to align
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Figure 3.2

2D VSI image of Shewanella surface colonization on a magnesite surface after 9 hours.
This early biofilm consists of taller (bright-yellow) cells and associated lower (dark
yellow) organic material.
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<+ Profile Section

19 x 15 um

Figure 3.3

Cross-section measurements of a single Shewanella cell on a dolomite surface and its
associated organic material. Here, the cell is 650 nm in diameter, 3 microns long, and the
associated organic material rises 200 nm above the crystal surface.
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Figure 3.4

2D VSI image of entrenched cells on calcite following the removal of associated organic
material. (9 hours exposure to Shewanella culture.)
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Figure 3.5

The removal of associated organic material revealed the clear presence of Shewanella
microcolonies on the calcite surface. The initial stages of surface colonization were
often characterized by microcolony formation. a) 2D VSIimage b) 3D reconstruction of
microcolonies in the context of natural surface topography. (8 hours of exposure to
Shewanella cultures.)
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Figure 3.6

The role of mineral-surface microtopography in determining cell attachment on calcite.
This image is a 3D representation of a VSI data set that was generated using the SPIP 3.0
software package (www.imagemet.com). The bright-yellow peaks are bacterial cells.
Two cells are attached lengthwise along a macrostep; one cell is attached to the center of
an etch pit; one cell is attached to a flat terrace. The etch pits are between 75 and 142 nm
deep. The macrostep is 230 nm tall. The microbe in the center of the etch pit is 560 nm
tall and 3.5 microns in length. The microbe attached to the surface is 325 nm tall and 2.0
microns in length. The two cells attached lengthwise to the step are between 475 and 523
nm in height and 2.0 to 2.75 microns in length. This image indicates that while cell
alignment may occur along energetically favorable attachment sites, the availability of
such sites did not limit surface colonization. The image is 30x30 pm.
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along suitable topographic features. Nonetheless, it must be concluded that under the
experimental conditions studied, Shewanella surface colonization was not limited by the

availability of energetically favorable attachment sites.

3.5.2 Comparison of VSI and AFM Imaging Techniques and Measurements

Many of the same crystal surfaces that had been exposed to the Shewanella
cultures were imaged on the AFM immediately after analysis on the interferometer.
While Tapping Mode (Acoustic AC Mode) AFM can be used for in situ imaging of
biological materials, ex situ (in air) Contact Mode imaging was found to yield the best
resolution of both attached cells and underlying crystal microtopography. Additionally,
these imaging conditions were most similar to those employed using VSI, making
possible direct comparisons between AFM and VSI measurements. For imaging ease,
only those crystal surfaces that had most of the associated organic material washed away
were imaged on the AFM.

While bacterial cell dimensions are near the lateral resolution limits of the 50X
interferometric objective used in VSI, higher-resolution AFM imaging provided concise
images of microbes at the mineral-surface (figures 3.7 and 3.8A). In fact cell structures
such as flagella are easily resolved using AFM (figure 3.8B). However, despite the
resolution difference between the two techniques, VSI measurements of cell diameter and
length (figure 3.9) were found to be very comparable to those measured using AFM.

This is an interesting result given that the lower resolution of VSI causes the shape
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20 x 20 um

Figure 3.7

AFM images of Shewanella surface colonization on a dolomite surface after 35 hours. a)
height image b) deflection (amplitude) plot.
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5x5um

Figure 3.8

High-resolution deflection AFM images of Shewanella cells on a dolomite surface. a) a
recently divided cell b) a rare example of a flagellum that is still attached to a
Shewanella cell.
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i

27 x 21 mu

Figure 3.9

Cross-section of a recently divided cell on a calcite surface. The individual cells measure
400 and 440 nm in diameter and 2.5 microns in length. VSI measurements such as these
can yield accurate measurements of cell dimensions that compare favorably with those
obtained using more common ex situ AFM techniques.
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outline of the cells to appear somewhat diffuse. Fortunately, the optical nature of VSI
that is responsible for such limitations in lateral resolution also confers certain advantages
to VSI over AFM. The noninvasive nature of VSI imaging does not suffer from the tip-
sample interactions inherent to AFM imaging that can cause bacterial cells to dislodge
from the surface during imaging. Further, the large field of view and fast data acquisition
allows VSI to quickly assess attached cell density over the entire crystal surface.
Although not studied here, the large vertical scan range characteristic of VSI may even
allow for the quantification of developing biofilm structures up to 100 pm above the
surface. These capabilities make VSI a strong complement to the in situ high-resolution
imaging abilities of AFM. The coupling of these two techniques allows for mineral-
surface reactions and cell-mineral interface processes to be quantified at multiple length-

scales.

3.5.3 Role of Mineral-Surface Dynamics in Surface Colonization

As expected, the solubility differences between the carbonate minerals used in this study resulted
in significantly different dissolution rates as monitored by VSI. Etch pits were visible on the
calcite surfaces within ten minutes of reaction with either the cell-free control solutions or the
Shewanella cultures. In contrast, no dissolution was observed on the dolomite or magnesite
surfaces during the 35 hour experiment. This difference in reactivity was most notable when
comparing masked and unmasked regions of the crystal surfaces (figures 3.10 and 3.11).

Accordingly, the use of these different carbonate surfaces offered the opportunity to examine the
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Masked Surface N Masked Surface

812 x 615 um 165 x 125 um

Figure 3.10

Images showing the extent of dissolution between masked and unmasked areas of a
calcite crystal following 4 hours of reaction in the cell-free control solutions. Both
images show portions of the same masked area with the only difference being the
magnification of the interferometric objective used. The previously masked portion of
the calcite surface is apparent as the smooth (unetched) surface in the upper-left quadrant
of the image.
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Masked Surface

165 x 125 um L ‘ 125 x 165 um

Figure 3.11

Images showing the masked and unmasked regions of a dolomite crystal surface
following 4 hours of exposure to Shewanella cells. These VSI images reveal that no
dolomite dissolution occurred during the reaction period. Instead, a number of
Shewanella cells have deposited on the surface along with a thin organic film. The
unreacted surface (previously masked) is apparent as the smooth surface on the left side
of these images.
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role of mineral-surface dynamics in microbial surface colonization while still presenting
relatively similar surface chemistries and crystal structures to the attaching cells.

Surface colonization rates on the various carbonate surfaces were determined by simply
counting the numbers of attached cells per unit area on the crystal surfaces after 8 and 35 hours of
exposure to the Shewanella cultures. The results of these surface cell density measurements are
given in table 1 and representative images are shown in figure 3.12. At both the 8 and 35 hour
time points, the attached cell density on the calcite surfaces was found to be approximately half of
those measured on the dolomite and magnesite surfaces. This finding indicates that cell
attachment occurred more slowly on actively dissolving calcite surfaces than on the less dynamic
dolomite and magnesite surfaces. Further, after the 35 hour experiments, it was clear that the
majority of visible cells on the calcite surfaces were attached to the rims of large etch pits (figure
3.13). This observation may further indicate that conditions for microbial attachment are less

favorable near the centers of dissolution where the surface is most dynamic.

3.5.4 Role of Surface Colonization in Determining Calcite Dissolution Rate

Calcite dissolution rates were measured in the context of microbial attachment by comparing
masked portions of the crystal surface to those regions exposed to the experimental test solutions
(figure 3.14). Table 3.2 contains the measured surface normal retreats and corresponding
dissolution rates for calcite surfaces exposed to both the cell-free control and Shewanella cultures
for 35 hours. These measurements indicate that calcite dissolution in the presence of live
Shewanella cells was almost 40% slower than the dissolution rate observed for the cell-free
control solutions. This difference in reaction is easily visualized by comparing the masked

surfaces to the reacted surfaces in the 3D models shown in figure 3.14. Insight into the
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Table 3. 1 Avera e Measured Attached Cell Densities (Cells/100 um 2

""" o - Calcite Dolomite Magnesite
8 Hours 2.11 4.26 3.45
35 Hours 3.12 6.24 9.89




133

CALCITE DOLOMITE MAGNESITE

4 HOURS _°

35 HOURS

Figure 3.12

VSI images showing differences in Shewanella surface colonization on calcite, dolomite
and magnesite surfaces after 8 and 35 hours of exposure to microbial cultures. Average
measured cell densities for the respective crystal surfaces are given in table 1. Here, only
images that have had most of the associated organic material removed are shown. Counts
were primarily conducted on crystal surfaces that had only undergone the initial
standardized washing procedure, although no statistical difference in cell density
measurements was observed following the second washing procedure. (All images are

125 x 165 um.)
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Figure 3.13

VSI image of Shewanella surface colonization on the calcite surface after 35 hours. The
majority of cells were found to occupy the rims of large etch pits, indicating that
microbial attachment may be less favorable near dissolution centers where the surface is
most dynamic.



Calcite Dissolution Measurements After 35 Hours
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Table 3.2 -
: Surface Normal Retreat

Global Dissolution Rate
(molecm™s™)

Cell-Free Control 2.83 6.1x10™"
Heat-Killed Cells 2.71 5.8x10™"
Shewanella Culture 1.64 3.5x107"

Global dissolution rates were calculated using a calcite molar volume of 36.93 cm’/mol.
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¥
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Figure 3.14

VSI data of calcite dissolution relative to masked portions of the crystal surface after 35
hours of exposure to cell-free controls and Shewanella cell cultures. 10X and 50X
images of the same masked region are shown for comparison. Average measurements of
calcite dissolution for the two systems are given in table 2. Here the unreacted portions
of the surface occupy the left side of the images.
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mechanism by which the Shewanella cultures retarded calcite dissolution may be gained by
looking at the results for the heat-killed Shewanella control solutions given in table 3.2. The
measured calcite dissolution rate in solutions containing heat-killed Shewanella cells was similar
to the rate measured for the cell-free control. Since the heat-killed cells were not found to attach
to the surface, it seems that the measured inhibition of calcite dissolution in the presence of live
Shewanella cells resulted from the physical attachment of cells to the surface. This attachment
may have slowed calcite dissolution by interfering with the development of etch pits on the

crystal surface, as has been previously described by Liittge and Conrad (2004).

3.5.5 Role of Mineral-Surface Topography in Determining Surface Colonization

The role of mineral-surface microtopography in determining cell attachment was tested
by exposing pre-etched dolomite and barite crystals to Shewanella cultures and comparing the
measured surface cell densities to those of pristine cleavage surfaces exposed to the same
solutions. Dolomite and barite surfaces were chosen due to their slow dissolution kinetics
relative to the studied exposure times, so that the effect of mineral-surface microtopography on
cell attachment could be isolated. It was immediately obvious after short exposure periods that
attached cell densities were much greater on the pre-etched surfaces than the pristine cleavage
surfaces (figure 3.15). Table 3.3 gives average measurements of cell density for several crystals
and indicates that pre-etching resulted in a 2.5 to 5-fold increase in cell attachment during the 4
hour exposure period. While it appears from VSI imaging alone that cell attachment is uniform
across the pre-etched surfaces while etch pit density is not, higher resolution AFM images (figure
3.16) of dolomite and barite surfaces revealed the presence of additional dissolution features

including smaller etch pits that were below the lateral resolution limits of VSI. These
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PRISTINE SURFACE PRE-ETCHED SURFACE

DOLOMITE =

BARITE

Figure 3.15

VSI images of surface colonization on barite and dolomite surfaces after 4 hours.
Attached cell density was significantly higher on the pre-etched surfaces than on the
pristine cleavages surfaces. Average measurements of attached cell densities are given in
table 3. (All images are 125x165 pm).
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Table 3.3 — Measured Attached Cell Densities on Pristine and Pre-Etched Surfaces

after 4 Hours (Cells/100 umiz

e R Dolomite Barite
Pristine Surfaces 1.10 2.00
Pre-Etched Surfaces 5.96 5.06
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30 x 30 um

Figure 3.16

AFM image of pre-etched dolomite surface revealing extremely rough surface steps that
are not observable using VSIL.
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microtopographical features facilitated widespread surface colonization (figure 3.17) over much
shorter time periods than was required for similar microbial attachment to occur on pristine
cleavage surfaces. This result contrasts sharply with observations of the actively dissolving
calcite surface, where the presence of etch pits was correlated with lower attached cell density.
This observational disparity provides further evidence that surface dynamics plays a definitive

role in microbial attachment.

3.6 Summary and Conclusions

Vertical scanning interferometry (VSI) has previously been shown to be
extremely useful for making quantitative measurements of inorganic mineral-surface
reactions. Here we establish VSI as a powerful tool for quantifying surface reaction rates
in the context of microbial surface colonization. Additionally, VSI was shown to be
capable of accurately measuring attached cell dimensions and biofilm thicknesses relative
to a masked surface. The noninvasive imaging characteristic of VSI, along with fast data
acquisition, a large field of view, and large vertical scan range, makes VSI a strong
complement to the in situ high-resolution imaging capabilities of atomic force
microscopy (AFM). The combination of these two quantitative imaging techniques is
well-positioned to provide the critical information needed to resolve microbe-mineral
interactions across multiple length-scales. The power of these techniques would be
further amplified when used in conjunction with in situ optical techniques, such as
confocal laser scanning microscopy (CLSM), that use fluorescent probes to monitor

chemical and physiological aspects of biofilms.
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50 x 50 im.

Figure 3.17

AFM images of cell attachment on pre-etched dolomite and barite surfaces. Dissolution
features like those shown in figure 16 are not visible in these images because of the much
greater vertical scale employed to accommodate both bacterial cells and surface features
a) height image of dolomite surface b) corresponding deflection (amplitude) plot c)
height image of barite surface d) corresponding deflection (amplitude) plot
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In this study, AFM and VSI were used in synergistic fashion to achieve a
beginning understanding of the interplay between mineral-surface dynamics and
microbial attachment. Our results indicate that when the dissolution rate of the surface is
comparable to the rate of surface colonization, surface dynamics may be a significant
factor in determining cell attachment. This was found to be the case for calcite where
significant surface retreat resulted in reduced Shewanella surface colonization. In further
support of this finding, the most dynamic areas of the surface (etch pits) were found to
provide additional local barriers to cell attachment. However, the cells that did attach to
the calcite surface affected surface dynamics by reducing the overall far from equilibrium
dissolution rate. In contrast to the findings for calcite, dissolution features on the slower-
dissolving dolomite and barite surfaces actually resulted in faster surface colonization
rates by providing energetically favorable sites for cell attachment. This complicated
relationship between surface colonization and mineral-surface development reinforces the
central theme of biogeochemistry that the evolution of geological surfaces and biological
systems are intertwined. = However, the significance of these relationships to

biogeochemical and engineered systems requires further investigation.
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CHAPTER 4. Calcite and Dolomite Dissolution Rates in the Context of Microbe-

Mineral Surface Interactions

This chapter is a reproduction of Davis, Nealson and Liittge (2007) from Geobiology (5,

191-205).

Abstract

Although microbes have been shown to alter the dissolution rate of carbonate minerals, a
mechanistic understanding of the consequences of microbial surface colonization on
carbonate dissolution has yet to be achieved. Here we report the use of vertical scanning
interferometry (VSI) to study the effect of Shewanella oneidensis MR-1 surface
colonization on the dissolution rates of calcite (CaCOs3) and dolomite (CaMg(CO3),)
through qualitative analysis of etch pit development and quantitative measurements of
surface-normal dissolution rates. By quantifying and comparing the significant processes
occurring at the microbe-mineral interface, the dominant mechanism of mineral
dissolution during surface colonization was determined. MR-1 attachment under aerobic
conditions was found to influence carbonate dissolution through two distinct mechanistic
pathways: 1. inhibition of carbonate dissolution through interference with etch pit
development and 2. excavation of carbonate material at the cell-mineral interface during
irreversible attachment to the mineral surface. The relative importance of these two
competing effects was found to vary with the solubility of the carbonate mineral studied.

For the faster-dissolving calcite substrates, inhibition of dissolution by attachment and
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subsequent extracellular polysaccharide (EPS) production was the dominant effect
associated with MR-1 surface colonization. This interference with etch pit development
resulted in a 40-70% decrease in the surface normal dissolution rate relative to cell-free
controls, depending primarily upon the concentration of cells in solution. However, in
the case of the slower-dissolving dolomite substrates, carbonate material displaced during
the entrenchment of cells on the surface far outweighed the abiotic dissolution rate.
Therefore, during the initial stages of surface colonization, dolomite dissolution rates
were actually enhanced by MR-1 attachment. This study demonstrates the dynamic and
competitive relationship between microbial surface colonization and mineral dissolution

that may be expected to occur in natural environments.

4.1 Introduction

Carbonate minerals are principal components of biomineralizing systems and play a
central role in a number of important biogeochemical cycles. The relative rates of
carbonate mineral precipitation and dissolution determine the preservation and
subsequent accumulation of carbonate in the geologic record as well as the sequestration
of several coprecipitated trace elements. Accordingly, a thorough understanding of
carbonate dissolution rates is critical to the successful modeling of the global carbon
cycle and its use in predicting the fate of fossil fuel carbon dioxide. To this end,
numerous laboratory studies have been conducted to determine the dissolution rates of
carbonates under various conditions (for a review see Morse & Arvidson, 2002; Morse &

Mackenzie, 1990; Morse, 1983).
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Enhanced dissolution of carbonate minerals has been associated with the activity of
microorganisms since the pioneering study of Paine et al. (1933). While this early study
focused on the biodegradation of limestone building-materials, similar processes are
known to occur on natural carbonates such as corals and beachrock (e.g., Ehrlich, 1996).
Carbonate biodegradation in marine surface waters is particularly intriguing since these
solutions are generally supersaturated with respect to carbonate minerals. Insight into
this process may be found in a recent field study that observed calcite dissolution
proximal to the cell-mineral interface in supersaturated groundwater solutions (Bennett
et al., 2000). This study confirms that the chemistry at the microbe-mineral interface
differs substantially from that of the bulk solution, producing microscale dissolution
features coincident with macroscale precipitation (Bennett et al., 2000). Despite these
important observations, a mechanistic understanding of the consequences of microbial

surface colonization on carbonate dissolution rates remains largely unresolved.

While microorganisms can modify abiotic mineral reaction rates by altering the chemical
environment, physical attachment to the mineral-substrate may be of the most direct
consequence to surface-controlled processes. Microbes attach to surfaces for a variety of
reasons. First, many nutrients tend to concentrate at surfaces (ZoBell, 1943). Surface-
associated bacteria are able to utilize these nutrients for growth allowing them to multiply
at the solid-water interface under conditions in which they are unable to multiply in the
bulk aqueous phase (e.g., Marshall, 1996). Secondly, some minerals themselves, serve as
energy sources or electron acceptors for microbial metabolism. The best-known example
of this is the coupling of organic carbon oxidation to the dissimilatory reduction of Fe

and Mn (Lovley & Phillips, 1988, Nealson & Myers, 1992). Microbial attachment to
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metal oxide surfaces is generally requisite for taking advantage of this metabolic pathway
(Arnold et al., 1988, DiChristina & Delong, 1994), although extracellular electron shuttle
compounds, such as humics (Lovley et al., 1996; Lovley & Blunt-Harris, 1999) and
quinones (Newman & Kolter, 2000; Rosso et al., 2003), may also play a role.
Additionally, microbes colonize surfaces as a general response to a range of
environmental stresses where surface attachment offers protection and the opportunity for
synergistic relationships with other cells (e.g., Dawson et al., 1981, Kjelleberg &
Hermansson, 1984). Whatever the primary cause of microbial attachment, surface
colonization generally results in degradation of the mineral surface and a considerable
increase in the reactive surface area. During this degradation process, microbes produce
acids, bases, or ligands that interact with the mineral surface, promoting mineral
dissolution and the eventual formation of secondary mineral phases (e.g., Bennett et al.,
1996; Barker et al., 1997, Ehrlich, 1998). Thus, whenever conditions in the natural
environment favor microbial surface colonization, microbial processes are likely to

influence mineral dissolution (weathering) rates.

One of the most important pathways by which microbial attachment may influence
mineral reaction rates is by modifying mineral-surface structure or otherwise interfering
with the development of microtopographical surface features (e.g., etch pits at lattice
defects). This is especially significant given the known dependence of surface-controlled
mineral reaction rates on the microstructure of the surface. Numerous AFM studies have
demonstrated the dependence of layer-by-layer growth or dissolution on the formation of
growth spirals and etch pits at surface defects (e.g., Gratz et al, 1993; Liang et al., 1996;

Jordan & Rammensee, 1998; Pina et al., 1998; Teng et al., 1998; Davis et al., 2000;
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Higgins et al., 2000; Teng et al., 2000; Risthaus et al., 2001). The more recent use of
vertical scanning interferometry (VSI) has successfully correlated observations of etch pit
formation with surface normal retreat and “global” dissolution rates (Liittge et al., 1999;
Arvidson et al., 2003; Arvidson et al., 2004). A conceptual model for mineral dissolution
has been inferred from these interferometric measurements of surface topography (e.g,
Lasaga & Liittge, 2001; Lasaga & Liittge, 2003). In this model, mineral dissolution is not
dominated by etch pit formation itself, but rather by extensive dissolution stepwaves that
originate at the outskirts of etch pits. These stepwaves control the overall dissolution rate
as well as the dependence on temperature and saturation state (Lasaga & Liittge,
2004a,b; Lasaga & Liittge, 2005). Most recently, VSI work has confirmed the
importance of etch pit (defect) distribution as a controlling mechanism in calcite and
dolomite dissolution (Arvidson et al., 2003; Liittge et al., 2003). These studies provide a
conceptual abiotic framework by which the biological influence on mineral-dissolution
rates may be compared. They further predict that any microbial surface activity that
modifies the influence of surface topography on dissolution rates will hold substantial

implications for the mechanism of carbonate dissolution.

Since much of natural mineral dissolution is surface-controlled, it is of paramount
importance to resolve any interaction between microbial attachment and the high-energy
sites that produce etch pits. However such considerations must take into account the
dynamic nature of the actively dissolving surface; i.e., during dissolution, the substrate
may retreat beneath the attached bacteria. To this end, we present here some experiments
aimed at achieving a beginning understanding of the interplay between biofilm formation

and mineral-surface dynamics. Because of its relatively expedient dissolution and growth
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kinetics, its mineral characteristics that allow for the preparation of smooth cleavage
surfaces, and its biogeochemical significance, the calcite-dolomite mineral system was
chosen as the substrate on which to test dynamic microbe-mineral interactions in a
laboratory setting. Therefore, calcite and dolomite provide chemically and

crystallographically similar surfaces with different solubilities and reactivities.

Careful consideration was also given to the selection of an experimental technique that
could measure carbonate dissolution rates in the context of microbial attachment.

Probing the nature of microbe-surface interactions in a quantifiable manner has
previously only been achievable through the use of scanning probe microscopy (SPM)
techniques. The power of these methods lies in their in situ ability to image live cells and
their exquisite resolution of changes in microtopography as well as of microbial cell
structure. However, these techniques suffer from the invasive nature of tip-sample
interactions and their limited field of view. For instance, direct measurements of global
surface dissolution rates are largely unattainable using SPM. A noninvasive imaging
technique is needed that can both detect the microbe at the surface and quantify any
resulting changes in mineral-surface topography, while maintaining both a high spatial
resolution and a large field of view. Vertical scanning interferometry (VSI) meets these
requirements and enables the measurement of both local dissolution (etch pits) and global
dissolution rates (surface normal retreat) through comparison to a masked reference
surface. Only one previous study has attempted to investigate microbe-mineral
interactions using VSI (Liittge and Conrad, 2004), in which surface colonization by

Shewanella oneidensis MR-1 (hereafter called MR-1) was observed to largely prevent the
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opening of etch pits on the calcite surface, despite undersaturated solution conditions.
The authors hypothesized that this mode of dissolution inhibition was dependent upon
both the biomass to surface area ratio and the rate at which the etch pits opened.
However, these experiments employed a high cell titer and small reaction volume,
thereby precluding any possibility of large-scale calcite dissolution from occurring. The
current study extends our understanding of the effect of MR-1 on carbonate dissolution
by implementing an experimental setup that employs a greater solution volume to mineral
surface area ratio. Under these conditions finite calcite dissolution rates can be observed
in the presence of MR-1, allowing for quantitative assessment of carbonate surface
dynamics in the context of microbial attachment. Additionally, dolomite surfaces were
used to determine the consequences of microbial surface colonization for much less
reactive surfaces. In all of these attachment studies, MR-1 was used due to its propensity
to form biofilms, ubiquity in the natural environment, and its use as a model microbe for

bioremediation studies (Tiedje, 2002).

4.2 Experimental Methods

4.2.1 MR-1 Culture Preparation and Controls

Shewanella oneidensis strain MR-1, formerly Shewanella putrefaciens MR-1 (Myers and
Nealson, 1988; Venkateswaren et al., 1999) was originally isolated as a dissimilatory iron
and manganese reducing microbe, and obtained from the culture collection of the

Nealson laboratory (University of Southern California). MR-1 was aerobically cultured
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in either standard Luria-Bertani (LB) broth adjusted to pH 7.0, or a pH 7.4, low-nutrient
medium, prepared to 1L using: 200 mg yeast extract, 100 mg peptone, 10 mL 1M
HEPES, 10 mL 0.2M bicarbonate and 20 mL 1M lactate. The low-nutrient medium was
used in order to minimize inhibition by nutrient organics on carbonate dissolution. In
contrast, nutrient-rich 10% LB medium was used to achieve higher MR-1 cell
concentrations in the test solutions. Each of the cultures was allowed to enter stationary
phase as monitored by spectrophotometric absorbance measurements. The cotresponding
final Aggo reading for the low-nutrient culture was 0.15, corresponding to a cell titer of
~3x10°% cells/mL. Stationary phase for the 10% LB medium was characterized by an Asoo
reading of 0.26-0.28, yielding a cell titer of ~5%108 cells/mL. Two portions of each of the
10% LB and low-nutrient cultures were used as control solutions. The first control was a
cell-free extract that was prepared through centrifugation of the culture at 9000 rpm for
30 min. The supernatant was decanted from the pellet and the centrifugation step
repeated twice more. Following this procedure, the spectrophotometric absorbance Agoo
of the solution fell to 0. A second dead-cell control was prepared by heat-killing the cells
through incubation above 45°C and below 55°C for 2.5 hours and then allowing the
culture to cool and repeating the cycle two more times. During this procedure, the
measured spectroscopic absorbance Aggo of the solutions was observed to fall to 0.12 for
the 10% LB solution and 0.10 for the low-nutrient solution. Viability of the dead-cell
control was assessed by counting the number of colony-forming units (cfu) per volume
plated on Luria-Bertani (LB) agar plates. It was determined for each of the solutions that

less than 1 bacterial cell per mL of culture was microbiologically viable.
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4.2.2 Reaction Conditions

Cleavage surfaces of calcite (CaCOs) and dolomite (CaMg(COs),) were prepared using a
razor blade and mounted on glass coverslips using sealing wax. The glass coverslips
were in turn mounted on stainless steel coupons similar to those commonly used for AFM
analysis. The purpose of the glass coverslip was to minimize metal exposure to the test
solutions during the course of the experiments. At least two reference masks were
applied to each crystal surface prior to reaction and allowed to cure for 24 hours. The
masks used in this study were made using Permatex (www.permatex.com), a
commercially-available high-temperature silicone gasket making compound. This type
of mask has previously been used in abiotic calcite dissolution experiments where it was
found to have no measureable effect on solution chemistry or observed rates (e.g.,
Arvidson et al., 2003). The crystals were reacted in 100x15mm Petri dishes containing
50 mL of cell culture or control solution. The Petri dishes were placed on a platform
shaker set to 15 rpm for the duration of the experiment and left unsealed so that aerobic
conditions were maintained throughout the experiment. For each experiment, multiple
crystals of each species were reacted in each test solution. Further, each crystal had
multiple masked regions for maximum internal controls. When comparing different
mineral surfaces in the same test solution, all crystal species were placed in the same
Petri dish and therefore exposed to the same experimental conditions. Due to the high
number of complexation sites present on the microbe surfaces and organic species in

solution, it was not possible to monitor calcium or carbonate species in solution during
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the course of the experiment. The crystals were reacted in the test solutions for either 8
or 33.5 hours. Following the reaction periods, the solutions were decanted from the Petri
dishes containing the crystals and re-measured for pH and absorbance. The pH of both
the live MR-1 cultures and the control solutions tended to rise during the course of the
experiment, reaching a maximum of 7.5 to 7.6 after 33.5 hours. The measured
absorbances of the live MR-1 cultures fell slightly during the experiment, most likely as a
result of attachment to the crystal surfaces and the bottom of the Petri dish. The
absorbance of the cell-free and dead-cell controls were measured to be the same as at the

beginning of the experiments.

Prior to imaging, the crystals were washed in a standardized fashion necessary for
accurate dissolution rate comparisons in the context of cell attachment. Each stainless
steel coupon (containing the test crystal) was lodged vertically in a 15 mL centrifuge tube
using a pair of tweezers. The tube was gently filled with DIW, capped, rotated end-over-
end and emptied. This procedure was repeated twice more for each crystal. Excess
solution was wicked away from the edges of the crystals using a Kimwipe prior to

imaging.

4.2.3 VSI and AFM Imaging and Measurements

A commercially-available MicroXAM MP-8 (ADE Phase-shift, Tucson, AZ) vertical

scanning interferometer (VSI), equipped with 10x and 50x Nikon Mirau objectives, was
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used to monitor biofilm development as well as to quantify carbonate dissolution rates.
The manner by which this instrument creates topographic images of the surface are
described in detail elsewhere (Liittge et al., 1999). The 10x interferometric objective
yields a 845 x 630 um field of view, while the 50x objective allows for scan sizes of 165
x125 um. Images made at 50x magnification using white-light illumination provide a
lateral resolution of ~ 0.5 pum, while maintaining a vertical resolution (i.e., step height) on
the order of 1-2 nm. There are two basic types of images that can be generated from data
sets acquired using VSI. The standard data file is a 2-dimensional (2D) topographic
image similar to height images obtained using AFM, where topographic information is
conveyed according to a color scale. In these images, bright colors typically indicate
higher surface features on the image. The second image type used in this study is a 3-
dimensional (3D) solid-model representation of the topographic information contained in

the VSI data file.

Interferometry measures relative surface height. By placing an inert mask on the surface
and measuring the average height difference between the unreacted and reacted surfaces,
an absolute value of surface normal retreat may be determined. Thus, during dissolution,
changes in average height A% made at time intervals A yields a surface normal retreat

velocity, Vju:

AF = Vi
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-1

r= V[hkl]V .

This approach allows a simple and straightforward calculation of surface-area rates from

measurements of average surface heights (Ah) (e.g., Liittge et al., 1999).

Additional high-resolution images of attached MR-1 cells as well as of microbial trenches
were acquired ex situ, using a Multimode Nanoscope III AFM (Digital Instruments, Santa
Barbara, CA, USA). This instrument was equipped with a J piezoelectric scanner with a
maximum range of 130 x 130 um. While Tapping Mode is often the preferred technique
for imaging biological materials, the MR-1 cells were found to be attached strongly
enough to the crystal surface to allow for Contact Mode imaging using minimal contact
forces. It was found that this imaging technique provided the best resolution of both

surface topography and attached cells.

4.3 Results and Discussion

4.3.1 Surface Colonization on Carbonate Surfaces

MR-1 biofilm development on the carbonate test surfaces was monitored at time intervals
using the interferometer. Time series analysis revealed that the surfaces underwent
continuous colonization during the course of the 33.5 hour exposure period studied.
While the rate of microbial attachment was observed to vary with both cell titer and the

choice of calcite or dolomite substrate, the morphologic progression of biofilm
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development was consistent among the test surfaces. The early stages of surface
colonization were characterized by the formation of a honeycomb-shaped network of
cells surrounding cell-free portions of the crystal surface (Fig. 4.1a-c). Occasionally,
initial surface colonization seemed to occur through microcolony formation, especially in
the low-nutrient media (Fig. 4.2). Subsequent cell attachment deposited a nearly
continuous monolayer biofilm on the carbonate substrates by the end of the 33.5 hour
exposure period (Fig. 4.1d). It was apparent from the topographic images acquired using
VSI that the attached cells were surrounded by organic material, possibly a conditioning
film or the result of early extracellular polysaccharide (EPS) production (Fig. 4.3). The
physical dimensions of the associated organic material as well as of the cells themselves
could be directly determined from the VSI images (Fig. 4.4). The cells were found to
range from 1 to 2.5 microns in length and from 400 to 650 nm in diameter. The
associated organic material was consistently measured to rise 200 to 250 nm above the
surface of the crystal. It was found that much of the organic material associated with the
attached cells could be removed if the crystal surfaces were exposed to a direct stream of
DIW from a wash bottle soon after removal from the experimental chambers.

Subsequent VSI imaging revealed clearly visible entrenched cells arranged in the same
patterns as previously discussed, but less obscured by associated organic material (Fig.
4.5). However, this washing step also caused some of the attached cells on the surface to
lyse, as was evidenced by measured cell dimensions (cell diameters on the order of 100

nm) that were significantly smaller than undamaged cells.
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Fig. 4.1 MR-1 biofilm morphology and development on dolomite after A) 6 hours, B) 8
hours and C) 16 hours exposure to MR-1 cultures in 10% LB media. (A-C) indicates that
initial MR-1 surface colonization exhibited a “honeycomb” morphology that
progressively thickened until a monolayer of cells covered the surface. D) After 25
hours of exposure to MR-1 in the low-nutrient medium, the dolomite surface is covered
with a nearly continuous monolayer biofilm. The biofilm organics are approximately 250
nm tall, punctuated by cells that vary between 550 and 650 nm in height. (All images are
165x125 um.)
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Fig. 4.2 Occasionally, initial surface colonization appeared to occur through microcolony
formation, especially by cultures grown in the low-nutrient medium. Here small colonies
of 5-10 cells and associated organic material begin to cover the calcite surface after 6
hours exposure to MR-1 culture in the low-nutrient medium.
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91 x 70“‘um

Fig. 4.3 2D VSI image of MR-1 surface colonization on a dolomite surface after 9 hours.
This early biofilm consists of taller (bright-yellow) cells and associated lower (dark
yellow) organic material.
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Fig. 4.4 Cross-section measurements of a single MR-1 cell on a dolomite surface and its
associated organic material. Here, the cell is approximately 600 nm in diameter, 2
microns long, and the associated organic material rises 200 nm above the crystal surface.
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Fig. 4.5 MR-1 surface colonization on calcite after 2 hours exposure to MR-1 in the 10%
LB medium. Etch pits tended to develop within the honeycomb biofilm structure during
the early stages of surface colonization. A) 3-D plot of biofilm before washing B) 2D
VSI image of entrenched cells on calcite following the removal of associated organics
(both images are 125x165 um)
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4.3.2 Role of Surface Colonization in Determining Calcite Dissolution Rate

Calcite dissolution rates were measured in the context of microbial attachment by
comparing masked portions of the crystal surface to those regions exposed to the
experimental test solutions (Fig. 4.6). The measured surface normal retreats and
corresponding dissolution rates for calcite crystals removed after 8 and 33.5 hours are
contained in Table 4.1. Measured dissolution rates differed markedly between the two
growth media. Despite its lower initial pH, calcite dissolution in the 10% LB solution
was much slower than in the low-nutrient solution, probably the result of inhibition by
the concentrated organics in the richer medium. Nonetheless, for both of the nutrient
conditions employed, comparison of measured calcite dissolution rates for crystals
exposed to MR-1 cultures with those obtained in the cell-free control solutions, indicated
that MR-1 surface colonization had a significant effect on calcite dissolution rates (Figs.
4.7 and 4.8). The presence of live MR-1 cells in the 10% LB medium resulted in a 69%
reduction in the calcite dissolution rate relative to the cell-free controls, while
measurements in the low-nutrient medium yielded a calcite dissolution rate that was 43%
slower than the dissolution rate observed for the cell-free control solutions. These
differences in reaction rate are easily visualized by comparing the masked surfaces to the
reacted surfaces in the 3D model images in figures 4.7 and 4.8. Insight into the
mechanism by which the MR-1 cultures retarded calcite dissolution may be gained by
looking at the results for the heat-killed MR-1 control solutions given in Table 4.1. The
measured calcite dissolution rates in solutions containing heat-killed MR-1 cells were

similar to those rates measured for the cell-free controls. Since the heat-killed cells were
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Fig. 4.6 Images showing the extent of dissolution between masked and unmasked areas
of a calcite crystal following 4 hours of reaction in the cell-free control solutions (low-
nutrient medium). The previously masked portion of the calcite surface is apparent as the
taller (unetched) surface on the left side of the image. Analysis of the data contained in
these images revealed 295 nm of average retreat between the reacted and unreacted
portions of the crystal surface. The two images represent different perspectives of the
same data set.



Table 4.1 — Calcite Dissolution Measurements after 8 and 33.5 Hours
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8 HOURS 33.5 HOURS
Growth Solution Cell Titer | Retreat Rate Retreat Rate
Medium (cells/mL) (nm) (mol~cm'2°s'1) (nm) (molocm'z-s'l)
10% LB | Celi-Free 76 7.15x10™"* 667 1.50x10™"
Control +13 + 94
Shewanella | ~5x10° 43 4,04x10™* 210 4,72x10™
Culture +5 +18
Heat-Killed 66 6.21x10™* 591 1.33x107™
+7 + 65
Pristine - 172 1.62x107" - -
Growth +20
Media
Low- Cell-Free 576 5.42x10™ 2768 6.21x10™""
Nutrient Control +72 + 291
Shewanella | ~3x10° 343 3.22x10™ 1579 3.54x10™"
Culture + 54 +118
Heat-Killed 609 5.73x10™" 2611 5.86x10™"
+71 +217
Pristine 1363 1.28x10™°
Growth +111
Media

Note: Rate data represents average measurements determined from at least five transects
from each of five masked areas and from at least two different crystals. The + error

reflected in the retreat data represents the maximum difference between measurements
along different transects.
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10% LB - 8 HOURS
CELL-FREE CONTROL

162 x 123 um

10% LB - 8 HOURS
SHEWANELLA CULTURE
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116 x 87 um
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Fig. 4.7 Calcite dissolution relative to masked portions of the crystal surface after 8
hours of exposure to cell-free controls and MR-1 cell cultures in the 10% LB medium.
Average measurements of calcite dissolution for the two systems are given in Table 1.
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LOW-NUTRIENT MEDIUM - 33.5 HOURS
CELL-FREE CONTROL {10X)

Masked ~2.9 um
Surface Retreat

LOW-NUTRIENT MEDIUM - 33.5 HOURS
LIVE SHEWANELLA CULTURE (50X)

~1.6 um

it} e o
Masked . " Retreat

Surface

Fig. 4.8 Calcite dissolution relative to masked portions of the crystal surface after 33.5
hours of exposure to cell-free controls and MR-1 cell cultures in the low-nutrient
medium. Average measurements of calcite dissolution for the two systems are given in
Table 1.
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not found to attach to the surface, it seems that the measured inhibition of calcite
dissolution in the presence of live MR-1 cells resulted from the physical attachment of
the cells to the surface. This attachment may have slowed calcite dissolution by
interfering with the development of etch pits on the crystal surface, as has been
previously described by Liittge and Conrad (2004). It follows that the concentration of
cells in the experimental solutions (cell titer) that was available for attachment to the
mineral-surface may have been a determining factor in the dissolution of calcite under
these conditions. The data in Table 4.1 supports this concept, where the 10% LB medium
with the higher initial cell titer also yielded the greater reduction in the measured calcite
dissolution rate. Liittge and Conrad (2004) demonstrated that in the more extreme case
of even higher cell titer and low reactive volumes, MR-1 attachment was capable of
almost complete arrestment of calcite dissolution. Although the calcite dissolution
measurements in this study were conducted for only two cell cultures and their control
splits, these new results confirm the existence of a dynamic relationship between surface

colonization and etch pit development on calcite.

4.3.3 Role of Surface Colonization in Dolomite Dissolution

As expected, the less reactive dolomite surfaces were relatively inert over the short
reaction times employed in this study. While etch pits are detectable on the calcite
surfaces within ten minutes of reaction with either the cell-free control solutions or the
MR-1 cultures, no dissolution was observed on the dolomite surfaces during the 33.5

hour experiment. This difference in reactivity is especially apparent when comparing
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masked and unmasked regions of the dolomite surfaces (Fig. 4.9) to those on calcite
surfaces (Fig. 4.10). The stability of the dolomite surfaces seemed to significantly affect
cell attachment rates. At each time step the dolomite surfaces were observed to have
approximately twice the attached cell density of the calcite surfaces. (Although
dissolution features on the calcite surface made assessment of attached cells much more
difficult, especially after longer exposure times.) This result indicates that cell
attachment occurred more slowly on actively dissolving calcite surfaces than on the less
dynamic dolomite surfaces. Further, after longer exposure periods, it became clear that
the majority of visible cells on the calcite surfaces were attached to the rims of large etch
pits. This observation matches the results of an earlier study (Davis & Liittge, 2005) and
further indicates that conditions for microbial attachment are less favorable near the

centers of dissolution where the surface is most dynamic.

4.3.4 Role of Microbial Entrenchment in Carbonate Dissolution

Liittge and Conrad (2004) discovered that some of the attached MR-1 cells were actually
entrenched in the calcite surface by as much as one third of their cell volume, as
quantified by VSI. This was determined by measurements of microbial trenches left on
the surface once cells were removed. Microbial entrenchment was also found to occur in
this study (Fig. 4.11). Further, high-resolution imaging of the attached cells using AFM
demonstrated that calcite dissolution was localized to the cell-mineral interface and did

not produce centers from which additional calcite dissolution could occur. However, in
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Masked Surface .

A 165 x 125 um

Fig. 4.9 Images showing the masked and unmasked regions of a dolomite crystal surface
following 4 hours of exposure to MR-1 cells in the low-nutrient medium. These VSI
images reveal that no dolomite dissolution occurred during the reaction period. Instead, a
number of MR-1 cells have attached to the surface along with a thin organic film. The
unreacted surface (previously masked) is apparent as the smooth surface on the left side
of the images.
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Surface

165 x 125 um ‘B

Fig. 4.10 Images showing the masked and unmasked regions of a calcite crystal surface
following 4 hours exposure to MR-1 cells in the 10% LB medium. Attached MR-1 cells
and dissolution features are readily apparent on the unmasked portion of the crystal while
the masked surface remains smooth (unreacted).
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Fig. 4.11 Microbial trenches on the carbonate surface, indicating that MR-1 colonizes
through irreversible attachment A) Image showing scratches residual from mechanical
abrasion and removal of a dividing microbial cell. The scratches are 12 to 40 nm below
the organics (EPS) coating the surface. B) Image showing a trench resulting from the
removal of a microbe. This trench is 107 nm deep and 4.15 microns in length. The
yellow rim (higher topography) surrounding the trench is indicative of microbial residue
remaining attached to the surface. Thus, only part of the microbe was effectively
removed from the surface. The remaining microbial material may be the portion of the
cell wall that was in direct contact with the surface or residual EPS material aiding
attachment. The length of the feature, including the yellow rim, is 5.3 microns,
indicating that the removed cell was in the final stages of division or was actually a pair
of cells attached at the poles (see Fig. 13).



172

one occurrence, a macrostep was observed to emerge from beneath two attached cells
(Fig 4.12a). In general, it appeared that the microbes maintained exquisite control over
dissolution processes occurring proximal to the cell interface, possibly to aid in
irreversible attachment. The AFM images of trenches from which microbes had been
completely removed were similar in shape to the bacteria-shaped depressions previously
observed on ferric iron oxyhydroxide coatings under aerobic conditions by Grantham &
Dove (1996). However, in this study, AFM observations indicated the presence of an
organic lining that obscured the resolution of monomolecular steps and revealed an
exceptionally flat pit-floor (Fig 4.12b). In some cases, trenches were exposed that clearly
resulted from two or more cells that were attached polarly (Fig. 4.13). The more
recently divided cell was apparent from the shallower portion of exposed trench.
Therefore, trench depth was observed to vary with the duration that a particular microbe
was present on the surface. Secondly, entrenchment seemed to occur soon after or

coincident with cell division.

Interestingly, this study found that microbial trench formation occurred on dolomite in
much the same manner as observed for calcite, despite the less favorable dissolution
kinetics of dolomite (Fig 4.14). In fact, VSI measurements of trench depth showed that,
on average, dolomite trenches were deeper than those found on calcite (Table 4.2).
However, this result may be a function of the fact that the calcite surfaces to which trench
depth is measured relative to are themselves actively retreating. Further, measurements
of trench depth should not be considered definitive since only a relatively small number
of the cells were successfully removed and those that were removed may have spent

varying amounts of time actively metabolizing on the surface. Nonetheless, a few
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42x4.2um

Fig. 4.12 AFM Images of calcite in the context of MR-1 Attachment A) Two MR-1
cells attached to the calcite surface with a macrostep emerging from underneath the
microbes. B) Microbial trench lined with organics and characterized by a smooth floor.
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Fig. 4.13 Topographic profiles of trenches produced by dividing or polarly attached
cells. In each of these examples, the more recently divided cell is apparent from the
shallower portion of the exposed trench. Therefore, trench depth is observed to vary with
the duration that a particular microbe is present on the surface. Secondly, entrenchment
seems to occur soon after or coincident with cell division. It is clear from these profiles
that the trenches are rimmed by microbial residue that may either be cell wall fragments
that were in direct contact with the crystal surface or organic biofilm material that aided
in attachment.
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Fig. 4.14 3-D Plot of a MR-1 cell (top) and a microbial trench (bottom) on dolomite after
8 hours exposure to MR-1 in the low-nutrient medium. The pit is approximately 190 nm
deep.
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Table 4.2 —~ Trench Depth for Calcite and Dolomite after 8 and 33.5 Hours

8 Hours 33.5 Hours
Calcite 182 nm 212 nm
Dolomite 217 nm 256 nm

Note: Data represents average measurements of at least 15 trenches for each time-step

and mineral-surface.
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conclusive observations can be drawn: 1) cells become entrenched relatively quickly,
achieving near maximum depths after only 8 hours; 2) cells were not observed to be
entrenched by more than 250 nm, or approximately one-third of their cell volume during
this experiment; 3) no significant difference in trench depth was observed between the
two nutrient media employed. The presence of trenches on the dolomite surfaces
indicated that MR-1 was able to catalyze the removal of carbonate material during
surface colonization to a much greater extent than occurred abiotically under the same
conditions. This confirmed that the chemical environment at the cell-mineral interface
differed substantially from that of the bulk. The apparent local decrease in free energy of
the solution film in contact with the mineral-surface was most likely the result of CO,
production during respiration and its associated decrease in solution pH. However, the
observations of this study cannot rule out microbe-mediated changes in surface diffusion
or weakening of Ca-COj; bond-strengths. Further insight into the potential mechanisms
by which microbe-mineral surface processes may produce localized pit formation can be
found in a recent modeling study (Liittge et al., 2005). This study used Monte Carlo
computer simulations to investigate etch pit formation in the context of microbial
attachment for an AB crystal lattice. The modeling results demonstrated that calcite
dissolution at the microbe-mineral interface could occur through either a local decrease in
free energy or the weakening of certain bond strengths and that these mechanisms were
operative for either atomically flat surfaces or in the presence of a strain field
(dislocation). Further, the study demonstrated that organic molecules at the cell-mineral

interface could prevent the propagation of stepwaves from escaping the outskirts of the
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cell and was thus sufficient to reproduce the observed microbial control over trench

formation (Llittge et al., 2005).

If we measure the average volume of a trench and the density of cells on the surface, we
can arrive at a reasonable “dissolution rate” based only upon the amount of material
removed by the microbes during surface colonization. For instance, the volume of an
average trench can be approximated as 2 x 10% nm?, corresponding to 5.4 x 10""® mol of
calcite or 3.1 x 10" mol of dolomite removed per microbial cell. If we assume an
attached cell density of 0.01 cells/um? and further assume that each of these cells is
responsible on average for the aforementioned volume of excavated carbonate material,
then a rate of 1.9x10™® molecm™s™! for calcite and 1.1x10™* moleem™s™ for dolomite can
be expected after an 8 hour experiment. However, the significance of these trench
“dissolution rates” to the overall dissolution processes occurring at the mineral-surface
varies according to the carbonate mineral considered. In the case of calcite, the slowest
dissolution rate directly measured in the presence of MR-1 cells is on the order of ~21
times greater than that estimated to occur as a consequence of cell entrenchment. Thus,
the processes occurring at the cell-mineral interface are not a significant part of the
overall calcite dissolution rate in the presence of MR-1. This contrasts with dolomite,
where the only observable material removed either abiotically or in the presence of the
microbes was that excavated during colonization. Therefore the presence of MR-1
actually increases the dissolution rate of dolomite relative to its abiotic control. This is
because the surface colonization event itself removes more carbonate material than is
otherwise achievable abiotically. However, the “dissolution rate” that occurs as a result

of processes at the cell-mineral interface is only operative during active trench
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development and cell attachment. For instance, Table 2 indicates that the average trench
depth for dolomite does not change much between the 8 hour and 33.5 hour time-steps.
If we had chosen to calculate “rates” at the later time periods, the apparent dolomite
dissolution rate would be much reduced. Therefore the contribution from trench
excavation to the overall dissolution rate is probably only important during the early

stages of biofilm formation, where cells directly attach to the mineral-surface.

4.4 Conclusions

The results of this study indicate that MR-1 can significantly influence carbonate
dissolution rates. Surface colonization by MR-1 was found to mediate carbonate
dissolution kinetics through two distinct mechanistic pathways. First, bacterial
attachment inhibited calcite dissolution by as much as 69%, probably through
interference with etch pit development. The second mechanistic pathway was the
catalytic removal of carbonate material at the cell-mineral interface (trench formation).
The relative importance of these two competing effects was found to vary with the
solubility and hence the background dissolution rate of the carbonate mineral. For the
fast-dissolving mineral calcite, excavation of carbonate material at the cell-mineral
interface was not found to be a significant component of the overall dissolution rate.
However, in the case of the slower-dissolving mineral dolomite, mass-transfer during
trench formation was the dominant result of surface colonization. The net result of this
process is microbially-catalyzed dolomite dissolution that far outweighs the dissolution

rate that would otherwise occur abiotically. Therefore, the surface colonization event
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itself actually increased dolomite dissolution relative to abiotic rates. Of course surface
colonization only occurs as long as cells continue to directly attach to the mineral-
surface. Therefore the contribution from trench excavation to the overall dissolution rate
is probably only important during the early stages of dissolution and biofilm formation.
However, if the biofilm completely covers the surface, retarding long-term mineral
dissolution, trench excavation may represent the dominant mechanism of material
removal. In either of these cases, removal of the biofilm would expose the trenches
produced during surface colonization, resulting in a substantial increase in the reactive
surface area available for further dissolution. This may be an important process in soils
where wet/dry cycles could result in microbial attachment followed by removal, thus

enhancing carbonate dissolution rates.

While the quantitative results presented in this paper represent data from only two cell
cultures and their control splits, the key findings of this study are also supported by other
qualitative experiments (Davis et al., 2004; Liittge and Conrad, 2004). Collectively,
these experiments effectively demonstrate the range of mechanisms by which microbes
may alter the dissolution rates of carbonate minerals. The findings of this study further
demonstrate the dynamic and competitive relationship between mineral dissolution and
surface colonization that may dominate microbially-mediated processes in natural
environments. Especially relevant is the observation that far from equilibrium (more
soluble minerals) microbial activity may retard dissolution rates by suppressing etch pit
formation, while closer to equilibrium (less soluble minerals) the processes involved in
bacterial attachment may actually enhance the overall dissolution rate. This concept

offers an added complexity to the microbe-mineral relationship beyond the
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physicochemical factors that govern microbial attachment. Still, the relevance of these
processes to natural systems and for other environmentally-relevant microbes must in the
end be determined experimentally through quantitative measurements of carbonate
dissolution rates in the context of microbial attachment. If these microbially-mediated
dissolution mechanisms can be shown to be environmentally-relevant, then the
application of abiotically-measured carbonate dissolution rates to natural systems may

need to be re-evaluated.
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GENERAL CONCLUSIONS

Current rate laws assume that calcite growth and dissolution are governed by the
saturation state, ignoring the potential influence of solution stoichiometry (Ca2+/CO32'
ratio) on growth and dissolution rates. The results of these studies demonstrate that
solution stoichiometry plays a fundamental role in determining both the rates and
anisotropy of calcite growth and dissolution. For the first time, the interaction between
monomolecular surface steps and the cation/anion ratio in carbonate solutions has been
resolved, yielding novel insight into the dominant mechanisms of calcite growth and
dissolution. This nanoscale evidence, confirmed at multiple length-scales, demonstrates
that changes in the Ca®*/CO;>" ratio at constant saturation determines both the kinetics
and anisotropy of step advancement. Anisotropic step velocities, in turn, alter step
generation rates at screw dislocations, thereby significantly affecting the overall growth
and dissolution rate of calcite surfaces. Thus, our experiments indicate that changes in
Ca®*/CO5* ratio at constant saturation produces significant changes in calcite growth and
dissolution rates that are normally only associated with changes in the saturation state.
These results reflect different mechanistic roles for the cation and anion during both
growth and dissolution of calcite, and suggests limitations on the application of
concentration-based rate laws in solutions of varying ionic ratios. Further, this study
offers clear demonstration that the crystal surface exerts a primary control on growth and
dissolution rates through step-specific and defect-directed interactions, producing
differences in rate that could not be predicted from considerations of bulk chemistry
alone. Instead, specific knowledge of the surface and its interaction with particular

solution-species is required for accurate rate prediction. Even in the absence of specific
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knowledge of the surface, the results of these studies suggest that current saturation-based
rate laws describing calcite growth and dissolution should be modified to include the
relative concentrations of reactive species so as to account for the kinetic effects imposed

by nonstoichiometric solutions.

In biologically-dominated natural systems, the surface that often matters the most
is the microbial cell surface. Cell attachment to mineral-surfaces creates a specialized
interface in which acids, bases, and ligands may enhance mineral dissolution rates
(Bennett et al., 1996; Barker et al., 1997; Ehrlich, 1998). In order to achieve a
mechanistic understanding of the way in which microbes alter the dissolution rates of
carbonate minerals, the effect of Shewanella oneidensis MR-1 surface colonization on the
dissolution rates of calcite (CaCO;3) and dolomite (CaMg(CO3),) was assessed through
qualitative analysis of etch pit development and quantitative measurements of surface-
normal dissolution rates. The results of this study indicate that MR-1 can significantly
influence carbonate dissolution rates. By quantifying and comparing the significant
processes occurring at the microbe—mineral interface, the dominant mechanism of
mineral dissolution during surface colonization was determined. MR-1 attachment under
aerobic conditions was found to influence carbonate dissolution through two distinct
mechanistic pathways: (1) inhibition of carbonate dissolution through interference with
etch pit development and (2) excavation (catalytic removal) of carbonate material at the
cell-mineral interface during irreversible attachment to the mineral surface. The relative
importance of these two competing effects was found to vary with the solubility and
hence the background dissolution rate of the carbonate mineral studied. For the faster-

dissolving calcite substrates, inhibition of dissolution by attachment and subsequent
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extracellular polysaccharide (EPS) production was the dominant effect associated with
MR-1 surface colonization. This interference with etch pit development resulted in a 40—
70% decrease in the surface normal dissolution rate relative to cell-free controls,
depending primarily on the concentration of cells in solution. However, in the case of the
slower-dissolving dolomite substrates, carbonate material displaced during the
entrenchment of cells on the surface far outweighed the abiotic dissolution rate.
Therefore, during the initial stages of surface colonization, dolomite dissolution rates
were actually enhanced by MR-1 attachment. While these experiments demonstrated the
importance of microbial attachment in determining carbonate dissolution rates, other
results indicated that mineral-surface dynamics can, in turn, influence microbial
attachment rates. These experiments found that surface colonization occurred more
slowly on actively dissolving calcite surfaces than on the less dynamic dolomite and
magnesite surfaces and that surface microtopographical features such as etch pits provide
high-energy sites that favor microbial attachment. Collectively, these experiments
effectively demonstrate the range of mechanisms by which microbes may alter the
dissolution rates of carbonate minerals. The findings of this study further demonstrate
the dynamic and competitive relationship between mineral dissolution and microbial
surface colonization that may dominate microbially-mediated processes in natural

environments.
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