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N1: [N1, 0]

N7: [N1, 3]

N7: [N1, 2]N6: [N1, 2]N6: [N1, 2] N5: [N1, 2]

N4: [N1, 1]N3: [N1, 1]

N9: [N1, 4] N10: [N1, 4] N8: [N1, 4]

N9: [N1, 3]N5: [N1, 3]N8: [N1, 3]

N8: [N1, 4]

N3: [N1, 3]N10: [N1, 3]

N2: [N1, 1]





for N7 in the next 
N3, N8, N9 will wait

broadcast interval

N2: [N1, 5]

N7: [N1, 9] N9: [N1, 9]

N4: [N1, 1]

N5: [N1, 2]

N7: [N1, 3]

N9: [N1, 4]

N8: [N1, 5]

N1: [N1, 0]

N3: [N1, 5]

N6: [N1, 6] N7: [N1, 6]

N7 waits for N5N10: [N1, 7] N3: [N1, 7]

N6: [N1, 6]

N8: [N1, 8] N8: [N1, 4]N3: [N1, 4]



the Scout sequence number is not current
2.  On receiving a Scout, the router discards the Scout if 

A. If the router has not forwarded a Scout  (from the same source)
in the last BI, flood the Scout.

B. Else if Scout is from the designated neighbor, forward the least cost
Scout (from the same source) received in the current BI.

C.   Else store the Scout.

4.  Update forwarding table to reflect the shortest path.

3.  The router adds the cost of the incoming link to the cost of the Scout and

1.  Destinations periodically generate a Scout  with an increasing sequence number.

OR  the Scout advertises a path to the current node.
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32
1.2 31N2

N31.3.2
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N2: [N1, 30, X, 1]

N4: [N1, 31, X, 1.2]

N4: [N1, 30, X, 2]

        1.2.3]         1.2.1]

        1.2.3.1]

        1.3.2]         2.3.1]         2.2.1]         2.2.3]

        1.3.2.1]         1.3.2.2]         2.3.1.1]         2.3.1.2]         2.2.3.2]

N3: [N1, 32, X, N1: [N1, 32, X, N4: [N1, 32, X, N2: [N1, 32, X, N1: [N1, 32, X, N3: [N1, 32, X,

N2: [N1, 33, X, N1: [N1, 33, X, N2: [N1, 33, X, N1: [N1, 33, X, N4: [N1, 33, X, N4: [N1, 33, X,

N3: [N1, 31, X, 1.3] N3: [N1, 31, X, 2.3] N2: [N1, 31, X, 2.2]

N1:[N1, 0, X, 0]





B.  Else if Scout is from the designated neighbor, forward the least cost Scout received
in the current BI  (from the same source) .   Then forward Scouts it has stored
which satisfy the data threshold with respect to the least cost Scout.

C.  Else if the router has already received the Scout from its designated neighbor 
for this BI and this new Scout is within the data threshold, forward this Scout.

4.  When forwarding Scouts, the router assigns Scout path IDs in the previously described
hierarchical manner.

and proper path ID.

3.  The router adds the cost of the incoming link to the cost of the Scout and
A.  If the router has not forwarded a Scout (from the same source)

in the last BI, flood the Scout.

D. Else, store this Scout.

5.  Update forwarding table to reflect known paths.

the Scout advertises a path that passes through itself (via prefix matching).
OR sequence number is not current.

1.  Destinations periodically generate a Scout with an increasing  sequence number

2.  On receiving a Scout, a router discards the Scout if
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