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ABSTRACT 

Phase modulation in super-resolution microscopy 

by 

Wenxiao Wang 

Phase modulation attracts arising attention in super-resolution studies 

because of the convenience and efficiency in encoding the information. Current 

super-resolution microscopy typically achieves high spatial resolution, but the 

temporal resolution remains low and obstructs most physical and chemical studies. 

Based on phase modulation, the novel technique Super Temporal-Resolved 

Microscopy is proposed to compress time information and thus improve the 

temporal resolution of 2D super-resolution microscopy. The fundamental basis for 

STReM is the utilization of a double helix phase mask that is rotated at fast speed to 

encode temporal information in the Fourier domain. Complicated movement can be 

also decomposed and reconstructed through an L1 norm constrained optimization 

process. STReM has been verified using both simulated and experimental 2D data 

and the temporal resolution is improved 20 times when comparing traditional 

methods to that of the novel method of STReM presented in this thesis.  

Besides the application to boost the temporal resolution, phase modulation is 

also applied to extract depth information in super-resolution microscopy. Most 

physical and chemical processes occur in 3D space and the underlying mechanism is 

usually unavailable or misleading due to the poor depth detection ability. Recently, 



 
 

phase modulation is reported as a promising solution to 3D imaging in super-

resolution microscopy. Various functions have been achieved through phase 

modulation such as improving the axial spatial localization precision and expanding 

the axial detection range. However, a current challenge is the lack of a robust and 

efficient algorithm to design a phase mask for arbitrary desired point spread 

function patterns in 3D continuous space. In this thesis the phase mask design 

algorithm is proposed using a phase retrieval scheme. Multiple algorithms were 

studied and compared for solving the phase retrieval, including Gerchberg Saxton, 

stochastic gradient decent, and Gauss-Newton methods. The Gauss-Newton method 

is proved to be the best by reaching the minima of the phase retrieval optimization. 

Several phase mask patterns for 3D super-resolution microscopy are proposed, and 

their corresponding PM patterns are successfully designed and experimentally 

fabricated with light lithography. Finally, by combining depth and time modulations, 

phase modulation is proposed to encode the information simultaneously in 4D 

space, which will definitely benefit super-resolution studies in the future.  
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Chapter 1 

Introduction 

1.1. Background 

Scientists spared no effort to push the limit of light microscopy in order to 

understand the nanoscale world. The first light microscope was invented by Robert 

Hooke [1]. Afterwards Antony van Leeuwenhoek improved the spatial resolution of 

existing microscopes by two times by crafting high quality lenses, thereby enabling 

the observation of individual cells, such as bacteria, muscle cells, and sperm [2]. In 

the nineteenth century the light microscope was largely improved by Carl Zeiss and 

Ernst Abbe who developed superior lenses that suppressed chromatic and spherical 

aberrations. The spatial resolution was largely improved by these advances, and 

magnification capabilities were improved as well [3]. The fundamental working 

principle of light microscopy is to use photons as a probe to image objects much 
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smaller than human eyes resolution limit. This principle also serves as the guideline 

for the other form of microscopy.  

As the object size decreases and becomes comparable to the probes 

wavelength, the spatial resolution of the microscope can be hardly improved, as 

defined by Ernst Abbe [4-6]. To further improve the spatial resolution, it is 

straightforward to apply probes of even smaller size than visible light [7, 8]. 

Ultraviolet microscopy was also invented to achieve a higher spatial resolution 

because of its shorter excitation wavelength compared to visible light. However this 

improvement is still a refinement based on the current spatial resolution, and 

objects smaller than ~100 nm are not detectable. This fundamental resolution limit 

constricts the ability to observe and study behaviors of single molecules and 

macromolecules at the nanoscale. A revolutionary breakthrough was made to 

microscopy theory at the beginning of the 20th century when the wave-particle 

duality was proposed by Huygens and Fresnel [9]. Electron beams exhibit wave-

particle duality character and can be used as an imaging source to study nanoscale 

topologies [10, 11]. An electron’s wavelength is roughly 100,000 times shorter than 

visible light, resulting in much higher imaging resolution [12].  

The use of high energy imaging sources, such as electron beams, introduces a 

challenge to the types of systems that can be imaged since these sources have much 

higher powers and can damage delicate samples [13]. Inorganic materials, such as 

metal, are not structurally affected by the electron beams. However most functional 

surfaces composed of organic and biological materials are easily affected or 
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destroyed after interacting with electron beams [13]. Additionally, the high power 

makes it difficult to repeat experimental observations, which largely obstructs the 

reproducibility of observables in most chemical and biological studies. Light 

microscopy overcomes this challenge by limiting damage to complex systems such 

as chemical and biological materials, but the spatial resolution needs to be improved 

to provide details about fundamental studies at the nanoscale, such as 

understanding cell structures and intracellular interactions.  

1.2. Super-resolution microscopy 

Super-resolution microscopy was proposed at the beginning of the 21st 

century by employing implicit information encoded by probes when interacting 

with features of smaller size than the probe [4-6, 14, 15]. Generally, the spatial 

resolution of a light microscope is roughly half of the excitation wavelength, which is 

also known as the Abbe diffraction limit [4-6]. For a single emitter, the photons in 

the image plane spread as a Gaussian distribution instead of focusing at a single 

point. The distribution of a point source is called the point spread function of a 

microscope system, and the standard deviation of the PSF is a good metric to 

directly measure the uncertainly of single emitter position, which is also the spatial 

resolution. The photons do not explicitly locate the spatial position of an emitter, but 

instead following a certain distribution around the center position. Despite  the 

uncertainty of the photon distribution, the true position estimate of the single 

emitter can be refined within 20 nm for visible light source by statistically 
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maximizing the maximum likelihood estimator of the photon distribution [6]. 

However, it should be noted that the 20 nm spatial resolution is only restricted to 

the scenario of a single emitter that is sparse in space. In most cases, crowding 

between multiple molecules is of realistic concern to scientists. For example, two 

emitters cannot be distinguished when they are close to each other within the Abbe 

diffraction limit [16]. From this perspective, the problem of low resolution in light 

microscopy is not solved yet, and becomes the target problem in super-resolution 

microscopy.  

1.2.1. Deterministic super-resolution microscopy 

The first type of super-resolution microscopy is STED microscopy which is a 

deterministic microscopy technique [14, 15]. As discussed above, the photons are 

dispersed on a detector roughly following a Gaussian distribution. The standard 

deviation of the resulting PSF is the metric to measure the spatial resolution. 

Therefore the spatial resolution can be improved by shrinking the size of the PSF, 

which is exactly what STED microscopy achieved. In a standard STED microscope, 

two laser beams are applied to illuminate the fluorescent emitters. On one hand, the 

excitation laser beam excites the fluorescent emitter and forms a PSF of Gaussian 

distribution within the diffraction limit. On the other hand, an additional quenching 

donut shaped laser beam turns off the fluorescent signal within its illumination area. 

Combining the effects of the two laser beams, the effective PSF of the single emitter 

of interest has a much smaller standard deviation, which increases the overall 

spatial resolution below the diffraction limit posed by Abe. This process is carried 
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out iteratively over the surface of a sample to build a super resolution image. STED 

microscopy has benefitted multiple biomedical and chemical studies [14, 17].  

1.2.2. Stochastic super-resolution microscopy 

In comparison to deterministic microscopy in which the PSF is directly 

modified, stochastic super-resolution microscopy achieves high spatial resolution 

by sparsely exciting and localizing fluorescent emitters [4-6]. Two emitters within 

the diffraction limit cannot be distinguished when excited simultaneously, however 

they can be localized individually with high resolution if each emitter is excited 

separately in time. Representative stochastic super-resolution microscopy includes 

STORM [6], PALM [4], and fPALM [5]. Usually all the photo-switchable fluorophores 

are put in an ‘off’ state by applying the first laser beam. Then the excitation laser 

beam stochastically excites a sparse subset of emitters. The density of excited 

emitters is low enough to guarantee that PSFs do not spatially overlap with each 

other, enabling the fitting of single PSFs and thereby building up a high spatial 

resolution image. By repeating this process thousands of times, which benefits from 

the advancements of photo stable and switchable fluorophores [18-20], the target 

structure can be reconstructed with a high spatial resolution, usually around ~20 

nm. This spatial resolution is roughly 10 times better than the Abbe diffraction limit.  

1.2.3. 3D super-resolution microscopy techniques 

Super-resolution microscopies have also pushed the frontier of resolution in 

depth in addition to lateral resolution discussed above. Existing 2D super-resolution 
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microscopies, such as 2D STORM, PALM, and fPALM, capture only a slice of an image 

from 3D sample space. However physical and chemical processes in many domains 

of science occur in 3D space and can be fully understood and explained only if 3D 

information is collected [21]. There is not a camera that is able to capture three-

dimensional images simultaneously in one shot. As a result, the first challenge is to 

encode and record 3D information using a 2D data collection method. The data 

collection during this process must be fast in order to preserve the time resolution 

of the data. The depth information should be transferred and compressed into 2D 

images, and the compression should be reversible and not decrease the lateral 

spatial resolution. Secondly the depth information is usually encoded and will be 

extracted by combining additional information in consecutive 2D frames, which 

leads to a low fault tolerance because the low quality of one 2D image would 

possibly make the whole 3D reconstruction highly difficult and misleading. Finally, 

advanced data analyses methods are necessary to recover 3D information from 2D, 

which is usually an over-constrained optimization problem. To summarize, evolving 

from 2D to 3D microscopy requires rigorous experimental design, fast data 

acquisition, and precise data analysis methods. All 3D microscopy techniques are 

designed following these three principles.  

Multiple depth reconstruction methods were proposed in super-resolution 

microscopy but have different performances as to complexity of the system design, 

data collection, spatial resolution in 3D, and depth detection range. Modern 3D 

super-resolution microscopies include but are not limited to multifocal plane 
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microscopy [22], astigmatic 3D detection using cylindrical lenses [23], and 

engineered PSFs using phase modulation [24] . Multifocal plane microscopy was 

developed by Raimund J. Ober and his co-workers. In this technique, multiple 

cameras are located at different focal planes so that the ensemble of multiple 2D 

images reconstructs the 3D spatial information. It is also necessary to calibrate the 

system between the focal planes in sample space and image space prior to data 

collection, which leads to a large complexity of the imaging system. Astigmatic 3D 

detection achieves depth detection with a relative convenient method by inserting a 

cylindrical lens in the light path after the tube lens, and encoding the depth 

information into single 2D image. The cylindrical lens breaks the symmetry of the 

imaging system, and the original Gaussian PSF becomes an elliptical Gaussian PSF, 

with the ratio between two axes encoding the depth of the emitter. The typical 

depth localization resolution could be ~40 nm with visible excitation light, while the 

drawback is that the detection range is small, usually restricted to 1 μm. 3D 

microscopy using phase modulation encodes depth information via PSF engineering 

methods. A representative phase modulation pattern was proposed and 

demonstrated in 2008 by Rafael Piestun at the University of Colorado Boulder [25]. 

Similar to astigmatic 3D detection, the shape of the PSF was modified and encoded 

with depth information of the emitter. Benefitting from a direct modulation on the 

phase information, the signal response to the emitter depth can be various and 

customized based on the need. Compared with the previous two techniques, this 

method is relatively simple as to the system complexity and has a large depth 
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detection range, usually several micrometers. Thus this technique will be the focus 

in this thesis.  

1.3. Phase modulation to encode depth information 

Fourier optics is the basis to understand how the depth information is 

encoded in the PSFs [26]. The Fourier transform can mathematically explain the 

process of a collimated light being focused at the focal plane after a lens. Light signal 

is focused at the focal plane and belongs to the spatial domain. The signal is 

decomposed into components of different frequency when transferred into the 

Fourier domain. Ideally the lens is infinitely large so that all frequency components 

would be collected and the signal would be reconstructed perfectly in the spatial 

domain. However, the lens usually has limited size and cuts off high frequency 

components, represented as a sampling function (Sinc function). The Fourier 

transform of such a signal leads to a spread of the sampling function instead of a 

delta function, of which the intensity is also known as the Airy disk. The Airy disk is 

usually fitted by a Gaussian distribution and the width is inversely related to the 

input dimension of the sampling function. The missing components of specific 

frequencies in the transmission are the direct cause of the diffraction limit, and any 

PSF response is determined by both the incident light and the optics composing the 

lightpath. Thus, to encode the depth information into PSFs, modifications should be 

made between sample space and detection space.  
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3D super-resolution microscopy using phase modulation essentially modifies 

the microscope response to depth by modifying the detection path. Existing 2D 

super-resolution microscopy has specific responses to emitters depth change, 

expanding in width as the emitters depth changes. Unfortunately this response 

encodes little depth information because the standard Gaussian PSFs spread quickly 

as the emitters go deeper, and the peak intensity drops dramatically so that it is 

easily submerged by noise and encodes little depth information [26]. Furthermore, 

when the emitter moves in the opposite direction by the same distance, the PSF 

values are theoretically identical, requiring the further complication that depth 

information is determined from a symmetric PSF response. To conclude, the 

microscopy response must be modified to generate a PSF that is able to uniquely 

encode depth information. Furthermore, to increase the SNR of the image, this 

modification should be direct modification of the phase of light instead of the 

amplitude. Amplitude modification is not ideal since the number of photons 

collected should not be lost in order to perform super-resolution microscopy which 

is highly dependent on photon budgets. Multiple phase modulation patterns and 

relevant applications will be discussed in this thesis in Chapter IV.   

1.4. Low temporal resolution in super-resolution microscopy 

Even though the spatial resolution has been improved rapidly in recent 

years, the temporal resolution in super-resolution microscopy remains slow to 

collect and therefore unsatisfactory in many chemical and biological studies [27]. 
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Many chemical and biological processes happen beyond the best existing temporal 

resolution of the system, and the observed experimental phenomenon is the 

ensemble effect with slow imaging rates [28]. To fully understand the mechanism 

behind the ensemble effect, the ‘probe’ should be smaller in the ‘time dimension’, 

which is the same with increasing spatial resolution. The temporal resolution of 

scientific detectors has a limitation, which introduces the tradeoff between the 

frame rate and overall SNR of an image. Similar to encoding the depth information, 

the temporal information can be also treated as an additional dimension and 

therefore be encoded and compressed into a slower device. Furthermore, this 

compression should be reversible, and guarantee the successful reconstruction with 

little information loss.  

1.5. Compressive sensing to encode temporal information 

Compressive sensing is a powerful data compression tool that is able to 

reconstruct the original signal with high precision and little information loss. As a 

result, it is a good candidate to encode the temporal information in super-resolution 

microscopy [29, 30]. Compressive sensing encodes the information with two steps, 

compressively sensing and decoding. It should be noted that the high resolution 

information is encoded during or prior to the data collection. An encoder with good 

dynamical properties is usually inserted in the detection path, such as in a DMD or a 

SLM. The temporal resolution of those encoder devices must be faster than the 

camera, and the final temporal resolution to be recovered would be no better than 
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that of the encoder [30]. Another important task for the encoder is to add some 

specific transformation to the high temporal resolution information. This is an 

important step because direct accumulation of time stream data will lead to the loss 

of the temporal information generated by encoder. 

 Sparsity is an important hypothesis to guarantee successful decoding in 

compressive sensing. Sparsity means most of the entries are zero or relatively small 

compared with non-zero entries. The sparsity hypothesis in compressive sensing is 

made directly to the original signal or the signal after some transformation, such as 

the wavelet transform or Fourier transform. Sparsity introduces an additional 

constraint in the optimization, the L1 norm constraint. Combined with the L1 norm 

constraint, the signal with high temporal resolution can be reconstructed. It should 

be highlighted that the signal is directly encoded and modified in the Fourier 

domain instead of the spatial domain in this thesis, which is one of the major 

contributions of this work to super-resolution or compressive sensing studies.  

1.6. Overview 

The overall contribution of this thesis is the discussion of the application of 

phase modulation to super-resolution microscopy. In Chapter II, the Fourier domain 

and 4f system basis are discussed and the notion of STReM is proposed. The 

information of high temporal resolution is encoded in the Fourier domain and 

compressed in the spatial domain. By employing an ADMM algorithm to analyze the 

compressed data, the final temporal resolution of the imaging system is improved 
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20 times compared with the native camera frame rate. In Chapter III, fast adsorption 

and desorption of α-lactalbumin on the Nylon 6,6 surface are studied using the 

proposed STReM system. A brand new desorption pathway is observed by collecting 

data with a high temporal resolution, STReM, in comparison to traditional 

microscopy techniques. In Chapter IV, a robust and generalized phase mask design 

method is proposed for encoding additional information on 2D images. Multiple 

phase mask patterns are proposed and demonstrated in both simulation and 

experiment to encode depth information from 2D images. Finally, future 

development of phase modulation is discussed in Chapter V. By combining the phase 

modulation in both depth and time, it is possible to simultaneously obtain 4D 

information of high resolution, which will definitely benefit single molecule and 

super-resolution studies in the future.  
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Chapter 2 

Super Temporal-Resolved Microscopy 

(STReM) 

2.1. Abstract 

 Super-resolution microscopy typically achieves high spatial resolution but 

the temporal resolution remains low. We report STReM to improve the temporal 

resolution of 2D super-resolution microscopy by a factor of 20 compared to the 

traditional camera-limited frame rate. This is achieved by rotating a phase mask in 

the Fourier plane during data acquisition and then recovering the temporal 

information by fitting the PSF orientations. The feasibility of this technique is 

verified with both simulated and experimental 2D adsorption/desorption and 2D 

emitter transport.  When STReM is applied to measure protein adsorption at a glass 

surface, previously unseen dynamics are revealed. 
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2.2. Introduction 

 Super-resolution fluorescence microscopy [4-6, 23, 31, 32] breaks the spatial 

diffraction limit at optical wavelengths, but the temporal resolution remains low 

compared to the timescale of many scientifically relevant processes [27, 33]. A 

typical spatial resolution of ~20 nm can be obtained by exciting a fractional subset 

of fluorescent emitters and localizing isolated PSFs [4-6]. However the temporal 

resolution is limited by the frame rate of the detector array. Dynamical processes 

occurring faster than the frame rate are integrated into the same exposure time 

window and thus appear identical in time. The temporal resolution thus limits the 

application of super-resolution microscopy to processes occurring at or slower than 

the acquisition time of a single frame [27]. 

Several approaches have been applied to capture fast events, including better 

sCMOS chips[34] and streak cameras [35], but these are either limited in temporal 

improvements or prohibitively expensive. New techniques in data compression and 

reconstruction such as compressive sensing [36-41] have also been proposed to 

improve both spatial and temporal resolution. However, in many of the current 

video compressive sensing techniques, a spatial light modulator (such as digital 

micromirror device [35, 42-44]) is used to encode the amplitude of the signal, but 

decreases the number of photons reaching the detector in most situations, which 

sacrifices spatial resolution [22, 45, 46].  

In this work, we report Super Temporal-Resolved Microscopy, STReM, to 

improve the temporal resolution by as much as 20 times faster than the camera 
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frame rate. STReM is achieved by employing a rotating DHPM. Traditionally, a static 

DHPM [25] is used to achieve super-resolution in 3D [47-50] wherein the depth 

information of each emitter is encoded in the orientation of the resulting DH PSFs. 

Phase mask techniques are increasingly used in imaging biological structures [51-

54] and single particle tracking [55, 56] because they are relatively simple and 

affordable to implement and return low 3D localization uncertainty. In the current 

application, the DHPM is rotated with a controllable angular speed, and the resulting 

DH PSF orientation instead encodes the temporal information. Information of fast 

2D dynamics is compressed into each camera frame at the longer integration time 

and then reconstructed by either single PSF fitting or ADMM recovery algorithm [29, 

38, 57, 58]. As we will show, by recovering the signal using an L1 norm constrained 

ADMM algorithm we recover the trajectory closer to the ground truth compared 

with a traditional least squares approach that produces numerous artifacts. L1 norm 

constrained minimization favors a sparse result; thus, it is able to extract the correct 

information and depress artifacts from the background noise. In addition, only 

around 10% of photons are lost during the data encoding as a result of the 

transparency of the DHPM [59], allowing both high time resolution and high 2D 

spatial resolution.   



 31 
 

2.3. Experimental setup 

2.3.1. Optical setup and samples 

Figure 2.1 shows the experimental setup of STReM. Carboxylate-modified 

polystyrene 100 nm beads (orange fluorescent, max abs/em: 540/560 nm, 

Invitrogen) were diluted by a factor of 1:1000 from stock concentration in HEPES 

buffer (GIBCO, 10 mM, PH = 7.3). The probe molecule, α-lactalbumin was labeled by 

the Willson group at the Department of Chemical and Biomolecular Engineering, 

University of Houston. Each α-lactalbumin was labeled by three Alexa 546 

molecules. In the experiments the α-lactalbumin protein is diluted to 10 nM in 

water. Detailed labeling methods can be found in our previous publication [13]. The 

fluorescent samples were excited by a 532 nm laser (Coherent, Compass 315M- 

100SL). The fluorescent signal was collected through a 1.45 NA, 100×, oil-immersion 

objective (Carl-Zeiss, alpha Plan-Fluar) imaged by a scientific CMOS camera 

(Hamamatsu, ORCA- Flash 4.0). We used 2 by 2 binning of the sCMOS pixels when 

collecting the data. The fluorescent samples were excited with TIRF with a 

penetration depth of ~ 85 nm [60]. Fluorescent emitters were imaged at the 

intermediate image plane and then converted into the Fourier domain by a 75mm 

lens in a 4f configuration (Figure 2.1). The signal was then encoded in the Fourier 

domain with a phase mask (Double Helix LLC, Double Helix PSF phase mask) 

converting the PSFs to a DH shape. The two lobes of the DH PSF are very close in 

shape and the centers of the two lobes correspond to the lateral position of the 
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emitter. The phase mask was mounted on a motorized rotary mount (QIOPTIQ, 

Rotary Mount with Servo Motor), with the rotation speed controlled by an input DC 

voltage and monitored by a light reflective barrier (QIOPTIQ, Photo Sensor for 

Rotary Mount). The output signal was collected by an oscilloscope to measure the 

rotation speed. The encoded signal was then projected by a second 4f lens on a 

sCMOS camera (2048 × 2048 pixel) operated at 100 fps. 

 

Figure 2.1 – Experimental setup of STReM. The sample is excited in TIRF mode 

with a 532 nm laser. A phase mask is installed on a rotary mount in the 4f 

system to modulate the phase in the Fourier domain. The sample is finally 

imaged at the 2nd image plane.  

2.4. Results and discussion 

By rotating the DHPM and the subsequent reconstruction, it is possible to 

temporally resolve processes occurring faster than the camera frame rate, such as 

reversible, transient adsorption of fluorescent emitters. A fluorescent emitter has a 

Gaussian PSF without a DHPM, which becomes a DH PSF (Figure 2.2a,b) when a 
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static DHPM is installed in the 4f system [61]. If the emitters stay in one plane, the 

orientation between the two lobes of the DH PSF will not change with a static DHPM. 

Meanwhile the two lobes of the PSF rotate synchronously when the DHPM is 

physically rotated (Figure 2.2c). To make sure that the time is uniquely labeled by 

the PSF orientation, the DHPM is rotated 180 degrees within one camera exposure 

time. In the simulated experiments with a static DHPM, multiple emitters adsorb on 

the object plane but at different times. The recorded DH PSFs are orientated 

identically (Figure 2.2d), providing similar information to Gaussian PSFs. By 

rotating a DHPM, all the observed PSFs still have two Gaussian lobes because only a 

transient moment (~0.5 ms out of 100 ms exposure time) is recorded, but the 

orientation of each PSF now expresses the arrival time (Figure 2.2e). The variation 

in PSF orientations recorded within one frame indicates emitters arriving at the 

substrate at different times. By fitting the DH PSFs with lateral positions and 

orientations, both spatial and temporal information are extracted.  
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Figure 2.2. STReM is demonstrated for reversible adsorption. (a) Cartoon of 

imaging reversible adsorption of fluorescent emitters. (b) A DH PSF is 

observed with a static DHPM in the Fourier plane and the camera at the 2nd 

image plane. (c) The PSF orientation changes when the DHPM is rotated. (d, e) 

Simulated frames of reversible adsorption imaged with a static vs. a rotating 

DHPM, respectively. The image pixel size is 172 nm; the camera exposure time 

is 100 ms; the residence time of all emitters ranges from 0.5 ms to 1 ms. The 

DHPM is rotated at 300 rpm. The crosses denote the lateral positions of the 

emitters and the color denotes arrival time. (f, g) Experimental frames of 

orange bead reversible adsorption on glass, collected with a static DHPM and 

rotating DHPM (Supplementary Videos 2 and 3) respectively. Laser power is 

0.52 KW/cm2. The camera exposure time is 5 ms in (f) and 100 ms in (g), with 

DHPM rotation at 300 rpm in (g). Scale bar = 1 µm. 

STReM is also demonstrated experimentally with reversible adsorption of 

fluorescent beads on a glass coverslip (Figure 2.2f-g). Fluorescent beads (100 nm 

diameter, orange fluorescent, Invitrogen) in water are imaged in Total Internal 

Reflection Fluorescence (TIRF) mode so that only adsorption at the glass/water 

interface is observed. The raw image in Figure 2.2f was collected with a static 

DHPM. All of the corresponding PSFs are orientated in the same direction, which is 

consistent with the simulation in Figure 1d for uniplanar adsorption. In Figure 2.2g 

the temporal information is encoded by rotating the DHPM at 300 rpm. The 

recorded PSFs in Figure 2.2g are all at different orientations, denoting different 

arrival times during one frame. From simulated error analyses, we demonstrate a 

temporal resolution of ~5 ms for the measurement of bead adsorption dynamics 

with a camera exposure time of 100 ms.  
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Figure 2.3: Imaging Alexa 546 labeled α-lactalbumin (Supplementary 

Information) adsorption on SiO2 surface. (a) Cartoon of α-lactalbumin 

adsorption on a glass coverslip. (b) Single frame image of a single adsorbed α-

lactalbumin protein with 100 ms exposure time in standard collection 

geometry. (c) Single frame STReM image of an adsorbed α-lactalbumin 

molecule with rotating DHPM. The camera exposure time is 100 ms and the 

rotational frequency of the DHPM is 300 rpm. The red cross marks the central 

position of the 2D Gaussian fit for this molecule. Extracted surface residence 

time in (c) is 𝟓𝟓 ± 𝟏𝟎 𝒎𝒔 (Supplementary Information). Scale bar = 1 µm. (d, e) 

Surface residence time distribution of α-lactalbumin on glass without (d) and 

with STReM. (e) The red curve in (d) is fit to a single exponential and the 

average surface residence time is 𝟎. 𝟐 ± 𝟎. 𝟏 𝐬. The red curve in (e) is fit with a 

single exponential rise and a single exponential decay. The fitted rise time 

constant is 𝟎. 𝟎𝟒 ± 𝟎. 𝟎𝟏 𝐬 while the decay time constant is 𝟎. 𝟐𝟖 ± 𝟎. 𝟎𝟏 𝐬. 



 36 
 

STReM can also be used to extract surface residence times even when the 

adsorption rate constants are long with respect to the rotational frequency of the 

DHPM (Figure 2.3a), as can occur with protein adsorption to a glass coverslip. The 

data shown in Figure 1 occur when both adsorption and desorption occur fast in 

comparison to the rotational frequency of the DHPM. When slower desorption is 

imaged with STReM, the resulting PSFs are arc-shaped, with the arc-length related 

to surface residence time. In our experiments, Alexa 546 labeled α-lactalbumin was 

diluted to the nano-molar regime in water and was placed on a plasma-cleaned glass 

slide. It has been observed that protein interfacial transport is complicated and 

often subdiffusive due to intermittent surface interactions that depend strongly on 

both substrate and protein chemistry [62, 63]. For these proof-of-concept 

experiments the α-lactalbumin-glass interaction is chosen because it has been 

previously shown to be dominated by free diffusion with negligible sub-diffusion 

[64], in order to demonstrate the ability of STReM to quantify rare, fast 

adsorption/desorption events. The α-lactalbumin-glass interaction is indeed 

dominated by un-detectible free diffusion with only rare adsorption/desorption 

events. Figure 2.3b shows one frame of α-lactalbumin adsorption on a glass 

coverslip with 100 ms camera exposure time. The surface residence time within this 

frame is regarded to be 100 ms, because it is restricted by the camera exposure 

time. In Figure 2.3c the adsorption and desorption of α-lactalbumin proteins are 

imaged with STReM. The PSF with two arcs are fit [65] and the length of arcs shows 

that the surface residence time in the frame is 55 ± 10 ms, a higher resolution than 
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the camera exposure time. Because of the small size of the proteins (3 nm in 

diameter) [66], the effect of protein rotational motion on the signal is negligible. 

Moreover, the estimated diffusion coefficient of the protein in solution is 

~ 173 µm2s−1  [64], therefore, fast diffusion in the bulk solution does not 

significantly influence the collected signal.  

The ability to quantify a broad range of adsorption and desorption rate 

constants is important to multiple applications [13, 67-70]. For example, reversible 

adsorption/desorption of proteins at interfaces is crucial to protein separations [71, 

72].  Recent work by our group and others has shown the promise of applying single 

molecule methods to link mechanistic detail about protein adsorptions to 

macroscale separations [13, 73-76]. However, the Schwartz group has pointed out 

that one barrier to broad application of this link is the inability to measure 

adsorption dynamics faster than traditional camera frame times [28]. The 

adsorption kinetics of α-lactalbumin on a glass slide are compared without and with 

STReM (Figure 2.3d, e). The adsorption dynamics were first determined using 

published 2D event analysis algorithms [77]. As shown in Figure 2.3d, the surface 

residence time distribution follows a single exponential decay, with decay time 

constant 𝜏 = 0.2 ± 0.1 s. Such a decay supports that desorption of α-lactalbumin 

follows first order kinetics. However, upon the application of STReM (Figure 2.3e), 

the higher temporal resolution reveals more complex dynamics that exhibit a rise-

and-then-decay behavior. Although such a mechanistic examination is beyond the 
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scope of this communication, our preliminary findings clearly demonstrate that 

STReM makes it possible to mine a range of interfacial processes for new details.   

 

Figure 2.4: STReM resolves fast 2D transport by combing with an ADMM 

recovery algorithm. (a) Cartoon showing the simulation trajectory. A 

fluorescent emitter is simulated moving in a cosine wave constrained to the 

2D plane of the surface (to simulate observation on a TIRF microscope). (b, c) 

Simulated and experimental frames of 2D transport without a DHPM. The 

ground truth time-resolved trajectory is plotted in (b) and the recovered 

trajectory is plotted in (c). (d, e) Simulated and experimental frames of 2D 

transport with a static DHPM. The crosses denote the recovered super-

resolved 2D spatial positions. (f, g) Simulated and experimental frames of 2D 

transport with a rotating DHPM. The trajectory is plotted by connecting each 

recovered position adjacent in time. The real movements in (b, d, and f) are 

the same. In (c, e, and g) the sample motions are made by lateral translations 

of a fluorescent bead on a glass cover slip, with variable translation direction 

and speed. The camera exposure time is 100 ms. (h, i) Recovered trajectories 

of 2D transport with L2 norm constraint for both simulated and experimental 

data. Note lack of sparseness in recovered data using L2 norm constraints. 

Scale bar = 1 µm. 

Finally, we show that 2D transport can be resolved with both high spatial and 

temporal resolution (Figure 2.4) using STReM in combination with a convex 
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optimization algorithm, ADMM. A motion-blurred trajectory is generated if a 

fluorescent emitter moves in the x-y plane within the camera exposure time (Figure 

2.4a). Extracting real emitter positions is often difficult with traditional methods, 

especially if the PSFs overlap within each frame. Figure 2.4b, d, and f are simulated 

frames of a fluorescent emitter moving along a cosine wave trajectory. In Figure 

2.4b, the motion-blurred image is overlain with the ground truth trajectory labeled 

by the colored crosses. The trajectory with a static DHPM is recovered with the 

ADMM algorithm, one of the advanced localization methods to analyze aggregated 

super-resolution data [38, 40, 78]. The ADMM algorithm is chosen because it 

converges at fast speed due to the closed-form expression in each iteration. Also, the 

ADMM algorithm requires less memory than methods such as the primal-dual 

interior-point method [29]. Without the ADMM algorithm the raw image to be 

analyzed is usually constrained in size to 10 by 10 pixels per analysis iteration [39, 

40]. 2D super-localization is possible with a static DHPM, but the temporal 

resolution is still the camera exposure time (Figure 2.4d). When the DHPM is 

rotated, simultaneous super spatiotemporal resolution is achieved with ADMM 

algorithm (Figure 2.4f). By running 1000 Monte Carlo simulations of different 2D 

directed transport, the temporal resolution is demonstrated to be improved ~20 

times better than the camera frame rate without compromising the spatial 

resolution of emitter localization.   

STReM with ADMM is used to extract 2D localization either with a standard 

Gaussian PSF or with the DH PSF of the same orientation. In both cases, dynamic 
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information is already lacking in the collected raw images. The encoded time 

information is extracted in Figure 2.4g by applying ADMM to solve an L1 norm 

constrained optimization problem to a rotating DHPM. With an L2 norm constrained 

ADMM algorithm, numerous artifacts deviating from the ground truth appear in 

Figure 2.4h, i. When generating a trajectory by connecting points adjacent in time, 

the artifacts generate large errors, which could be avoided by applying the L1 norm 

constraints.  

Several potential methods will help to improve the temporal resolution of 

STReM. The temporal resolution for the simulations and measurements shown here 

is ~5 ms, determined by the fitting error and the intrinsic error. Further 

improvement is possible by rotating the DHPM faster, as long as the SNR is high 

enough and the camera exposure time can be tuned to match half of the rotation 

period. The photon budget is an important concern, especially when a single dye is 

used, due to its lower signal to noise ratio (SNR) compared to analytes with multiple 

emitters. Monte Carlo simulations comparing the effect of decreasing SNR on the 

temporal resolution provide insight on the useful range and limitations of STReM. 

The simulations show that above SNR = 2, the temporal resolution improvement is 

maintained. Further simulations evaluate the temporal resolution as a function of 

the dynamics of the fluorescent emitters and rotational rate of the DHPM. Thus, it 

would help to push the limitation of the temporal resolution of STReM by increasing 

the number and brightness of the probe molecules. Finally, although we 

demonstrate here that the combination of signal enhancement and L1 norm 
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constraint optimization can fit the simulated and experimental results well, it is 

expected that future advanced image processing techniques will further improve the 

temporal resolution.  

2.5. Error Analyses 

2.5.1. Simulations for fast adsorption/desorption and 2D transport 

Simulated experiments were conducted to estimate fitting errors of PSF 

orientation in fast adsorption/desorption experiments and 2D transport. In the 

simulation of fast adsorption/desorption, the emitter is assumed to arrive at the 

substrate at different times that follow a uniform 

distribution 𝑃(𝑇) =  𝑇 100⁄  ms, 𝑇 ∈ [0,100 ms). The surface residence time is short, 

ranging from 0.5 ms to 1 ms. The 2D lateral positions of the adsorption sites are 

randomly chosen following a uniform distribution. The appearance time of the 

emitter is obtained by fitting the orientation of the DH PSFs with the modified single 

molecule identification program[77]. In the simulation of 2D directed transport 

experiments, the emitter trajectory follows the 2D spatial distribution at different 

times as below:  

𝑃(𝑋) =  𝑋 (2 ∙ 𝑋𝑚)⁄ , 𝑋 ∈ [−𝑋𝑚, 𝑋𝑚), 𝑋𝑚 = 0.28 pixels 

𝑃(𝑌) =  𝑌 (𝑌𝑚)⁄ , 𝑌 ∈ [0, 𝑌𝑚), 𝑌𝑚 = 0.55 pixels 

Each emitter is assumed to emit 200 photons per 1 ms and the background 

noise is simulated as a Poisson distribution of different mean value based on the 
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corresponding SNR (SNR ranging from 2 to 20). It should be pointed out that the 

orientation variation caused by the TIRF excitation mode is not considered in the 

simulation. Since the final uncertainty of the temporal information is composed of 

the fitting error and the systemic error, they should be calculated separately. 

2.5.2. Application of Compressive Sensing to super-resolution localization 

Compressive sensing is a signal processing technique that stores and 

recovers high resolution signals from low resolution signal sources. In compressive 

sensing, signals to be dealt with are sparse, which means most elements of the 

signals are zero or relatively small compared to non-zero elements. A small number 

of key coefficients (the non-zero elements) are able to characterize the signal. By 

only recording the key coefficients, the data size decreases dramatically with the 

compressive sensing techniques. When recovering signals with compressive 

sensing, the goal is to determine those key coefficients from the measured signal. 

The non-sparse signal can also have sparse representation after a transformation 

such as a Fourier or wavelet transform.  

𝑦 = 𝐴𝑥 

Equation 2.1 – domain transformation 

In super-resolution microscopy the compressive sensing problem is 

expressed as Equation (2.1), in which 𝑦 denotes the encoded raw images collected in 

experiment; the measurement matrix 𝐴 records the raw images in which all the 
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possible molecule positions may exist; and 𝑥 denotes the vectorised real molecule 

positions to be recovered in high spatial resolution. In super-resolution microscopy 

the recovered signal 𝑥 is sparse in the spatial domain so that compressive sensing 

can be directly applied to improve the spatial resolution[40]. Compressive sensing 

reconstructs the signal by solving the L1 norm constrained minimization problem 

shown in Equation (2.2).  

          min  ∑ |𝑐i𝑥i|i , 𝑠. 𝑡. ∑ |(𝐴 ∗ 𝑥)i − 𝑏i|
2

𝑖 < 𝐷 𝑎𝑛𝑑 𝑥 ≥ 0 

Equation 2.2 – L1 norm constrainted problem 

In Equation (2.2) 𝑥i and (𝐴 ∗ 𝑥)i denote the ith element in vector 𝑥 and 𝐴 ∗ 𝑥; 

∗  denotes the convolution operation; 𝑏i denotes ith element in measurement 𝑏; 𝐷 is 

a threshold related to the noise level; 𝑐i is the weight coefficients. By applying the L1 

norm constrained minimization the recovery rate is high and over-fitting problems 

are avoided.  

2.5.3. Alternating direction method of multipliers (ADMM) algorithm  

The ADMM algorithm can be applied to solve convex optimization problems, 

such as L1 norm constrained optimization. It converges at fast speeds by 

decomposing the original problem into several segmented optimization problems. 

The localization problem in super-resolution microscopy can be solved by the 

ADMM algorithm with a high recovery rate and low over-fitting. The raw image is 
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represented as the convolution between the PSF and the emitter positions in 

Equation (2.3):   

        𝑦 = 𝐴 ∗ 𝑥 

 Equation 2.3 – Image convolution with kernels 

where 𝑦 and 𝑥 are the raw image in low resolution and the emitter position to be 

recovered in high resolution respectively. ∗  denotes the convolution operation. 

Spatial localization with ADMM sets 𝐴 as a 2D or 3D matrix that contains a series of 

PSFs in 2D or 3D space. In STReM, however, 𝐴 contains PSFs not only at different 2D 

spatial positions, but also PSFs at different times. The PSFs are generated by 

simulating the DH phase mask at different orientations, which corresponds to 

different times. Twenty one DH PSFs of varying orientations build up the 

measurement matrix in STReM.  

To localize the emitter in high precision, 𝑥  is reconstructed by the 

‘deconvolution’ of 𝑦 with 𝐴 through the L1 norm minimization problem in Equation 

(2.4). 

                        min  ||𝑐i𝑥i||1 , 𝑠. 𝑡. ||(𝐴 ∗ 𝑥)c − 𝑦||2
2 < 𝐷 𝑎𝑛𝑑 𝑥 ≥ 0  

Equation 2.4 – L2 norm constrained problem 

in which (∙)c corresponds to the central layer among the 3D resulting frames and 𝐷 

is a threshold on the error. Directly solving the problem in Equation (2.4) is slow 
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and requires significant computational resources. The ADMM algorithm simplifies 

the problem by decomposing the optimization problem and the final optimization 

problem is expressed in Equation (2.5):  

  𝑚𝑖𝑛.  
1

2
‖𝑦 − 𝑢0‖2

2 + 𝜆‖𝑢1‖1 +
𝜇

2
‖𝑢0 − 𝐴 ∗ 𝑥 − 𝜂0‖2

2 +
𝜈

2
‖𝑢1 − 𝑥 − 𝜂1‖2

2  

Equation 2.5 – Augmented Lagrangian.  λ, µ and 𝝂 are relaxation parameters 

and we use 𝝀 = 𝟎. 𝟎𝟎𝟓, µ = 𝟏, 𝐚𝐧𝐝 𝛎 = 𝟐𝟎; 𝜼𝟎, 𝜼𝟏, 𝒖𝟎 and 𝐮𝟏 represent the 

simplified optimization problem of solving 𝒙 from Equation (4.4).  

2.5.4. The inapplicability of traditional video Compressive Sensing to 

super-resolution microscopy 

Video Compressive Sensing in traditional photography is experimentally 

implemented in the spatial domain mostly using a spatial light modulator, such as a 

DMD. In a DMD, two states, “on” and “off”, are available by reflecting the incident 

light in two different directions, of which only signal from one of them are collected 

by a photon detector. The DMD is then applied to build up a random binary matrix 

composed of “zeros” or “ones”. The random binary matrix is demonstrated to be 

incoherent with most of the bases. The incoherence allows sufficient encoding 

during data collection and stable recovery of the original image [79]. However, half 

of the photons are blocked when building the binary random matrix, which leads to 

low photon efficiency. The number of photons collected by a photon detector is 

closely related to the spatial localization accuracy in microscopy [22, 45]:  

                    𝜎2𝑑 =
𝐶

√𝑁
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Equation 2.6 – Spatial resolution and photon number 

in which 𝑁 denotes the number of photons collected by the camera and 𝐶 is a 

constant related to the microscope. Therefore, the installation of a DMD sacrifices 

spatial resolution thus inhibiting applications to super-resolution microscopy. 

2.5.5. Definition of temporal resolution in STReM 

The temporal resolution of STReM is defined as the uncertainty of fitting the 

orientation of corresponding DH PSFs, which is comprised of the fitting error and 

the systemic error: 

𝑡b = 𝑇 × √𝑒𝑟𝑟fit
2 + 𝑒𝑟𝑟in

2  

Equation 2.7 – Best time resolution in STReM 

𝑒𝑟𝑟fit =
𝑒𝑟𝑟or

180
 

Equation 2.8 – Fitting error of time in STReM 

in which 𝑡b denotes the temporal resolution; 𝑇 denotes the camera exposure time, 

𝑒𝑟𝑟in denotes the intrinsic error term, 𝑒𝑟𝑟fit denotes the fitting error in time, and 

𝑒𝑟𝑟or denotes the fitting error in DH PSFs orientation by single PSF fitting or ADMM 

algorithm.  
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The fitting error in the temporal domain was obtained from Monte Carlo 

Simulations for both transient adsorption/desorption experiments and continuous 

2D transport of fluorescent emitters (Figure 2.5). In the simulation of fast dynamics 

the emitters randomly adsorbed and desorbed on the surface at different times, 

producing a SNR of 10. The arrival time of each emitter was recovered by fitting the 

orientation of DH PSF. The fitting error of fast dynamics is ~2.0 ms (Figure 2.5 a) 

out of 100 ms camera exposure time. In the simulation of directed 2D transport the 

emitter was moved along a line with different speed. Both the spatial and temporal 

information are recovered with the ADMM recovery algorithm. The fitting error is 

~2.4 ms in time and 65 nm in spatial (Figure 2.5 b, c).  

 

Figure 2.5 The fitting errors of fast adsorption/desorption experiments and 

motion-blurred trajectories with ADMM algorithm from 1000 Monte Carlo 

simulations. The standard deviation of the error distribution in time for single 

DH PSF fitting (a) and ADMM (b) are ~2.0 ms and ~2.4 ms respectively. The 

spatial error with ADMM is shown in (c) with the standard deviation being 65 

nm.  
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The laser intensity distribution along the z direction in TIRF excitation mode 

follows an exponential decay, resulting in the fact that depth information cannot be 

completely excluded. Therefore the PSF orientation can also change as a result of 

different emitter depth, which has an effect on the time detection. The width of the 

depth distribution with a static DHPM serves as the control to determine systemic 

error present in STReM. To measure the systemic error 1000 frames, 512×512 pixel, 

of fluorescent beads were collected in TIRF excitation mode with a static phase 

mask. The PSFs are orientated slightly differently as a result of the depth variation 

of the emitters. The orientation of the PSFs is obtained by fitting the two lobes and 

then determining their centers for lateral localization. Figure 2.6a plots the CDF of 

the PSF orientations from 1000 experimental frames (in blue) and the fitting curve 

(in red) with an exponential distribution. Figure 2.6b plots the probability 

distribution function of the PSF orientations and fitting curve based on the fitting 

result of CDF. The standard deviation of the orientation distribution from the 

experimental results is ~8 degrees out of 180 degrees, corresponding to the error in 

time being ~4.5% of the camera exposure time.  
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Figure 2.6 Systemic error analysis. (a) The cumulative distribution functions 

(CDF) of DH PSF orientation from 1000 experimental frames with static phase 

mask and fitting curve with exponential decay model. The 1/e error is ~8 

degrees out of 180 degrees, corresponding to the intrinsic error of STReM, 

~5% of the camera exposure time. (b) The probability density function (PDF) 

of the same events in (a). The red curve fits the PSF orientation distribution 

with an exponential decay model. 

When the camera exposure time is 100 ms, the temporal resolution was then 

calculated to be ~5 ms for fast adsorption/desorption and ~5 ms for directed 2D 

transport, which leads to a temporal improvement of 20 times in comparison to the 

camera frame rate.  

2.5.6. The temporal resolution limit of STReM 

The temporal resolution can be improved by increasing the camera frame 

rate as long as the frame rate matches the rotation speed of the rotary mount. From 

Equation (2.7), the camera exposure time has a direct impact on the temporal 

resolution. Hence shorter exposure times lead to improved temporal resolution. 

Moreover, the fitting error decreases when using a shorter camera exposure time. 

Traditionally, increasing the camera exposure time improves the SNR of 

immobilized emitter linearly. However, the signal of a fast moving emitter is not 

enhanced even when the camera exposure time is increased, which is caused by the 

fact that the photon intensity on each camera pixel does not change. At the same 

time, the background noise increases with longer integration time. Hence a shorter 
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camera exposure time (T) leads to better SNR and a higher temporal resolution for 

the same emitter movement.  

 

Figure 2.7 Temporal resolution of STReM for emitters with different SNR and 

moving velocities, and varying rotational speed of the DHPM calculated by 

Monte Carlo simulations. (a) The fitting error from simulated fast 

adsorption/desorption experiments. (b) The fitting error from simulated 2D 

transport experiments with ADMM recovery algorithm. The red dashed line 

indicates a cutoff for the fitting algorithm. (c) The temporal resolution of 

STReM for emitters of different translational velocities. The red line indicates 

a cutoff for the STReM for the simulated emitter. The cutoff can be pushed 

towards a higher moving speed with a brighter dye molecule. (d) The 

temporal resolution of STReM for different rotation speed of DHPM. The 

rotation speed was normalized by 300 rpm. The camera exposure time in (a) – 

(d) was 100 ms. 
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Emitters with slower movement speed can be resolved with higher temporal 

resolution. Each single camera pixel captures fewer photons when the fluorescent 

emitter moves faster, which decreases the SNR. Figure 2.7a plots the temporal 

resolution of STReM when capturing 2D emitter transport with different movement 

speeds from simulations. In the simulation each emitter is assumed to emit 3,000 

photons per millisecond and Poisson noise (𝑣𝑎𝑟 = 1500) is added to each frame. 

The fitting error is combined with the systemic error to calculate the temporal 

resolution. The results show that faster emitters are difficult to capture and the 

temporal resolution decreases, which is consistent with the knowledge in 

traditional microscopy.  

STReM can still encode time information when the phase mask rotates less 

than 180 degrees within one camera exposure time, but the temporal resolution will 

decrease. As discussed previously, the DHPM is rotated 180 degrees within each 

camera exposure time to keep the monotonic relationship between the orientation 

of the DH PSFs and the corresponding labeling time. In fact the monotonic 

relationship still exists when the rotation range of the DHPM is smaller than 180 

degree. The temporal resolution decreases as the DHPM rotates slower, as shown in 

Figure 2.7b. The decrease of temporal resolution at slow rotation speed can be 

explained by the coherence of the measurement matrix in compressive sensing, 

which is a metric to test the recovery result. To easily understand the coherence, it 

measures the largest similarity between PSFs at different times and is calculated 

through:  
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𝑀 = 𝑚𝑎𝑥1≤𝑖≠𝑗≤𝑚|𝑎i
H𝑎j| 

Equation 2.9 – Coherence between two matrices 

in which 𝑎i and 𝑎j denote columns in the matrix; ‘H’ means conjugate transpose 

operation. Larger coherence corresponds to a tougher requirement to recover the 

signal. The coherence between PSFs of different orientation (different time) is larger 

if the DHPM rotates slower. Hence the temporal resolution drops with slower DHPM 

rotation speed.  

2.5.7. Arc-shaped PSF analysis 

The length of the arc-shaped PSF is fitted to precisely extract the surface 

dwell time of emitter adsorption. For an arc-shaped PSF as shown in Figure 2.8, it is 

equivalent to fit the starting and ending orientation of the two arcs. Using a hard 

threshold based on the pixel intensity of the PSFs barely reaches the ground truth. 

In our fitting method, data is fitted by maximizing the following objective function:  

𝐹 =  
|𝐸(𝐼a1) − 𝐸(𝐼a2)|

√
1

𝑙a1
+

1
𝑙a2

 

Equation 2.10 – Single metric for arc separation 

in which 𝐼a1 and 𝐼a2 denote the intensity of two regions that are divided by the fitting 

orientation lines; 𝐸(∙) denotes the expected value; 𝑙a1 and 𝑙a2 denote the lengths of 
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two divided regions and the summation equals to half of the perimeter. Basically, 

large intensity difference between two divided regions implies higher probability to 

reach the real fitting of the arcs. However only referencing the intensity difference is 

not enough for us to obtain the ground truth fitting. In some situations the result 

deviates considerably from the ground truth when the value on several pixel values 

is extremely large or small, caused by the fluctuation of photon counts. To avoid this 

situation, we further refined the objective function by multiplying a weight factor. In 

the situation in which one fitting region is extremely large (𝑙a1 is large) while the 

other one (𝑙a2) is very small, the weight factor becomes small and the corresponding 

fitting result is suppressed. A 2D map of the objective function value is plotted in 

Figure 2.8c. The starting and ending of the arcs then can be fitted by localizing the 

largest value on the 2D map, with the final result in Figure 2.8b. By running 1000 

Monte Carlo simulations, the error of fitting the arc-shaped PSF is plotted in Figure 

2.8d. When combined with the systemic error, the error to determine the surface 

dwell time is ~10 ms.  
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Figure 2.8 The fitting of arc-shaped PSFs and error analysis. (a) Raw 

experimental data of α-lactalbumin adsorbed on clean coverslip. (b) The 

length fitting of arc-shaped PSF. Scale bar = 1 µm. (c) The objective function 

value in a 2D map with different starting and ending orientations of the arc. 

Highest value of the objective function corresponds to orientation of 

separating two arcs. (d) Fitting error in time of arc-shaped PSF from 1000 

Monte Carlo simulations. The standard deviation error of fitting the arc-

shaped PSF is ~9.4 ms out of 100 ms exposure time. 

2.5.8. L2 norm constraint 

The L1 norm constrained objective function guarantees the precision of 

recovery result for fast 2D transport trajectory. L1 norm optimization minimizes the 

L1 norm (absolute value) of the objective function, which results in the sparsity 

being minimized. The L2 norm is also widely used in data analysis and image 

processing, in which the mean squared value of the objective function is minimized. 
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In order to demonstrate the superiority of L1 norm minimization for our method, we 

applied the L2 norm in our data analysis. The recovered trajectory using a L2 norm 

constraint is shown in Figure 2.9a, b. Figure 2.9a contains numerous artifacts, which 

cause errors when connecting the spots that are adjacent in time. More importantly, 

the recovered trajectory is not super-resolved spatially, with multiple recovered 

spots surrounding the group truth position. This is caused by the fact that the L2 

norm minimization tries to minimize the energy of the system: the system prefers 

the solution that contains aggregated points of low intensity rather than the single, 

sparse recovery result of high intensity. By connecting the aggregated points that 

are also close in time, it forms an incorrect wobbling trajectory, as shown in Figure 

2.9c. The recovery result from L2 norm minimization deviates from the ground 

truth, while L1 norm minimization provides a solution to approach the sparse result. 

By comparing the recovery rate (true recovery / total recovery) and false negative 

rate (wrong recovery / total recovery) with both L1 and L2 norm constraint, it is 

clear that L1 norm constraint provides a more stable and precise recovery result.  
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Figure 2.9 Recovered results of simulated 2D motion blurred trajectories with 

L2 norm constraint. (a) The recovery results of 2D motion blurred trajectories 

with L2 norm constrained optimization. The results of L2 norm optimization 

contain numerous artifacts, as expected. (b) Recovered time trajectory by 

connecting points adjacent in time. (c) Incorrect wobbling trajectory 

generated from L2 norm minimization from the highlighted region in b. Scale 

bar = 1 μm. 

 

2.6. Conclusion 

In this work we report STReM, in which the temporal resolution is enhanced 

by rotating a DHPM within a 4f system. It is worthwhile to note that the STReM 

method could also be implemented in any optical setup capable of encoding time 

information in the PSF such as those with spatial light modulators [61, 80]. The 

kinetic study of α-lactalbumin adsorption on a glass coverslip demonstrates that 

new dynamics are revealed when STReM is used to measure protein adsorption to a 

glass coverslip. STReM, in combination with ADMM, is demonstrated to recover 

accurate positions from both simulated and experimental data in the recovery of 

transient adsorption/desorption dynamics and fast 2D transport. The temporal 

resolution is improved about 20 times compared with the temporal resolution of 

conventional data collection.  
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Chapter 3 

Super-temporal resolved microscopy 

reveals multistep desorption kinetics 

of α-lactalbumin from nylon 

3.1. Abstract 

Insight into the mechanisms driving protein-polymer interactions is 

constantly improving due to advances in experimental and computational methods. 

In this work, we used super-temporal resolved microscopy (STReM) to study the 

interfacial kinetics of a globular protein, α-lactalbumin (α-LA), adsorbing at the 

water-nylon 6,6 interface. The improved temporal resolution of STReM revealed 

that residence time distributions involve an additional step in the desorption 

process. Increasing the ionic strength in the bulk solution accelerated the 

desorption rate of α-LA, attributed to adsorption-induced conformational changes. 
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Ensemble circular dichroism (CD) measurements were used to support a 

consecutive reaction mechanism. Without the improved temporal resolution of 

STReM, the desorption intermediate was not resolvable, highlighting both STReM’s 

potential to uncover new kinetic mechanisms and the continuing need to push for 

better time and space resolution. 

3.2. Introduction 

Controlling protein-polymer interactions is important for drug delivery, 

biocompatible implants, and protein separations [81-85]. Protein-polymer 

interactions are a challenge to study because both the protein and polymer are 

macromolecules that can exhibit dynamic structures [86-89]. Single molecule 

fluorescence spectroscopy is well suited for studying such interactions as well as 

other heterogeneous and dynamic processes [90-94]. Advances in super-localization 

methods allow for further improvements in identifying complicated kinetics hidden 

in macroscopic measurements [13, 95, 96], while achieving a spatial precision of 

tens of nanometers [4-6, 28, 75, 97-101]. 

Although constant progress is made in ultra-sensitive photon detectors, one 

area for improvement is temporal resolution because a trade-off exists between 

native frame rates and throughput of measurements [102, 103]. Commonly 

available scientific cameras can monitor hundreds of molecules simultaneously with 

a practical temporal resolution of ~10 ms [34], whereas protein-polymer dynamics 

can occur at time scales faster than the camera’s resolution [30, 104-106]. 
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Additionally, it can be cost-prohibitive to replace a scientific imaging camera to 

acquire incrementally improved time resolution. Therefore, new and affordable 

techniques are still needed to capture fast kinetics [107].  

Recently developed super-temporal resolved microscopy (STReM) is an 

affordable method to enhance the temporal resolution of high throughput 

measurements [30]. STReM extracts sub-frame dynamics to achieve a 20-fold faster 

temporal resolution relative to the native frame rate of a standard scientific camera 

[30]. STReM  sacrifices roughly 20 ~ 40 nm in spatial resolution, but still allows for 

spatial localization well below the diffraction limit of light [30]. STReM can be easily 

integrated into conventional wide-field microscopy systems without purchasing 

costly fast cameras. Here, STReM is utilized to study the interactions of fluorescently 

labeled α-lactalbumin (α-LA) at thin nylon 6,6 film surfaces. α-LA is a globular 

protein abundant in mammalian milk [108] and nylon 6,6 is a commonly used 

polymeric material in membranes [98]. These two macromolecules create a model 

system for the kinetic study of protein-polymer interactions. STReM’s enhanced 

temporal resolution reveals a previously hidden intermediate state for adsorbed α-

LA prior to desorption from the nylon 6,6 interface. STReM and circular dichroism 

results suggest that the intermediate is likely the result of near-field forces such as 

Van der Waals interactions between α-LA and nylon 6,6, inducing adsorptive 

structural rearrangement of α-LA. 
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3.3. Materials and methods 

3.3.1. α-LA labeling 

The target protein α-LA was labeled by the Willson group at University of 

Houston. The labeling protocol was detailed in our previous publications[13]. To 

increase the signal to noise ratio, each protein molecule was labeled with three 

Alexa 546 molecules. For single molecule measurements, 50 L of 63 pM α-LA in 10 

mM HEPES buffer (pH = 7.3) was drop cast on the thin nylon 6,6 film.  

3.3.2. Nylon 6,6 film preparation 

Microscope coverslips (22 × 22 mm, No. 1; VWR) were sequentially sonicated 

for 5 minutes in DI water, ethanol, and acetone. Coverslips were then soaked in a 

base piranha solution for 20 min at 80 oC to chemically etch the outmost atomic 

layer of the glass. After thoroughly rinsing the coverslips with DI water the 

coverslips were treated with oxygen plasma for 3 minutes (PDC-32G; Harrick 

Plasma, Ithaca, NY). Thin nylon 6,6 film were prepared by spin coating a 1.5 wt% 

nylon 6,6/formic acid solution at 3,000 rpm for 60 s (200CBX; Brewer Science Cee, 

Rolla, MO) on cleaned coverslips. 0.5 ml 1.5 wt% nylon 6,6/formic acid solution was 

gradually added into water under vigorous stirring. The precipitate was filtered and 

thoroughly rinsed using an 8 m sized filter paper. After that, the precipitate was 

re-dispersed in water to form nylon bead solution [109].  
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3.3.3. Single molecule STReM measurements 

The experimental setup of STReM is shown in Figure 1 in the main text. A 

532 nm laser beam (Coherent, Compass 315 M- 100SL) was focused at the back 

edge of an objective (Carl- Zeiss, alpha Plan-Fluar, NA = 1.45, magnification = 100×), 

to achieve a total internal reflection (TIR) excitation. As a result of the TIR excitation 

only fluorescent molecules at the polymer-solution interface were excited [13, 98]. 

Fluorescent signals are collected by the objective and focused by a tube lens (focal 

length = 165 mm). The 1st image plane is followed by a 4f system which is 

comprised of two 4f lenses (focal length = 75 mm) with a phase mask (Double Helix 

LLC, Double Helix PSF phase mask) located at 2f after the first lens. The engineered 

signal is re-focused on the 2nd image plane and imaged by a sCMOS camera 

(Hamamatsu, ORCA-Flash 4.0) operating at 100 ms per frame. A point emitter 

generates a Gaussian shape PSF at the 1st image plane that is converted into a 

double helix (DH) PSF at the 2nd image plane. As the phase mask rotates, the 

corresponding PSF for a point emitter rotates accordingly. Within one camera 

exposure the phase mask is rotated 180˚ so that each PSF orientation is uniquely 

related to the time it appeared. Super-temporal information is thus encoded in the 

orientations of the final PSFs.  

3.3.4. Circular Dichroism Spectroscopy 

Protein secondary structure data was obtained using a Jasco J-810 

spectropolarimeter. Measurements of each solution were conducted at room 
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temperature from wavelengths of 190 to 250 nm with a scan speed of 20 nm/min in 

a 0.01 cm quartz cuvette. Data was obtained in millidegrees and was averaged over 

10 accumulations with a data pitch of 0.1 nm.  Millidegrees were converted to molar 

residue ellipticity ([θ]) using the equation [𝜃] =
𝜃

l × N × 𝑐 × 10
 ,where θ is ellipticity in 

degrees, l is the path length of the cuvette in cm, N is the number of residues in the 

protein, and 𝑐 is the concentration of the protein in g/cm3.  

3.3.5. Scanning electron microscope (SEM) imaging 

Nylon 6,6 microspheres were imaged with a magnification of 15,000X (FEI 

Quanta 400) . The dwell time was 30 μs and the accelerating voltage was 15.0 kV. 

The nylon 6,6 microspheres were drop casted on a piece of glass coverslip (22 × 22 

mm, No. 1; VWR) and dried in air for 5 hours. Then a layer of gold of 5 nm was 

deposited on the sample surface using a sputtering system (Desk V sputtering 

system, Denton Vacuum).  

3.3.6. Drifting α-LA events on nylon 6,6 film 

Asymmetric PSFs are observed in α-LA desorption experiments, which is 

assumed to be caused by the drifting of α-LA within one camera exposure time. The 

PSFs of immobile events either produce a donut shaped PSF for long residing events 

or a symmetric arc shaped PSF for fast sub-frame desorption events. However, the 

PSF becomes complicated and asymmetric if the emitter moves in the lateral plane 

during one camera exposure. Out of 15,978 detected single events, 5% of them have 

distorted PSFs (Figure 3.1). To confirm the origin of these distorted PSFs we 
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simulated molecules drifting in (velocity = 1.72 nm / ms) different directions within 

one exposure. The corresponding PSFs of the simulated drifting molecules 

generated by a rotating phase mask are similar to the experimentally observed ones 

(Figure 3.1), which confirms that the distorted PSFs are likely due to the short-range 

drifting. However, without a priori knowledge of the in-plane diffusion, these 

distorted PSFs are challenging to fit and extrapolate the diffusion details. It is worth 

noting that these drifting molecules generate Gaussian-like PSFs with traditional 

microscope techniques (Figure 3.2 insets), therefore drifting cannot be easily 

identified with other super-resolution imaging techniques such as PALM and 

STORM. With STReM, the signatures of drifting molecules are intensified (Figure 3.2 

A-C).  

 

Figure 3.1. Different possible adsorption behaviors in simulations and 

experiments. (A) Simulated (first row) and experimental PSFs (second row) of 

adsorbed α-LAs that adsorb on the interface for shorter than 1 frame, longer 

than 1 frame, and drift. (B) Percentage of drifting events, adsorption events 
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that last for less than 1 camera frame, and adsorption events that last for 

longer than 1 camera frame. 

 

Figure 3.2. Simulated distorted STReM PSFs. (A-C) of slow in plane emitter 

diffusion in different directions indicated with red arrows. Insets (A-C) within 

each figure are the same simulated PSF taken with a traditional microscope.  

To differentiate the distorted PSFs from the symmetric ones, an intensity 

threshold was applied to identify the number of gaps within each PSF. The arc-

shaped PSFs and donut PSFs have two gaps or no gaps in the PSF respectively. 

However, distorted PSFs exhibit one gap making them easily identified (Figure 3.3). 

Distorted PSFs are thus distinguished by counting the number of gaps along the arc 

of the resulting PSF (Figure 3.3). Three representative experimental PSFs are 

showed in Figure 3.3 A, C, and E. The corresponding binary image (Figure 3.3 B, D, 

and F) was generated by setting a hard intensity threshold at 0.57 × maximum pixel 

counts. Distorted PSFs have only 1 gap (Figure 3.3 F), while PSFs of immobile events 

exhibit either 0 or 2 gaps (Figure 3.3 B, D).  
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Figure 3.3. Distorted PSF identification via intensity thresholding. (A) The PSF 

of an immobile adsorption event lasting for less than 1 frame and the resulting 

(B) binary image after the intensity threshold. The red circle in B is used to 

count the number of gaps in the resulting PSF, with the centroid shown with 

the red crosshair. (C) PSF of event that lasts for more than 1 frame and the 

resulting (D) binary image. No gaps are found in this PSF. (E) Distorted PSF 

caused by drifting and (F) binary image showing only one gap in the resulting 

PSF. Scale bar = 1 μm.   

Our intensity threshold is determined by testing 1,000 simulated PSFs with a 

known ground truth. Half of the simulated PSFs are immobilized containing either 

arc-shaped PSFs or donut-shaped PSFs, and the other half contain distorted PSFs of 

random emitter drifting directions with the same velocity of 1.72 nm / ms. The 𝑥 

axis in Figure 3.4 denotes a threshold 𝑘, and the intensity threshold applied on the 

pixel is calculated by “𝑘−1 × the maximum pixel value”. The accuracy and the 

misclassification rate for detecting distorted PSF are calculated as below:  

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑁𝑢𝑚.𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑑 𝑑𝑖𝑠𝑡𝑜𝑟𝑡𝑒𝑑 𝑃𝑆𝐹

𝑇𝑜𝑡𝑎𝑙 𝑁𝑢𝑚.𝑜𝑓 𝑑𝑖𝑠𝑡𝑜𝑟𝑡𝑒𝑑 𝑃𝑆𝐹
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𝑀𝑖𝑠𝑐𝑎𝑙𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝑟𝑎𝑡𝑒 =  
𝑁𝑢𝑚.𝑜𝑓 𝑖𝑛𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑑 𝑑𝑖𝑠𝑡𝑜𝑟𝑡𝑒𝑑 𝑃𝑆𝐹

𝑇𝑜𝑡𝑎𝑙 𝑁𝑢𝑚.𝑜𝑓 𝑑𝑖𝑠𝑡𝑜𝑟𝑡𝑒𝑑 𝑃𝑆𝐹
  

The final intensity threshold is chosen as 0.57 × maximum pixel value by 

picking the threshold corresponding the highest classification accuracy.  

 

Figure 3.4 - Accuracy and misclassification rate in detecting distorted PSFs 

using different intensity thresholds. 

3.4. Results and discussion 

The addition of a stationary phase mask in the Fourier plane (Figure 3.5) 

changes the shape of the PSF from a Gaussian to a double helix [24, 25]. In STReM, 

the phase mask rotates 180˚ with every camera exposure, causing the PSF to rotate 

accordingly (Figure 3.5) [30]. The angle of the PSF reflects the arrival time (Figure 

3.5B), while the arc length of the PSF reports the surface residence time (SRT) 

(Figure 3.5C-D), (Equation 3.1). 
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𝜏α−LA =
𝐿arc

𝐿half−circle
∙ 𝑇exposure 

Equation 3.1 – Surface residence time calculation 

The orientation of the PSF in STReM thus encodes both adsorption and desorption 

kinetics with sub-camera frame temporal resolution. 95% of the almost 16,000 α-LA 

– nylon 6,6 interactions in the current work exhibited quantifiable 

adsorption/desorption dwell times.  

 

Figure 3.5. Experimental setup of STReM and simulated PSFs in STReM. (A) 

STReM experimental setup. Fluorescently tagged α-LA proteins at the water-

polymer interface are excited with a total-internal-reflection geometry. 

Fluorescence is transferred into the Fourier domain after the 1st image plane 

and sub-frame dynamics are encoded in the resulting PSFs by a rotating phase 

mask [24, 25]. The final image is captured by a sCMOS at the 2nd image plane. 

(B - E) Simulated PSFs observed in STReM. (B) The angle of the PSF reflects the 

arrival time; (C) the arc length encodes the dwell time for events shorter than 

one frame versus (D) longer than one frame. 95% of almost 16,000 α-LA 

adsorption events were classified under these two types of 

adsorption/desorption. (E) Simulated PSF for 2D motion, exhibited by 5% of 
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α-LA adsorption events. The insets in (C - E) denote their percent contribution 

in experiments and scale bar = 1 μm.  

As shown in Figure 3.5E, asymmetric PSFs result from 2D motion during 

adsorption. 5% of α-LA – nylon 6,6 interactions were classified as involving 2D 

motion, which is reported to occur and even dominate in some interfacial systems 

[69, 110].  Traditional super-resolution imaging techniques such as PALM and 

STORM fit each PSF with a 2D Gaussian to extract its centroid [4-6]. Molecules 

exhibiting sub-frame 2D motion can be fit with 2D Gaussian functions, but the 

direction of motion is not attainable. With STReM, the PSFS of molecules exhibiting 

2D motion are asymmetric, which makes them readily distinguishable from 

stationary molecules and encodes information about the direction and path of 

motion. Analyzing such distorted PSFs is challenging, but is achievable as we have 

demonstrated previously [30]. Because the α-LA – nylon 6,6 interactions reported 

here were dominated by simple adsorption/desorption, events with 2D motion 

were excluded for the mechanistic analysis that follows. 

α-LA adsorption statistics at nylon 6,6 surfaces were collected with and 

without STReM, and depending on the protein and salt concentrations, as many as 

46% of the 15,978 adsorption events  exhibited a SRT faster than the camera 

exposure time. The temporal resolution was limited to 100 ms without STReM, 

which was the native exposure time for the sCMOS camera. With the same exposure 

time, STReM provided a temporal resolution of ~ 5 ms [30].  
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Figure 3.6 shows a wide-field image with three different PSFs. Each PSF was 

analyzed for initial angle and arc lengths (Figure 3.6B – D), providing dwell time 

statistics. The donut shaped PSF in Figure 3.6D reflects a protein with a dwell time 

longer than a single frame, in which case SRT was determined by accumulating its 

PSF arc lengths in all consecutive frames.  

STReM SRT statistics for α-LA at nylon 6,6 were compared with those 

extracted with the native camera frame rate (Figure 3.6E-F). Using the frame 

exposure time of the camera, the SRT distribution was easily fit with single 

exponential decay (Figure 3.6E), consistent with a pseudo-first order/first order 

adsorption/desorption mechanism for the α-LA interaction with a nylon 6,6 surface 

Equation (3.2) [111, 112]. The probability density function for such process is 

shown in Equation (3.3).  

Adsorbed

𝑘
→

𝑘′
←

Desorbed 

Equation 3.2 – Simple adsorption/desorption model 

𝑃(𝑡) = 𝑘 exp(−𝑘𝑡) 

Equation 3.3 – Residence time distribution 

Fitting the experimental results with Equation 3.3 yielded a desorption rate constant of 

6.7 ± 0.5 s
-1

.  
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STReM, with its faster time resolution, instead revealed SRT statistics with an 

initial rise followed by a decay (Figure 3.6F). This SRT distribution suggests that 

there are at least two steps in the desorption process [96, 113-115]. The presence of 

a second kinetic process could be caused by the α-LA molecules adapting an 

intermediate state before desorption [116].  Such kinetics are observed in enzyme-

catalyzed Michaelis-Menten reactions [113, 114], nanoparticle catalysis [96], DNA 

unwinding [115], and virus fusion [117]. In those cases, an intermediate state was 

proposed to account for the two-term exponential distribution exhibiting an initial 

rise followed by a decay shown in the SRT distributions. It is expected that 

heterogeneities exist among surface binding sites.  

 

Figure 3.6. Kinetic analysis of α-LA adsorption on nylon 6,6 film with STReM. 

(A) Representative STReM single frame containing sub-frame (blue and green) 

and longer (red) protein adsorption events. (B - D) Zoomed PSFs in (A). The 

surface residence time (SRT) is determined from the arc length of the PSF 

shown with the blue arrows in (B), and (C). The green arrows denote one 

camera exposure of 100 ms. For events longer than one frame such as (D), the 

SRT is determined by cumulating its PSF arc lengths in all consecutive frames. 

(E, F) The probability distribution function (PDF) of SRT for adsorbing α-LA on 
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thin nylon 6,6 film without (E) and with STReM (F). The data in (E) is fit with a 

single exponential decay function, while the data in (F) can only be fit with a 

two-term exponential function. Scale bar is 5 μm in (A) and 1 μm in (B-D). 

We propose a consecutive reaction model to explain observed SRT 

distributions acquired from STReM Scheme (3.1).  

 

Scheme 3.1. Consecutive reaction model for α-LA desorption 

In this scheme, Initial refers to α-LA upon adsorption, and we propose an 

Intermediate state that precedes a Desorbed protein. Initial and Intermediate are 

emissive states detectable by STReM, while Desorbed is a motion blurred state that 

cannot be detected. There are thus two possible pathways for a single α-LA to 

desorb, direct desorption with a single rate constant (k3), or a two-step desorption 

following rate constants k1 and k2 respectively. Based on the SRT distributions 

shown in Figure 3.6F, we may assume k3 is much smaller than k1 + k2. Thus, we can 

set 𝑘3 = 0 to remove the direct desorption pathway. Furthermore, it is also possible 

to neglect the reverse process in the first step (k─1) by comparing our experimental 

SRT distributions to alternate theoretical models [116, 118, 119]. Consequently, the 
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overall mechanism becomes a two-step desorption model with one intermediate 

state. This intermediate state might be due to conformational changes of α-LA [75], 

or reorientation at the surface binding site [120]. Steady-state conditions do not 

apply here to derive the SRT distribution because the intermediate state 

concentration cannot be treated as constant. The probability density function for 

this model is calculated in Equation (3.4):[119]  

𝑃(𝑡) =
𝑘1𝑘2

𝑘1 − 𝑘2
× [exp(−𝑘2𝑡) − exp (−𝑘1𝑡)] 

Equation 3.4 – Residence time distribution of proposed model 

The two rate constants 𝑘1 and 𝑘2 are extracted by fitting the experimental 

result with Equation 3.4. The initial rise in SRT distributions is associated with k1, 

which is the faster step in desorption. 𝑘2, on the other hand, is associated with the 

tail of the SRT distributions. By fitting the SRT distribution with Equation 3.4 the 

rate constant 𝑘1 and 𝑘2 are calculated to be 31 ± 5 𝑠−1 and 8 ± 2𝑠−1. It is worth 

noting that the rate constant 𝑘 (6.7 ± 0.5s−1) extracted from the single exponential 

decay without STReM in Figure 2E is close to 𝑘2 extracted with STReM (8 ± 2s−1). 

This is because the limited temporal resolution (100 ms) can only resolve the slow 

component of the process.   

Electrostatics, which can dominate protein-polymer interactions [121, 122], 

were found not to the drive the consecutive desorption kinetics for α-LA and nylon 

6,6 (Figure 3.7).  SRTs were acquired at a range of sodium chloride concentrations 
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and fit with Equation 3.4 (Figure 3.7A). Both 𝑘1 and 𝑘2 increased with increasing 

ionic strength (Figure 3.7B), leading to an overall faster desorption process. It is 

well known that high salt concentrations can effectively shield electrostatic 

interactions between adsorbate and adsorbent [95, 123, 124]. In our case, both α-LA 

and nylon 6,6 carry net negative charge at pH 7.3 [123, 125, 126]. Increasing the 

ionic strength in the bulk solution should shield electrostatic repulsion and yield 

longer SRTs, in direct contrast to our results. Therefore we conclude that 

electrostatic interactions do not play a significant role in the desorption process.  

Instead, circular dichroism analyses [127, 128] suggest that the desorption 

mechanism of α-LA from nylon 6,6 is dictated by near-field forces rather than long 

range electrostatic forces (Figure 3.7C), consistent with one recent study [123]. To 

replicate STReM experimental conditions, micron sized nylon 6,6 beads were 

synthesized and suspended in aqueous solution with α-LA. Whereas the nylon bead 

sample did not produce a CD signal, free α-LA produced a CD spectrum consistent 

with the native alpha helical secondary structure [129, 130]. In the presence of 

nylon beads, the residual ellipticity from α-LA exhibited greater amplitude, 

indicating that adsorption induced increased alpha helical secondary structure α-LA 

[129, 130]. A protein with alpha helical secondary structure will exhibit two 

negative peaks at roughly 222 nm and 208 nm and a positive peak at 192 nm [131]. 

α-LA is composed of dominantly alpha helical secondary structural motifs, but also 

includes beta sheets and random coils thereby slightly shifting these spectral 

features. The slight differences in MRE seen from 190 to 195 nm is due to the 
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presence of NaCl which absorbs light in this spectral region [132]. The increased 

signal in the negative peaks, as well as a shift to shorter wavelengths in those 

negative peaks suggests that α-LA is adopting a more folded alpha helical state in 

the presence of salt and nylon. Finally, whereas no significant conformational 

changes were observed when α-LA was exposed to higher salt concentrations, in the 

presence of nylon beads, salt further enhanced the alpha helical structure. 

 

Figure 3.7. α-LA desorption and structural changes in the presence of sodium 

chloride. (A) SRT distributions for single α-LA molecules under various 
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sodium chloride concentrations. Blue curves are fit using Eq. 4. (B) The fitted 

rate constants are plotted versus different sodium chloride concentrations. 

(C) Circular dichroism measurements of α-LA in various experimental 

conditions. Error bars in (A) and (B) are standard deviations from three 

different trials containing 8,000 frames respectively. (D) Cartoon depicting 

the proposed desorption mechanism. The black lines indicate the interaction 

between proteins and the nylon surface. 

The combined single molecule kinetic analyses and CD measurements lead us 

to propose a near-field force-driven consecutive reaction mechanism for α-LA 

desorption from nylon interfaces (Figure 3.7D). After α-LA adsorbs to nylon 6,6, it 

undergoes a fast conformational change, only observable with the faster time 

resolution of STReM, to form a more defined alpha helical structure. The 

conformational change yields a decreased surface area for the interaction α-LA and 

nylon, since the protein is more tightly folded [133]. The decrease in near-field 

interaction is a necessary intermediate before α-LA desorption, an effect that is 

exacerbated at high ionic strengths.  

3.5. Conclusion 

In this work, STReM was used to study the interfacial kinetics of α-LA at 

nylon 6,6 films. We observed that a majority of proteins were immobilized at 

binding sites, while only a small portion of proteins exhibited 2D motion. With the 

enhanced temporal resolution of STReM, we identified an intermediate state in the 

desorption process. Kinetic analyses coupled with CD spectroscopy suggested that 

the intermediate was a more tightly folded form of α-LA upon interaction with the 
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nylon surface. Increasing the ionic strength in the bulk solution further increased 

the alpha helical structure of α-LA, thereby increasing both desorption rate 

constants. We envision that the enhanced temporal resolution of STReM will bring 

increased insights into the mechanisms driving protein-surface interactions, with a 

range of applications.  
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Chapter 4 

A generalized method to design phase 

masks for 4D super-resolution 

microscopy 

4.1. Abstract 

Point spread function engineering by phase modulation is a novel approach 

to 3D super-resolution microscopy, with different point spread functions proposed 

for specific applications. It is often not easy to achieve the desired shape of 

engineered point spread functions because of the challenge to determine the correct 

phase mask. Additionally, a phase mask can either encode 3D space information or 

additional time information, but not both simultaneously. A robust algorithm for 

recovering a phase mask to generate arbitrary point spread functions is needed. In 

this work, a generalized phase mask design method is introduced by performing an 
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optimization. A stochastic gradient descent algorithm and a Gauss-Newton 

algorithm are developed and compared for their ability to recover the phase mask 

designs for previously reported point spread functions. The new Gauss-Newton 

algorithm converges to a minimum at much higher speeds. This algorithm is used to 

design a novel stretching-lobe phase mask to encode temporal and 3D spatial 

information simultaneously. The stretching-lobe phase mask and other masks are 

fabricated in-house for proof-of-concept using multi-level light lithography and an 

optimized commercially sourced stretching-lobe PM is validated experimentally to 

encode 3D spatial and temporal information. The generalizability of the algorithms 

is further demonstrated by generating a phase mask that comprises 4 different 

letters at different depths.   

4.2. Introduction 

Recent years have witnessed the development of wavefront phase 

manipulation for various optical applications including manipulating plasmonic 

nanoantennas [134, 135], holographic displays [136, 137], and engineered PSFs for 

depth detection [24-26, 138, 139]. Phase-only modulation is advantageous in single-

molecule studies because it minimizes lost photons [51], thereby maintaining a high 

spatial resolution [140]. Super-resolution techniques accomplished by point spread 

function (PSF) engineering simultaneously provide large axial detection ranges and 

high 3D spatial resolutions [29, 49, 51, 97, 141-143]. To achieve 3D super-resolution 

detection with such methods, a 4f optical geometry is used, and a phase mask (PM) 
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is inserted into the Fourier plane between two lenses along the detection path of a 

traditional optical microscope. The emission signal is modified in the Fourier 

domain by the PM within the 4f system [61]. Several previously reported PMs 

generate PSFs containing depth-dependent information and are used for the 

imaging of biological structures and dynamics in 3D space [49, 53, 97, 141, 144-

148].  More recently, the popular double helix PM was used to encode temporal 

dynamics, but at the cost of sacrificing 3D spatial information [30, 149]. 

Designing new or complicated PMs is a phase retrieval problem [25, 150-

152] in that recovering a signal’s representation in the Fourier domain from only 

the amplitude in spatial domain is computationally challenging. Previous 

approaches for phase retrieval include Gerchberg-Saxton algorithms [150, 153] and 

hybrid input-output algorithms [154]. In most cases, a PM is designed by optimizing 

only a single image in the spatial domain. However, to achieve 3D detection, the 

continuous evolution of the PSF throughout the desired depth range needs to be 

considered in the PM design. This requirement limits the application of existing 

algorithms in the design of novel PMs.  

PM design utilizing Gaussian-Laguerre modes is one of the methods that 

yields a PM design with continuously evolving PSFs [25]. However, this algorithm is 

only applicable for rotating PSFs, while non-rotating functional PSFs cannot be 

generated with this method. Additionally, PM design method using Gaussian-

Laguerre modes requires a priori information, which is not always obtainable. The 
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above challenges motivate the necessity for a generalized and robust method for the 

design of PMs suitable for a wide array of imaging applications. 

Here we report two new algorithms for PM design using the fundamentals of 

optimization: a stochastic gradient descent  algorithm and a Gauss-Newton 

algorithm [155]. To confirm the validity of these methods, two well-known PSFs and 

corresponding PMs are recovered with our method. The patterns generated by our 

algorithms match well to the previously reported PSFs [25]. We further propose a 

novel stretching-lobe PSF for super-resolution localization using our algorithms. 

This PSF is capable of simultaneously encoding sub-frame temporal information 

while achieving 3D super-localization. Moreover, we showcase the ability to encode 

arbitrarily complex PSFs by designing a single PM that yields PSFs  with the 

individual letters “R”, “I”, “C”, “E” at different depths. The physical PMs are 

fabricated via photolithography for proof-of-concept, and the chosen stretching-lobe 

PM is sourced commercially for final implementation.  

4.3. Methods 

4.3.1. Phase retrieval 

One of the most critical applications of PMs lies in super-resolution 

microscopy, thus we emphasize encoding super-localization information in PSFs, 

and formatting the PM design problem as a phase retrieval problem. As shown in 

Figure 4.1, PSF engineering is accomplished with a 4f system in a microscopes 
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detection path. The PM is located at the Fourier plane, which is centered between 

two lenses. After phase modulation by the PM, the emission light is transferred back 

to the spatial domain and captured by a camera. The intensity profile of PSFs 

generated by a given PM is expressed as the following:  

  
2

( , )
( , )

ex p 1
i j c ir

i j

I F F T m a sk i P     

Equation 4.1 – Relationship between phase mask and PSF 

in which ( )I  is the intensity distribution and the subscript ( , )i j denotes the pixel 

located at th
i  row and th

j  column; ( )F F T   is the discrete fast Fourier transform 

operation; 
c ir

m a sk  is a pupil intensity mask; P  is the PM pattern in the Fourier 

domain. Our aim is to calculate the PM P  from the intensity distribution of the 

desired PSFs, ( )I x , which is equivalent to an inverse process of that in Equation 

(4.1). However, a simple inverse Fourier transform of the PSF cannot reconstruct 

the PM because the phase information of the PSF is lost and only its amplitude is 

recovered.  
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Figure 4.1. Layout of a typical PM based 3D super-resolution microscope. The 

4f system is shown in the red box consisting of two lenses and a PM at the 

Fourier plane. Emission light is modulated by the 4f system and projected to a 

camera. 

Here we propose a scheme to inversely retrieve the PM pattern by 

minimizing the difference between the input PSF profile and the PSF derived from 

the PM (Equation (4.1)). The PM is successfully generated when the two PSFs match 

with each other as shown in Equation (4.2): 

 
P

I x d   

Equation 4.2 – Phase mask design equation 

in which ( ) |
p

I x  is the PSF calculated from the PM and d  is the desired PSF 

containing different depths. To do so, an optimization method is applied. The 

residual, difference between two PSF intensity profiles, is calculated by:  
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 
2

2

2

( )r xf dI   

   
2

2

2

1e x p
c ir

F F m Pk fT a s i d  
 

  

Equation 4.3 – Residual function 

where   is an operation of taking the element-wise amplitude squared; ‘ ’ is the 

Hadamard product operator. Then the corresponding PM is calculated by 

minimizing the objective function ( )F f :  

   
2

2

1

2
F f r f  

Equation 4.4 – Objective loss function 

4.3.2. Converting phase retrieval to a standard optimization problem 

PM retrieval is simplified by converting the original problem to a standard 

linear optimization problem. It should be noted that Equation (4.5) cannot be 

directly solved because of the existence of a Fourier transform. In most optimization 

problems a gradient of the objective function needs to be calculated, which is 

computationally challenging when a Fourier transform is applied to the objective 

function. We first represent the discrete Fourier transform with matrix 

multiplication. Then two algorithms are proven in this manuscript to recover PM 
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designs for desired PSFs. One utilizes a Stochastic Gradient Descent (SGD) algorithm 

and the second algorithm relies on a Gauss-Newton method using 2nd order 

approximation.  

   
2

2

1
a rg m in a rg m in

2P P

P F f r f   

Equation 4.5 – Phase mask calculation 

The 2D discrete Fourier transform is equivalent to the product of matrix 

multiplication by the Fourier transform matrix H  and the PM pattern ( )P f :   

 X H P f   

Equation 4.6 – Fourier transform represented by matrix multiplication 

   

   

1 1 N 1
e x p 2 π 1 1 ex p 2 π 1 1

N

 

1 1 1
e x p 2 π 1 ex p 2 π 1

H

i i
N

i i
N N

N
K K

      
           

   
 

 

 
     

               

 

Equation 4.7 – Fourier transform operation matrix 

in which X  denotes the amplitude of signal in the spatial domain and ( )P f  denotes 

the vectorised PM pattern. The dimension of the Fourier matrix H  is determined by 
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the image size of the PSF (K) and the image size of the PM (N) in Equation (4.7). 

Thus the residual is expressed by: 

 
2

2

2

( )r xf dI   

   
2

2

2
2

ex p 1
c ir

m a sk iH P f d    

Equation 4.8 – Re-formatting the phase mask design problem 

4.3.3. SGD optimization 

SGD algorithm is widely used in solving optimization problems, especially 

when there are multiple constraints applied on the objective functions 

simultaneously [156, 157]. In the PM design, the PSFs at different layers constrain 

one layer of the PM, which makes the SGD algorithm ideal for solving this problem. 

In each iteration the PM is updated only based on the PSF at one depth and 

consecutively constrain the PM at nine different layers. The gradient is calculated 

using Newton’s difference quotient. The algorithm scheme is shown in Algorithm 4.1 

below.  

Algorithm 4.1 SGD 

1: Initialize   ,  , , P f ite r n o rm g   

2: while ( m ax it)ite r   do 
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3:  Depth layer 9 ()i ra n d     

4:   
   i i

i

F f h F f
g f

h

 
  

5:       
1i te r i te r

i
P f P f g f



    

6:  1iter iter   

7: end while 

8: return  P f  

4.3.4. Gauss-Newton optimization 

A Gauss-Newton algorithm is applied to solve the optimization problem in 

Equation 4.5. Gauss-Newton methods are well known for solving linear optimization 

problems with fast convergence speeds. It outperforms Newton’s method in terms 

of lower computational loads by only updating the Jacobin matrix rather than the 

second order derivative of the objective function:  

 

 

1 1

1

1

   

N

K K

N

r r

f f

J r f

r r

f f

  

 
 

 

   

 
 

 

   

 

Equation 4.9 – Jacobian matrix 
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   
T

F x J r x   

Equation 4.10 – Gradient of objective function 

in which ∇ is the gradient operator and J is the Jacobin matrix. The optimization 

steps are summarized in Algorithm 4.2: 

Algorithm 4.2 Gauss-Newton 

1: Initialize   ,  ,P f ite r n o rm g  

2: while (  & &   m ax it )norm g to l iter   do 

3:  Update      ,  , F f r f J f  

4:          
11iter iter T T

P f P f J J J r f


    

5:  1iter iter   

6:      
2

2

/ 1 ab sn o rm g F f F    

7: end while 

8: return  P f  

The Gauss-Newton algorithm converges much faster than SGD algorithm 

because of the utilization of 2nd order approximation. As the input PSF becomes 

more complicated, the second method is preferred to reach the minimum within a 
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reasonable period of time. Thus we only focus on the Gauss-Newton algorithm in the 

manuscript for the fabrication and experimental verification of the PM designs. 

4.3.5. Fabrication of PM using reaction-ion etching (RIE) 

The PMs are fabricated on fused silica substrates through nine iterations of 

photolithography, with Reactive Ion Etching (RIE) following each step. To perform 

the photolithography, photomasks are patterned on a 4 inch Soda Lime substrate via 

direct laser writing. A total of 9 hard mask patterns are prepared to fabricate a PM 

consisting of 10 layers with various thicknesses. The final PMs have pixelated 

patterns with pixel sizes of either 33 μm or 50 μm for different PSF patterns. The 

fabrication process is illustrated in Figure 4.2.  

 

Figure 4.2. Fabrication process of the PM using photolithography. A total of 

nine iterations are involved with each using a different photomask.  Patterns 

are etched to the substrates after photoresists are developed in each iteration 

of photolithography. Scale bar = 100 μm in SEM image. 

4.3.6. Commercial sourcing of optimized PM 

A higher resolution (80 by 80 pixels) PM was purchased from Double Helix 

Optics (Boulder, CO) [158],  The commercially sourced PM was fabricated using gray 
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scale lithography techniques, allowing the etching depth on the PM to be controlled 

by the exposure time of a laser beam on each pixel, which yields higher depth and 

lateral resolutions that those used in our proof-of-concept PMs [159].  

4.3.7. Depth measurement and calibration 

PSFs of designed PMs are measured by imaging carboxylate-modified 

polystyrene 100 nm beads (orange fluorescent, max abs/em: 540/560 nm, 

Invitrogen) at different depths. The fluorescent samples are excited by a 532 nm 

laser (Coherent, Compass 315M-100SL). The signal is collected by an oil-immersion 

objective (Carl-Zeiss, alpha Plan-Fluar) and then imaged by a sCMOS camera 

(Hamamatsu, ORCA-Flash 4.0). An objective with an objective scanner (P-721 

PIFOC) is applied to calibrate the depth of sample. A high resolution (80 x 80 pixel) 

PM stretching-lobe PM, purchased from Double Helix LLC, is mounted on a 

motorized rotary mount (QIOPTIQ, Rotary Mount with Servo Motor) and the 

rotating speed is 300 rpm.   

4.4. Results and discussion 

4.4.1. Recovering well-established PMs 

To test the validity of our algorithms we first generate a PM based on a 

commonly used engineered PSF, namely the double helix (DH) PSF. DH PSFs are 

rotating PSFs, and as discussed earlier, are originally designed in the Gaussian-

Laguerre domain [25]. In the Gaussian-Laguerre domain the different modes are 
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orthogonal and form a complete basis set, and the PMs are decomposed into 

coefficients of the modes. The mode coefficients are optimized to derive the final PM 

pattern. Or proposed algorithms take a different approach as each pixel in the PM 

pattern is individually optimized and the final PM is obtained by simultaneously 

optimizing all pixels. The minimum is reached by iteratively forcing the generated 

PSFs to be the desired pattern.  

Our algorithms are able to generate a PM pattern that can produce DH PSFs 

similar those previously reported [25]. The initial guess of the PM and the input 

PSFs are shown in Figure 4.3A-B. Unlike previous algorithms, our algorithms do not 

require a priori information. Even random initial guesses as shown in Figure 4.3A 

lead to convergence. The input PSFs have two Gaussian-shaped lobes that rotate 

around the center point (white crosses in Figure 4.3B). The PM pattern is pixelated 

containing 40 by 40 pixels. Thus, a total of 1,600 variables are optimized 

simultaneously in this algorithm. The maximum number of iterations using Gauss-

Newton algorithm is set to 20, which converges to the minimum and gives 

reasonably good results. Figure 4.3C-D are the recovered PMs and the 

corresponding PSFs at different depths using our algorithms. It is worth noting that 

the produced PSFs have side lobes, which is similar to the previously reported DH 

PSFs [25]. This PM is also recovered using a Gerchberg-Saxton algorithm and SGD 

algorithm, but the Gerchberg-Saxton algorithm does not yield well defined DH PSFs. 

The PM is experimentally fabricated using the RIE method (Figure 4.3E). The 

fabricated PM is measured (Figure 4.3E) and the PSFs shown in Figure 4.3F are the 
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results of 1.0 μm fluorescent beads imaged at different axial depths. The shapes of 

the obtained PSFs deviate slightly from the simulated PSFs especially for the -1.125 

μm depth as shown in Figure 4.3F. We attribute this deviation to missing 

information during the discretization of the PM in addition to artifacts generated 

during PM fabrication. Additionally a PM that produces previously published 

corkscrew PSFs [144] is also successfully recovered using our algorithms.  

 

 

Figure 4.3. PM fabricated using RIE and corresponding DH PSFs. (A) Initial 

guess for the PM pattern. (B) Intensity profiles of the desired PSFs. These 

intensity profiles are used as the input for the PM design. Each PSF contains 

two Gaussian distributed lobes and the orientation varies at different depth. 

The white crosses denote the center position of the lobes, which is the lateral 

position of the emitter in 3D super-resolution microscopy. (C, D) The 

recovered PM (C) and its corresponding PSFs at different depths (D). (E, F) The 

fabricated PM (E) and the measured PSFs at different depths (F). The scale bar 

in A, C, and E is 500 µm and 1 µm in B, D, and F. 
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4.4.2. Stretching-lobe PSF to obtain both time and depth information in 

high resolution 

Similar to rotating PSFs, the non-rotating PFSs are important for super-

localizations as well. Therefore it is highly desired to use our algorithm to develop 

novel non-rotating PMs. Our proposed algorithm outperforms the Gaussian-

Laguerre algorithm because it is not restricted to rotating PSFs. Non-rotating PSFs 

were reported previously. However none of them are back calculated based on the 

input PSFs. In specific applications the rotation response is already used for 

detection of information other than depth. For example in our former work [30] the 

PM is physically rotated within one camera exposure time so that the corresponding 

rotated PSF encodes sub-frame time information. In this situation, if the PM also has 

a rotation response to depth change, the depth information will be coupled with 

time information. As a result simultaneously detection of both 3D spatial and time 

information will not be achievable with current rotating PSFs and is addressed in 

our discussion of the stretching-lobe PSF proposed in this work.  
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Figure 4.4. PM fabricated using RIE and corresponding stretching-lobe PSFs. 

(A) Initial guess for the PM pattern. (B) Intensity profiles of the desired PSF. 

Each PSF contains two Gaussian distributed lobes and the distance between 

two lobes varies at different depth. The white crosses denote the center 

position of the lobes, which is usually the lateral position of the emitter in 3D 

super-resolution microscopy. (C, D) The recovered PM (C) and its 

corresponding PSFs at different depths (D). (E, F) The fabricated PM (E) and 

the measured PSFs at different depths (F).  The scale bar in A, C, and E is 500 

µm and 1 µm in B, D, and F.   

We propose a new stretching-lobe PSF to encode the depth response in 3D 

super-resolution microscopy into the distances between the two lobes of the PSFs. 

The desired PSFs are shown in Figure 4.4A. They are consist of two Gaussian 

distributed lobes with the center between two lobes (white crosses) indicating the 

lateral position of the emitter. Once again, the PM contains 40 by 40 pixels. Instead 

of changing the relative orientation between the two lobes, the distance between 

them changes when the depth of emitter is changed (Figure 4.4B). With a random 

PM initial guess, the generated PM pattern (Figure 4.4C) and the corresponding 

PSFs produced from the PM (Figure 4.4C) are calculated. Compared to DH PSFs, the 

stretching-lobe PSFs have narrower depth ranges from -0.75 μm to 0.75 μm. When 

the emitter moves beyond the detection range, the intensity will decay rapidly until 

the PSF is not observable anymore. To verify this PSF experimentally the PM is also 

fabricated (Figure 4.5) to measure the resulting PSFs (Figure 4.4E-F). The obtained 

PSFs match with the simulated data reasonably well. When physically rotating the 

PM, the orientation will not couple with the depth dependent response and thus this 
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PSF is an ideal candidate for encoding both 3D spatial and high temporal 

information.  

 

Figure 4.5. Scanning electron microscope (SEM) image of two regions on 

stretching-lobe PM. Different depths of the surface feature is achieved by 

multiple layer light-lithography. 

By running Monte Carlo simulations, the localization precision of the 

stretching-lobe PSFs is calculated to refine the best working distances (Figure 4.6). 

Each fluorescent emitter is simulated to emit photons following a Poisson 

distribution with a mean value of 2,000 photons. Various signal to noise ratios 

(SNRs) are considered in this simulation as well. The stretching-lobe PSFs provide 

reliable 3D position localization within the depth range from -0.6 μm to 0.6 μm.  
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Figure 4.6. Localization precision of stretching-lobe PSFs. Localization 

precision in both lateral and depth directions predicted by 1,000 Monte Carlo 

simulations per data point. 

Rotation of the stretching-lobe PM enables the simultaneous acquisition of 

both 3D spatial and sub-frame temporal information. As discussed in our previous 

works [30, 160], the depth and time response are the same for the DH PSF, leading 

to a rotational response when either depth or time changes. With the stretching-

lobe PM, the depth response is independent of the time response, as shown in 

Figure 4.7.  The high resolution stretching-lobe PM provides high lateral and depth 

resolution. The high resolution PM increases the peak intensity of PSFs by 3% 

compared with that in Figure 4.4C. The PSFs were imaged with a high camera frame 

rate (100 fps) to show that different orientations of the two lobes uniquely label 

time. Whereas, the emitter’s depth is encoded in the distance between the two lobes, 

(Figure 4.7).  It must be noted that in the application of sub-frame temporal 

retrieval, as we have previously demonstrated [30, 160], a longer frame rate would 
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be used resulting in PSFs with arc-lengths encoding the surface residence time. The 

PSFs shown in Figure 4.7 represent a single emitter at different depths and times. 

The development of this PSF design allows for 3D tracking to be performed in 

addition to resolving sub-frame temporal information all compressed into a 2D 

image. Using this PSF design from tracking applications will also demand the 

development of more advanced algorithms [29, 161] designed for such PSF shapes.   

 

Figure 4.7. Experimental PSFs of stationary green beads when rotating the 

stretching-lobe PM fabricated using gray-scale lithography. PSFs of different 

orientations (rows) denote different time; PSFs of different lobe distance 

(columns) denote different depth of the emitter. The scale bar is 1 µm.   
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4.4.3. Developing complicated PSFs 

In addition to generating 3D PSFs for depth detection, the proposed 

algorithm can also design complicated PSF patterns such as the spelling of arbitrary 

words. Figure 4.8A shows an initial PM pattern containing a 60 by 60 matrix of 

random initial guesses. Figure 4.8B are the input PSFs containing four letters at 

different depths. The number of pixels increases compared with the PMs used for 

the DH PSF or stretching-lobe PSF due to the fact that the desired PSFs are much 

more complicated and requires more granularities. Thus a finer spatial control of 

the PM is necessary in this application. Four different constraints are 

simultaneously applied to the PM design. It is usually unsolvable using traditional 

phase retrieval approaches. However our algorithm generates a PM based on the 

complicated PSF inputs of spelling the word “RICE”.   

Our algorithm is robust and generalized enough to generate various different 

types of complicated PSFs solely t based on the input PSF profiles. In Figure 4.8B, 

four letters are used as the desired PSFs, and the PM pattern can still be recovered 

(Figure 4.8C). It is clear that the four letters are successfully recovered by the PM 

(Figure 4.8D), although a few artifacts are involved in the end. The PM is fabricated 

(Figure 4.8E) and the PSFs are obtained (Figure 4.8F).  
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Figure 4.8 PM fabricated using RIE for complicated PSFs. (A) Initial guess for 

the PM pattern. (B) Intensity profiles of the desired PSF. Four letters at 

different depths serve as four constraints. (C, D) The recovered PM (C) and its 

corresponding PSFs at different depths (D). (E, F) The fabricated PM (E) and 

the measured PSFs at different depths (F). The scale bar is 500 µm in A, C, and 

E, while it equals to 1 µm in B, D, and F.  

4.5. Conclusion 

In this work we propose two new algorithms to design the PM for arbitrary 

shape of PSFs. We verify the universality of our algorithm by recovering two 

published PMs that were designed with a different algorithm. Later, we propose a 

novel stretching-lobe PSF for 3D super-resolution microscopy and generated the 

corresponding PM using the faster performing Gauss-Newton method. Finally, we 

also successfully design a PM that corresponds to very complicated PSFs at different 

depths.  
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Chapter 5 

Conclusions 

5.1. Summary 

This thesis is focused on the application of phase modulation in super-

resolution microscopy. Phase modulation modifies the phase of the signal and 

encodes additional information of the fluorescent emitters. Previous application of 

phase modulation to super-resolution microscopy, such as depth detection, was 

limited to the spatial domain. In this thesis, the first aim has been to extend it to the 

time domain by proposing STReM. By rotating the phase mask in high rotational 

speed, the time information can be monotonically labeled by the PSF’s orientation. 

Combined with the compressive sensing techniques, the high spatial and temporal 

information embedded in 2D images can be retrieved. On one hand, STReM can be 

applied to the situation in which the dynamics of events are faster than the camera 

frame rate, and the details cannot be uncovered without STReM. On the other hand, 
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for the events occurring in a relatively slower time scheme, STReM can still be 

applied to the data collection but using a much lower camera frame rate. In the 

second scenario the data to be collected is decreased in size, which will be a solution 

to the large data size in single molecule study.  

Besides extending the phase modulation to time domain, this thesis has also 

proposed multiple new PSF patterns to encode the depth information by using a 

new phase mask design algorithm. Existing phase masks can only encode a limited 

group of PSF patterns, such as rotating PSFs. In this thesis, a generalized and robust 

phase mask design method is proposed, which only requires the desired PSF 

patterns at different depths. New phase mask patterns are proposed, such as 

stretching-lobe PSFs. Complicated PSFs containing different letters at different 

depths are also designed to demonstrate the ability of the algorithm.  

5.2. Future development 

An important extension of this work is to combine the phase modulation in 

both depth and time encoding. An obvious drawback of the current STReM 

technique is that it is limited to encode fast dynamics in the 2D plane. When it comes 

to a complicated, fast trajectory in 3D space, the data encoding algorithm of STReM 

will totally fail. The problem is caused by the fact that both depth and time share the 

same PSF response, rotating property. In Chapter 4.4.2, a brand new PSF response is 

proposed to solve this problem, named stretching-lobe PSF. One emitter has two 

lobes for this PSF and the distance between two lobes gives depth information of the 
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emitter. By rotating such a phase mask, the depth information is encoded by the 

orientation of the PSFs while the depth information is encoded by the distance 

between two lobes. Thus it is theoretically achievable to obtain both 3D spatial and 

time information from a single 2D image. Such a 4D STReM setup will be a powerful 

tool to study complicated system in super-resolution study in the future!  
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