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ABSTRACT
THE EFFECTS OF REPRESENTING THE SPATIAL VARIABILITY
OF AQUIFER CHARACTERISTICS ON NUMERICAL GROUND
WATER FLOW AND CONTAMINANT TRANSPORT MODELING
BY

JAMES CALVERT ROBINSON

The objective of the research presented here is to determine how the
representation of the spatial variability of aquifer properties affects ground
water flow and contaminant transport modeling at the United Creosoting
Company site in Conroe, Texas. Simulations are performed using spatial
distributions of aquifer properties generated by each of three methods: con-
stant value estimation, polynomial trend surface estimation, and kriging
point estimation. The significance of using a representation of an aquifer
property is dependent on the modeling purpose. In natural gradient ground
water flow simulations the representation of hydraulic conductivity and bot-
tom elevation significantly affected model calibration. The representation of
aquifer properties generally did not affect model calibration of natural gradi-
ent contaminant transport modeling, but do affect the shape and size of the
simulated plume. The representation of aquifer properties was very useful

for identifying feasible ground water recovery options.
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Ticking away thie moments that make up a dull day
Jou fritter and waste the hours in an offfiand way.
Kicking around on a piece of ground in your hiome town
Waiting for someone or something to show you the way.

Tired of lying in the sunshine, staying fome to watch the rain.
Jou are young and Gife is long and there is time to K today.
And then one day you find ten years have got befiind you.
ﬁ(pmwflyﬂuwﬂeﬁtcmmyaumirsdtﬁcmniwguu.

S0 you run and you run to catch up with the sun but it's sinking,
Recing around to come up behind you again.

The sun is the same in a relative way but you're older,

Shorter of breath and one day closer to death.

Every year is getting shorter; never seem to find the time.

Plans that eithier come to naught or Ralf a page of scrifbled fines.
Hanging on in quiet desperntion is the Taglishi way,

The time is gone, the song is over,

Thought I'd something more to say.

Time, ﬁy Pinl ¥ [py__rf
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INTRODUCTION

Ground water modeling is used extensively to study ground water
flow and contaminant transport. In recent years, studies using ground water
models have become common in risk assessment, regulatory permitting, and
corrective action design. Model predictions are sensitive to several parame-
ters. The choice of representing the spatial variability of aquifer properties

in models affects model prediction.

An abandoned creosoting site in Conroe, Texas provides a typical ex-
ample of a ground water contamination problem. The site was in operation
by United Creosoting Company (UCC) from 1946 to 1972 as a wood pre-
serving facility. The wood preserving process generated a great deal of
wastewater that was disposed of in two unlined ponds on the property.
Ground water contamination is present in the shallow unconfined aquifer
underlying the site. The majority of the contamination appears to originate
from the two waste disposal ponds. A plume of contaminated ground water
is currently migrating in the subsurface of the site. The major organic con-
taminants in the plume are the polycyclic aromatics found in creosote and
pentachlorophenol. The UCC site has been characterized by the National
Center for Ground Water Research (NCGWR) at Rice University and the
R.S. Kerr Environmenial Research Laboratory (RSKERL) of the U.S.

Environmental Protection Agency (EPA). Because of the extensive data
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compiled at the UCC site, it serves as an ideal situation for studying flow

and transport modeling.

The research presented here is primarily concerned with computer-
based ground water models. A computer-based ground water model is a
‘mathematical description of flow and transport in a ground water system,
coded in a programming language, with the specific aspects of the ground
water system it simulates as boundary conditions, initial conditions, and
physical aquifer properties (van der Heijde et al., 1988). Ground water
modeling is not a new field of study. However, the modeling of ground wa-
ter systems is more common now than ever before because of trends in regu-

latory policies and the availability of computational ability.

Modeling is performed in an attempt to simulate what happened, is
happening, or will happen. Applications of ground water models include
understanding ground water flow systems, predicting contaminant migra-
tions, and making decisions on cleaning contaminated aquifers (Committee
on Ground Water Modeling Assessment, 1990). Specifically, transport
modeling describes the movement and accumulation of fluid phases and
fluid carried substances, such as solute contaminants, in the subsurface
(Custodio et al., 1988). When designing a solution to a contamination re-
ublic health or environmental protection, an essential part of

the decision making process is the ability to predict the consequences of im-
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plementing the proposed corrective action (Bear, 1987). The main role of
ground water modeling in the regulatory process is long-term prediction of

the migration of waste.

Simulation of a ground water system refers to the construction and
operation of a model whose behavior assumes the appearance of the actual
aquifer behavior (Mercer et al., 1986). The term modeling generally implies
mathematical modeling. Mathematical models are solved in one of two ap-
proaches. Analytical solutions may be applied to an idealized problem by
making simplifying assumptions. When the problem cannot be accurately
represented with the simplifications necessary for an analytical solution, then
a numerical solution is called for. Numerical solutions can solve the most

complex systems, but require the use of a computer.

The research presented here studies methods to represent the spatial
variability of aquifer properties. Representations of aquifer properties, such
as hydraulic conductivity and bottom elevation, are generated by three
methods. Simulations of flow and transport are performed using the various
representations of an aquifer property. Information concerning the effect of
using each representation is inferred from the comparison of simulation re-
sults with observations made at the site. It is hoped that the conclusions
d on the simulation o

ine UCCT site will be applicable to a large cate-

noo
[T L4

gory of problems in similar environments.
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Congress calls for the EPA, other regulatory entities, and the regulated

community to achieve certain interrelated goals for the protection of ground
water quality (Keely, 1989). Three of these goals are mentioned here. The
first goal, as compiled by Keely, is assessment of the probable impact of ex-
/isting pollution on ground water at points of withdrawal of discharge and is
stated in the Safe Drinking Water Act of 1974 & 1986 (SDWA). Another
ground water protection goal is the establishment of criteria for location,
design, and operation of waste disposal activities to prevent contarmination of
ground water, or movement of contaminants to points of withdrawal or dis-
charge. This goal is declared in the Resource Conservation and Recovery
Act of 1976 (RCRA), and the Hazardous and Solid Waste Amendments of
1984 (HSWA). The third ground water protection goal is the development
of remediation technologies that are effective in protecting and restoring
ground water quality without being unnecessarily complex or costly and
without unduly restricting other land use activities. The third goal is identi-
fied in the Comprehensive Environmental Response, Compensation, and
Liability Act of 1980 (CERCLA, or commonly called Superfund), and the
Superfund Amendments and Reauthorization Act of 1986 (SARA).

Ground water modeling is instrumental in achieving each of these
three mentioned goals. Specifically, the first goal is related to risk assess-

ment applications of ground water modeling, The second goal is closely re-
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lated to the permitting applications of ground water modeling, and the last
goal represents the application of ground water modeling to the design of
corrective actions. Since ground water modeling is playing such an ever-in-
creasingly important role, ways of improving the accuracy of model predic-

tions in simulating flow and transport are needed.

The numerical modeling of flow and transport is a subjective task.
One common decision is whether to carefully identify and represent the dis-
tribution of a spatially correlated aquifer property in a numerical flow or
transport model, or to estimate a constant value to represent the aquifer
property in the model. The detailed characterization of the distribution of a
spatially correlated aquifer property is generally a very difficult and expen-
sive task. If a sense of the type and magnitude of the effects of conducting a
detailed investigation on ground water modeling can be attained, a more in-
formed decision can be made whether or not to conduct the detailed investi-
gation and fepresent the spatial variability of aquifer properties. The prob-
lem of representing the spatial variability of aquifer properties has become
common since numerical flow and transport models have become readily ac-
cessible. However, the problem does not exist when considering most ana-
lytical flow and transport models because the analytical solutions seldom al-

low for the representation of the spatial variability of aquifer properties.
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The importance of representing the spatial variability of aquifer prop-
erties is dependent on site specific conditions, and is generally not well
known. Decisions that are based on predictive models may be very impor-
tant from both health and financial considerations. In cases where critical
decisions are based on simulation predictions, every practical way of im-
proving the accuracy of the simulation should be studied. The research pre-
sented here studies only one of many ways of attempting to improve the ac-

curacy of simulations.

The objective of the research presented here is to determine how the
representation of the spatial variability of aquifer properties affects ground
water flow and contaminant transport modeling at the UCC site. To meet
the objective, the methods of representing aquifer properties are studied.
Various simulations are performed using representations of aquifer proper-
iies. The simuiations performed as part of the research presented here have
been chosen to provide insight into the effects of using the representations in
common modeling situations. Conclusions drawn on the effects of using the

representations of aquifer properties may be applicable to other sites.

Ground water modeling can generally be divided into two distinct
functions, ground water flow modeling and contaminant transport modeling,.

Ground water flow modeling is concerned with fiuid movement in the

porous media. Contaminant transport modeling is concerned with the
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movement of contaminants carried along by fluid movement in a porous
medium. Transport modeling requires information concerning the flow

conditions, and is therefore often applied in conjunction with a flow model.

Two modeling scenarios are selected for study. The modeling scenar-

ios are natural gradient flow and transport and recovery and injection system
flow and transport. Natural gradient model generally concemns the long-term
migration of contaminants in an aquifer. Recovery and injection system
modeling involves the induced effects of a system designed to remediate

contaminated ground water.

All aquifer properties are subject to spatial variability. Two aquifer
properties that are relatively easy to document and have been shown io have
significant effects on flow and transport are hydraulic conductivity and bot-
tom elevation. The hydraulic conductivity of an aquifer medium is a func-
tion of several soil and fluid properties. Local and regional variations in
hydraulic conductivity can result from the non-uniform deposition of soils
and from chemical or physical fouling of the aquifer media. The hydraulic
conductivity representation is used by models, along with the saturated
thickness, to determine the transmissivity of the aquifer. Local and regional
variations in the bottom elevation of an aquifer can result from non-uniform
depesition, faulting or slipping, and differential setiling of aquifer media.

The bottom elevation representation is used by flow models, along with the
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hydraulic conductivity information, to determine the transmissivity of the
aquifer. Transport models have an additional use for the bottom elevation
representation. The bottom elevation, and therefore saturated thickness, is
used to calculate the volume of saturated media, and therefore affects the de-

termination of mass present in the system.

Much research has been reported on generating estimates of a spatial
aquifer property at unsampled locations. The three methods selected to gen-
erate representations of aquifer properties are constant value estimation,

polynomial trend surface fitting, and kriging estimation.

The modeling presented here is limited in that it is unique to one par-
ticular ground water aquifer, and therefore cannot be used to make predic-
tions directly applicable to other sites. However, general conclusions drawn
from the research presented here may offer assistance in making preliminary
conceptual decisions when characterizing and modeling other sites possess-

ing similar aquifer properties.



PREVIOUS RESEARCH

Previous research leading to and related to the research presented here
has studied the spatial variability of aquifer properties. Also studied are the
spatial variability and the generation of representations of aquifer properties.

Previous research that studies the effects of representing the spatial variabil-
ity of aquifer properties on flow and transport modeling is similar to the re-
search presented here, but usually differs in that previous research has gen-
erally been done with fabricated or constructed aquifer properties and mod-

eling parameters.

2.1 _ Variability of Aquifer Properties

Generally, ground water aquifers have been observed to exhibit a high
degree of spatial variability. The aquifer properties that are important in hy-
functions of space and are very often highly variable (de Marsily, 1986).
However, spatial variability of such aquifer properties is not purely random.
de Marsily (1986) describes the variability of aquifer properties by suggest-
ing that if measurements are made at two different locations, the closer the
measurements are made to each other, the closer the measured values will be
to each other in magnitude. There is a spatial correlation in the distribution

of the magnitudes and the expected difference in magnitude is a function of
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separation distance. Spatially correlated quantities are called regionalized

variables (de Marsily, 1986).

If the hydraulic conductivity of an aquifer is independent of position
within a geologic formation, the formation is homogeneous. Whereas, if the
hydraulic conductivity of an aquifer is dependent of position within a geo-
logic formation, the formation is heterogeneous. Three types of heteroge-
neous configurations are layered heterogeneity, discontinuous heterogeneity,
and trending heterogeneity (Freeze et al., 1979). Layered heterogeneity is
described as individual beds making up a formation each having a relatively
homogeneous hydraulic conductivity, but the entire system of beds is het-
erogeneous. Discontinuous heterogeneity is caused by faults or large-scale
contrasts in stratigraphic features. Trending heterogeneity is common in re-
sponse to the sédimentation processes that create deltas, alluvial fans, and
glacial outwash piains. Trending heterogeneity in large formations can at-
tain gradients of 2-3 orders of magnitude in a few miles (Freeze et al., 1979).
Previous research has studied the factors influencing the spatial variability of
hydraulic conductivity, such as soil physical and chemical properties

(Wagenet et al., 1984).
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2.2 haracterization of Aquifer Propertv Vari ilit

If the actual value of an aquifer property is assumed to have a certain
single magnitude, then the values of the aquifer property may be described
by a probability density function. There is evidence that the probability
density function for hydraulic conductivity (K) is log-normal (Freeze et al.,
1979). A log-normal distribution for K is one for which a parameter Y, de-
fined as Y = In K, shows a normal distribution. The observations of bottom

elevation are generally assumed to have a normal distribution.

Let x,, . .., X, be the locations of the 7 points of measurement and x;
denote simultaneously the two coordinates of the point i. Also, let Z(x;) be
the value measured at the point i. The problem of point estimation lies in de-
termining the estimate of the unknown quantity Z*(x,) for any point x, than

has not been measured.

The following summary of univariate statistics is adapted from Isaaks

et al. (1989). The sample estimate of the mean is

z=7 3 z(x, @.1)

o
N.a
&
8
5
=

d Z(x;) are the n individual observations at points xi, .

alo . o __ nz-
the variance 57 is
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s2=-1 % 1z - 212 (2.2)

The distribution of values of an aquifer property assumed to have a
spatial correlation may be described by their mean, variance, and correlation
length scale. These three parameters do not include information of the spa-
tial structure of the data relative to the observations, but do describe the
variability of the spatial structure of the data as a function of the distance

from an observation.

A population of spatially variable distributions can be described with
an autocorrelation (p) function. The autocorrelation function describes how
the correlation between any values decays with separation or lag (Domenico
et al., 1990; Journel et al., 1978). A lag is simply some constant separation
distance h. For example, with lag 1, values being compared are a distance 4
apart, and with lag 2, values being compared are a distance 24 apart, and so
on. Althougﬁ there is flexibility in defining an autocorrelation function, an

exponential model used commonly is

p(h) = eXP(:lf;l) (2.3)

where p(h) is the autocorrelation of the population at a separation 4

(Domenico et al., 1990). The correlation length scale Ap (or %9, A}, and A2



13

for anisotropic media) is the separation at which p takes on a value of e-!
(approximately 0.37). An example of an exponential autocorrelation func-

tion (Equation 2.3) is presented as Figure 2.1.

094
0.8-
074
0.6

04
03
024
0.1

-

Figure 2.1 Autocorrelation function ry(h) verses lag separation

The correlation length scale characterizing the autocorrelation function pre-
sented in Figure 2.1 is equal to approximately 4.5 lags. If the lag separation
distance used in the calculation of the autocorrelation function was 25 ft,

then the correlation length scale is equal to 112.5 ft.

For example, with a finite number of spatially distributed values of

atural log hydraulic conductivity, the sample autocorrelation function (k)

=1

can be calculated from pairs of equally spaced data. The sample autocovari-
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ance (often simply called the covariance) function Cz(h) is first needed to
calculate the sample autocorrelation function. The sample autocovariance

function at a separation 4 is

m

Coh) = ; 3 1200 - 21 (26 + 1y - 2, @4)

where m is the number of pairs of sample points at a given separation and
Z(h) and Z(y + h) are a pair of sample points separated by a given range of
distance. The sample autocorrelation function is formed by taking the sam-
ple autocovariance function values and dividing by the sample autocovari-

ance function values at a separation of 0, C2(0), which is simply the sample

variance S%. The equation of the autocorrelation function is

ra(h) =%@. (2.5)

For unevenly spaced data, values are grouped into a series of class in-
tervals with the separation distance given by the midpoint of each interval.
For example, if considering spatially distributed data, and assuming a lag
separation of 25 ft, then all combinations of points closer than 25 ft from
each other are considered in the calculation of the autocovariance function at
lag 1, all combinations of points farther than 25 ft from each and closer than

50 ft from each other are considered in the calculation of the autocovariance

function at lag 2, and so on. The estimation of the correlation length scale is
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made by interpolating the value of the lag separation corresponding to where
the sample autocorrelation function takes on a value of e-1 (approximately
0.37). The correlation length scale is essentially a shape factor for the expo-
nential model. The estimated correlation length scale is the interpolated lag

‘separation multiplied by the separation distance.
2 eneration of R entations of Aquifer Properties

Three different methods are used for generating representations of
aquifer properties for use in the ground water models. The first method
generates a constant representation by constant value estimation. The next
method generates a polynomial representation by polynomial trend surface
fitting. And the last method generates a kriging representation by kriging

estimation.

P ]

2.3.1 Constant Representation

Assuming that an aquifer property does not exhibit a spatial correla-
tion, but is a constant value or a random distribution, a constant value esti-
mation of the aquifer property may be the most appropriate means of repre-
senting the aquifer property in a model. Three methods of constant value

estimation are the arithmetic mean, the harmonic mean, and the geometric

ll‘eanl
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In fluid flow studies, the effective hydraulic conductivity of a strati-
fied sequence is approximated by the arithmetic mean of the hydraulic con-
ductivity within the various strata if the flow is parallel to the strata (Isaaks
et al., 1989). The arithmetic mean is the method used to calculate the value
of bottom elevation used in the models for simulations requiring a constant

representation of bottom elevation.

The geometric mean is an estimate of the expected value of a sample
from a log-normal distribution. The use of the geometric mean in ground
water modeling studies has been studied by Davis (1987). Davis found that
the geometric mean gives accurate, representative hydraulic conductivity
values for heterogeneous, permeable media when the distribution of hetero-
geneity is random or nearly so. The geometric mean is simply the exponen-
tial transform of the arithmetic mean of log transformed data and can be cal-

culated directly by
Zg = exp (% $1n Z(x,-)]. 2.6)
i=

The geometric mean is the method used to calculate the value of hy-
draulic conductivity to use in the models for simulations requiring a constant

representation of hydraulic conductivity.
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Another method of calculating a constant representation of observed
aquifer properties is the harmonic mean. In fluid flow studies, the effective
hydraulic conductivity of a stratified sequence is the harmonic mean of the
hydraulic conductivity within the various strata if the flow is perpendicular
to the strata (Isaaks et al., 1989). The harmonic mean is simply the inverse

transformation of the arithmetic mean of inversely transformed data and can

be calculated directly by
Zpy = —1 2.7
H = l g: 1 - ( . )
n 21 Z(x;)

2.3.2 Polynomial Representation

On a regional scale, aquifer properties have a relatively regular struc-
ture which is amenable to deterministic representation through smooth func-
tions (Kitanidis et al., 1983). One such smooth function is a polynomial
trend surface. Polynomial trend surfaces are generalizations to more than
one dimension of curve fitting by least squares (Ripley, 1981).
Multidimensional generalizations of polynomial regression attempt to fit a

function of the form

Z'x)= Y ad"“x]x (2.8)
r+ssp
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to the data by least squares. The first few functions generated by Equation

2.8 are
a, 2.9)
a + bx; + cx,, (2.10)
a +bx; + cxy + dx} + exyx; + fi, and (2.11)
a+bxy+cx,+ dxf + exyxy + ﬁc% + gx‘;’ + hxfxz + ixlx§ + jxg. (2.12)

These functions cover two dimensions and are referred to as flat, linear,

quadratic, and cubic respectively. The integer p is the order of the trend sur-

face. There are

p=l2+p+2) 2.13)
coefficients, which are normally chosen to minimize

il [Z(x) - Z°(x)T%, (2.14)

=

where Z*(x;) is the value estimated by the polynomial equation at the point

Xi. A zero order trend surface has only one coefficient and provides an
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exact solution to only one point. Similarly, a first order trend surface has
three coefficients and provides an exact solution to three points, a second or-
der trend surface has six coefficients and provides an exact solution to six
points, and a third order trend surface has ten coefficients and provides an

exact solution to ten points.

Ripley (1981) describes how to rewrite eqs. 2.8 and 2.14 to make a
standard least-squares or multiple regression problem. For example, the ar-
guments 1, x;, x,, x,z, XX, xg, - .. are labeled as fi(x), . . . , fp(x) and the coef-
ficients a, b, c, d, e, f, . . . are labeled as By, ...,Bp. The problem is now a

multiple regression of Z(x;) on Hi(xy), ..., fp(x;). The surface may be

rewritten as
Z(x) = f(x)"B + r(x), (2.15)
f1(x)
fx)=| . | and (2.16)
Fr(X)

"]

B=| . J @2.17)
,
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where r(x) are the residuals of the polynomial trend surface and observed

points. The surface may also be written as

Zn=FB +r, (2.18)
Z(x1) |
Zv=| . | (2.19)
.(XN) i
[ fx)” |
F=| . , (2.20)
-f(.XN)T .
r(xi)
r=| . | (2.21)
I—"(.XN)

Equations 2.15 through 2.21 find an orthogonal matrix Q and an upper trian-

gular matrix R so that
nl;'_ng] 3 B . B '222
X Ta<= O J SENXNs 4 NxPy I\ Pxp. ( . )

The least-squares esiimate of B is found by



2 [20%) - f)'B)” = (Z - FBY'(Zy - FB)

,-ZEI [Z(x) - fx)"BT = [Q(Z - FB)I[Q(Zy - FB)]
2 [20x) - fx)"BI* = (QZy - RB)(QZy - RB)

igl [Z(x) - £(x;) B = Y3 Y, + (Y, - RB)'(Y, - RB)

where

QZy = [%; ]v (Y1erx1, (Y2)v-pyx1-

The minimum sum of squares occurs when

Y: =RB,

therefore

B= k-lYl

21

(2.23)

(2.24)

(2.25)

(2.26)

(2.27)

(2.28)

(2.29)

Since R is upper triangular, it is easy to solve for the coefficients By, . . .,

Bp. The equation of the polynomial trend surface is now known and esti-

mates at any point X, can be made by
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Z*(%,) = f(x,)"B. (2.30)

To improve the accuracy of the numerical solution to the multiple regres-
sion, it is desirable to transform the x; and x; coordinates of the observations
to a square with sides [-1, +1] to avoid extremely large or small values in

fi(x) (Ripley, 1981).

An undesirable feature of trend surfaces is the tendency to wave the
edges to fit points in the center. The wave effect is common in polynomial
regression, but is more severe in two or more dimensions where there is

more boundary to be affected (Ripley, 1981).

2.3.3 Kriging Representation

There are several commonly used techniques for interpolating spatial
data points. Three particular techniques studied by Satkin et al, (1991} are
inverse distance squared, linear interpolation, and kriging. Satkin et al.
found that kriging is a more robust and provides explicit measures of estima-
tion accuracy. The use of geostatistical techniques such as kriging for esti-
mating aquifer properties has been suggested for years. Different variations
of kriging exist (Journel et al., 1978: Journel, 1989; de Marsily, 1986; Peck
et al., 1988; Davis, 1986; Isaaks et al., 1989). Other forms of kriging are
reviewed and demonstrated by Ahmed et al. ( 1987). The form presented

here is ordinary kriging.
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Ordinary kriging is a statistical interpolation method that chooses the
best linear unbiased estimator (BLUE) for the variable in question. It is
called linear because its estimates are weighted linear combinations of the
available data. It is called unbiased because the mean estimation error 7 is

equal to zero. It is called best because it minimizes the theoretical variance.

The variable is assumed to be a random function whose spatial corre-
lation (structure) is defined by a variogram. which is a measure of the
change in the variable with changes in distance. Higher correlation between
measured points is expected for small separation distances. Kriging is dif-
ferent from other interpolation methods because it considers the spatial
structure of the variable and provides an estimate of the interpolation error in
the form of the standard deviation of the kriged values. Such error estimates
are needed when assigning plausible ranges of aquifer property values prior
i0 modei caiibration. Kriging also preserves the field value at measurement
points, unlike some other interpolations schemes such as least-squares fitting

of a polynomial.

An important concern for users of the kriging technique is the effect
of the sample size on the precision of estimates obtajned. Hughes et al.
(1981) suggest that for sample sizes of less than approximately 50, kriging

offered no clear advantage over oihier meihods. However, kriging estimates

are less variable. A smaller variance, and therefore fewer estimates that
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differ greatly from the observations is desirable from the standpoint of

maintaining physically reasonable estimates of aquifer properties.

The kriging process is presented in numerous places (Journel et al.,
1978; Journel, 1989; de Marsily, 1986; Peck et al., 1988; Davis, 1986; Isaaks
et al., 1989}. The ordinary kriging process, as presented by Peck et al.
(1988) is presented here.

The estimated value Z*(x,) at a point x, is a weighted linear combina-

tion of the available known samples Z(x;)
Z(x,) = >’il A Z(X). (2.31)
=

At any point x, there are i weights A. These weights are the unknowns of the
problem and depend on both the point x, to be estimated and the measure-

ment ponts X;. The set of weights changes for every position x,.

Two conditions will permit the calculations of the weighting factors A.

The first condition is that the mathematical expectation of Z*(x,) be equal to

that of the true Z(x,)

E[Z(x,)] = E[Z*(x,)] (2.32)

or
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E[Z*(x,) - Z(x,)] = 0. (2.33)

The first condition forces the estimator to be unbiased. By substituting

Equation 2.31 into Equation 2.32,

EIZ0)] = B $ 3% Z(x) (2.34)
E[Z(x)] = 3 Ay, ElZ(x)], (2.35)

and therefore

n

3 Ay, = 1. (2.36)

i=]
We now determine the set of weights 7\;(0 by imposing the second condition

that the error of estimation be minimal

min. E[Z*(X,) - Z(x,)]? (2.37)
and therefore
min. var{Z*(x,) - Z(x,)] {(2.38)

since E[Z*(x,) - Z(x,)] = 0. The function to be minimized, Equation 2,38,

can be written as
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E{[Z* (%) - Zxo)'} = E{{g. Ax, [Z(x;) - Z<xo)]} 2} (2:39)

=1

E{12'00) - 2001} = B{$ 25, (2000 - 200, £ 95, z0x) - 205,

-3 ;3 Ax, M, E{1Zx) - Z)Z(x)) - Z(x,)] ) (2.40)

The definition of the variogram is needed

¥ - %) = 5 E{ [2(x) - o))} (2.41)
Y- %) =5 { {1260) - 2661 - (208 - Z0xo0] 17} (2.42)
Y0 - %) = 3 E{1Z6) - 012} + 3 B 120 - 2007}

- E {[Z(x) - ZG)[20%) - Z(x,)]} (2.43)

VX - X)) = Y(X; - Xo) + Y(X; - X,)

- E {[2(x) - Z&x)[2(x)) - Z(%0)] } (2.44)
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The variogram y(x; - x;) is commonly called the semi-variogram. It is related

to the autocovariance function Cz(h) by subtracting the sample variance S%,

which is commonly called the sill value

Y(xi - X;) = SZ- Cxh). (2.45)

From Equation 2.44 the mathematical expectation needed in Equation 2.40

can be calculated. By substitution

E{[Z'0) - Z&o)PP} = -3 £ 35 M yix; - x)

i=1j=1

'*'ﬁ i A;‘o }‘&o V(Xi - Xo)

i=lj=1
+3 3 Ax, My, Y% - Xo) (2.46)

i=]lj=1

Equation 2.46 may be simplified to

E{[Z°0) - Z0o)} = -3 £ 2, W, y(x, - %)

i=1j=1
2R, Y- %)+ £ X W) (247)
= J=

since
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i=1

3 Ay, = ﬁl M, = 1. (2.48)
Jj=
Equation 2.47 can further be simplified to

E{Z°®) - 201} = -3 3 N ¥y~ x)

i=1j=1
+2 :‘f‘l A, Y(Xi - Xo) (2.49)
since
2 2, YK - %) = ,‘3”" YX; - %) (2.50)

The minimization of Equation 2.49, subject to the linear constraint of

Equation 2.34 is found by using the method of Lagrange multipliers. The
expression

3 Ay, - 1] (2.51)

i=1

SE{Z00) - 2001 - [

is minimized where p is a new unknown, called a Lagrange multiplier,

which is added to the n previous unknowns );o. By substituting Equation

2.49 into Equation 2.51 and equating to zero the partial derivatives with re-

spect to 7‘;(0 and |, a linear system is formed
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Z:A&O'Y(Xi-xj)+u=‘i(xi-xo)
J=

ﬁlx;f 1.

i=1,...,n (2.52)

The complete linear system of kriging may be written in matrix form

i Ov2..vm1 r;“l F'YIO-
Xo
Y21 0 .. 71 22 Y20
X0
... . _ (2.53)
Y1 Y2 .. 01 Ax, Yn0
-1 1..10dL 0 4d L
with ; denoting Y(x; - X;). The diagonal is zero since
Yii = Y(Xi - X;) (2.54)
i = Y(0) (2.55)
Yi =0. (2.56)

The matrix on the left of Equation 2.53 only needs to be inverted once for all

points x,,.
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2.3.4 Tests of Goodness of Fit

Given a set of estimates at several locations, it is natural to compare
their distribution to the distribution of the true values at the same locations.
We would like the distribution of the estimated values to be similar to the
distribution of true values. It is expected that the estimate Z*(x;) will differ
somewhat from the true value Z(x;) by an amount called the estimation error,

r(x;), also referred to as the residual (Isaaks et al., 1989)

r(x;) = Z*(x;) - Z(x;). (2.57)

A measure of the estimated value’s match to the observed values is

the mean estimation error, 7

S fr-

n
F== 3 r(x;). (2.58)
i=1
A positive or negative mean of the residuals reflects a general tendency to-
ward overestimation or underestimation, respectively. The mean of the es-

timation error distribution is often referred to as the bias (Isaaks et al., 1989).

Even though the mean estimation error may be zero, the estimates

may scatter wildly about the correct values. The scatter can be expressed as

» . _ . 2
the estimation error variance, S
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§t =t B ey - 7P (2.59)
i=1

The estimation error variance is the same sort of variance that Equation 2.2
represents, except that Equation 2.59 is the variance of the estimation erITors,
and Equation 2.2 is the variance of either the estimated values or the ob-
served values. The square root of the estimation error variance is called the

standard error of the estimate.

A summary statistic that incorporates both the bias and the spread of

the estimation error distribution is the mean squared error,
MSE =1 $ r(xy2. (2.60)
i=1

The MSE can be related to the other statistics of the estimation error distri-

bution,

MSE = §% + 72, (2.61)

The MSE is often reported as the root mean squared error, RMSE

RMSE = VMSE. (2.62)

Use of the RMSE as a measure of correlation between simulated results and

observations is common (Haselow et al., 1991; Weston, 1985).
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2.4 _ Effects of Spatial Variability on Modeling

The representation of an aquifer property affects flow and transport
modeling results. The degree to which the modeling results are affected is a
function of the relative change in the aquifer property observed and the scale
at which the change is observed. For example, the spatial variability of an
aquifer having a saturated thickness decreasing from 30 ft to 10 ft over S00
ft has a greater effect on the flow and transport than would the spatial vari-
ability of an aquifer having a saturated thickness decreasing form 200 ft to
180 ft over the same distance. The relative change in saturated thickness is

the parameter of concern.

Anderson (1987) states that the importance of geologic heterogeneity
in controlling flow is widely recognized, but development of ways for
defining heterogeneity in the field and for incorporating geologic informa-
tion into flow and transport models is a new area of research (Anderson,
1987). Anderson performed numerical experiments involving flow through
a two-dimensional graded bed system viewed at three different scales of het-
erogeneity and flow through as system viewed under different interpretations
of the heterogeneity pattern and under two different flow regimes, Cne
conclusion drawn from these experiments suggests that for flow modeling,

1
the scale

t which heterogeneity is simulated shouid match the measurement

-}

scale used to obtain the field heads that serve as the calibration standard.
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Another conclusion directly related to the research presented here is that the
sensitivity of a model to representations of heterogeneity depends on the
boundary conditions. Perhaps the most profound conclusion is that proper
treatment of large scale heterogeneity patterns and trends in the hydraulic
conductivity distribution is critical to obtaining an accurate representation of
the flow field and accurate flow estimates. The experiments by Anderson
(1987) primarily differ from the research presented here in that Anderson’s
research was calibrated to a flow system constructed in the laboratory and
the research presented here is calibrated to field observations at an actual
site. Another difference is that Anderson’s research used a vertical hydraulic
conductivity distribution constructed for the experiments and the research
presented here uses representations of hydraulic conductivity generated from

sparse observations.

Laboratory experiments on dispersion of miscible fluids in a porous
medium havé been performed by Haselow et al. (1991). Haselow et al.
packed two-dimensional models with both homogeneous and idealized het-
erogeneous hydraulic conductivity distributions. The results of these exper-
iments indicate that the inclusion of hydraulic conductivity differing from
the surrounding medium could result in both Gaussian and non-Gaussian

tracer distributions depending upon the location of the inclusion, and sys-
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tems with heterogeneous permeability distributions sometimes resulted in

dispersion similar to that for homogeneous media.
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AQUIFER PROPERTIES

A field site is selected to serve as a practical modeling application and
provide realistic data. The previously documented observed aquifer proper-
ties were compiled and reviewed for integrity. Representations of the spatial
‘Variability of aquifer properties are generated from the spatial distribution of
observations. The representations are generated specifically for the purpose

of incorporating into ground water flow and contaminant transport models.

3.1 Field Site

The research presented here models the ground water flow and con-
taminant transport at the UCC site in Conroe, Texas. The city of Conroe lies
about 100 miles from the Gulf of Mexico in Montgomery County. The UCC
site is an abandoned wood treatment facility that has been studied by the
NCGWR and the RSKERL since 1982. The United Creosoting Company
operated a wood preservation facility in from 1946 to 1972. In the summer
of 1972, the facility was closed and the major equipment removed. The
wood treatment facilities were decommissioned and demolished prior to
1975. While in operation, the UCC used a pressurized treatment process in
which pentachlorophenol (PCP) and creosote were added into lumber such

as telephone poles and railroad ties. Two large ponds were used to treat or
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dispose of waste materials (Weston, 1985). A site plan showing the property

boundary and waste pond locations is presented as Figure 3.1.

Between 1972 and 1977 the land was subdivided and sold for use by
the Conroe Construction Company and for development of the Tanglewood
East residential subdivision. An inspection of the site by the Texas
Department of Water Resources (TDWR) (presently called the Texas Water
Commission) in July 1977 revealed that the Tanglewood East residential
subdivision was being constructed on the western portion of the former UCC
property. The inspection also revealed that the former waste ponds had been

drained and were being back-filled in 1975 (Weston, 1985).

During the summer of 1980, citizens complained of creosote odors
from soils obtained at the site and used on various road projects around
Montgomery County. On the basis of these complaints, a site investigation
was conducted in 1981. Three ground water monitoring wells were installed
and soil and ground water samples taken. Soils from the former waste ponds
were found to be contaminated with PCP. Further studies at the site indi-
cated extensive soil contamination within the former waste pond area and
region of the former waste ponds. The site was placed on the CERCLA
National Priorities Lisi (NPL) on September 1, 1983. A site investigation

was begun by TDWR in 1984 (Weston, 1985).



Figure 3.1

Scale: 1" = 400’

Site plan (Weston, 1985)
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The chemicals used in wood preservation at the UCC site were PCP
and creosote. Creosote was produced at the UCC site in a coal tar distilla-
tion unit. Destructive distillation of coal tar yields creosote and other distil-
late fractions which contain polynuclear aromatic organic compounds of
"varying molecular weights. Naphthalene is one of the polynuclear aromatic
organic compounds produced. Also produced is a dark brown to black
amorphous residue known as pitch. The coal tar pitch is an unusable process
by-product which was probably disposed of in the larger of two waste ponds

(Weston, 1985).

Past research at the site has been aimed at characterizing the major
physical, chemical and biological processes affecting the transport and fate
of organic contaminants in ground water (Borden, 1986a). An initial site
characterization was performed by NCGWR and included sampling soils
and water quality at 35 boreholes and 14 monitoring wells (Bedient, 1984).
Results from six sampling events over two years showed wells around the
site possessed naphthalene concentrations above 800 ug/l. Conservative
constituents, traced by chloride concentrations up to 75 mg/l, were shown to
have migrated approximately 300 ft downgradient of the site. Organic con-
taminants had been adsorbed and microbially degraded in their migration

from the wasie source as evidenced by their attenuated concentrations.

Detailed field pump tests had been performed to evaluate hydraulic conduc-
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tivity at several of the shallow wells. The U.S. Geological Survey solute
transport model (Konikow et al., 1978) had been used to predict chloride
plume patterns and evaluate parameters which govern transport processes at

the site (Bedient, 1984).

The NCGWR at Rice University continued studies at the UCC site
aimed at developing mathematical models for simulating the degradation
processes affecting the transport and biodegradation of dissolved hydrocar-
bons (Borden et al., 1986). Hydrocarbon transport and degradation at the
site is simulated where oxygen-limited biodegradation is known to occur.
The studies by the NGWMC hydrologically and microbiologically character-
ized the site. Bedient et al. (1984) described the site geology, hydrology,
and the major contaminants present. Lee et al. (1984b) and Wilson et al.
(1985) have characterized the subsurface microbiology using sterilized sam-
pling techniques and provided estimates of the rates of microbial degrada-
tion. Organic hydrocarbons were also determined to be present at substantial
concentrations and have been shown to be nonlimiting for biotransformation
(Bedient et al., 1984:; Lee et al., 1984a). A three well injection-production
test was performed at the UCC site to estimate the effective in situ retarda-
tion factors for adsorption and to evaluate the significance of biotransforma-

tion in the transport of contaminants (Borden et al., 1987). The results sug-
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gested that biotransformation is the major process limiting the transport of

naphthalene and similar compounds at the UCC site.
2 ite Hydr 1

The site is underlain by unconsolidated sediments (sand, gravel, and
clay) in alluvial fan deposits. The shallow water bearing zone at the UCC
site consists of a shallow unconfined zone which is sometimes horizontally
subdivided by silty clays so as to create several localized semi-confined
zones found at lower elevations. The silty clay unit which separates the
shallow water bearing zone into unconfined and semi-confined strata is dis-
continuous across the site. The dip of the shallow water bearing zone is con-
sistent with regional trends, but below the site it varies in thickness and ele-
vation over short distances. The complex interbedding of sand, silt, and
clay, responsible for the rapid changes in thickness and elevation, are the
product of deposition within a fluvial-deltaic system controlled by swift

temporal and lateral variations (Weston, 1985).

A network of 34 monitoring wells is present at the site.
Approximately half of the wells were installed by the NCGWR, a few were
instailed by the TDWR, and the others were installed by Weston. The wells
(and associated well borings) provide information concerning the soil strata,

ground water surface elevation (GWSE), soil and ground water quality, and
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aquifer flow properties. Observations of hydraulic conductivity and bottom
elevation were collected at several of the monitoring wells by Weston in

1985.

A coordinate system aligned with the eastern site property boundary is

established at the site and used for documenting the location of each moni-

toring well and is referred to as the site coordinate system. The primary di-
rections of the site coordinate system are site North and site East. A modi-
fied coordinate system is established to facilitate the model grid construction
and is referred to as the grid coordinate system. The orientation of the grid
coordinate system is described later. The primary directions of the grid co-
ordinate system are grid north and grid east. A plan view of the existing
monitoring well locations is shown in Figure 3.2. The scale of Figure 3.2

(approx. 1" = 300') is slightly larger than the scale of Figure 3.1 (approx. 1"

4G0'). The coordinates of the existing monitoring wells are presented in

Table 3.1.

Observed values of hydraulic conductivity are obtained by analyzing
aquifer hydraulic test data for several of the monitoring wells. The aquifer
tests were performed during the initial site investigation (Weston, 1985).
The results of the analysis of the aquifer tests are presented later in the com-

parison of the representations of hydraulic conductivity to observations of
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Well ID Site North Site East Grid North
(fr) (ft) (ft)

SW1 846.70 38.90 845.39
SW2 -294.80 -319.40 -330.35
SW3 -260.00 -530.00 -320.58
Sw4 -584.70 -476.30 -636.70
SW5 -76.00 -446.20 -127.99
SW6 193.10 -474.30 135.93
SwW7 -536.57 7.86 -531.91

- SW8 -471.32 263.16 -437.07
SW9 54.49 -562.74 -12.13
SW10 -1114.66 -225.62 -1133.47
RU1 -80.00 -125.00 -94.16
RU2 160.00 -125.00 144.17
RU3 125.00 170.00 144.14
RUSA 87.00 -120.00 72.27
RU5B 87.00 -125.00 71.68
RUSJ 87.00 -130.00 71.09
RU7 -210.00 260.00 -177.94
RUS 200.00 -120.00 184.48
RU9 130.00 -210.00 104.38
RU26 33.00 -125.00 18.06
RU27 -40.00 -140.00 -56.20
RU28 -70.00 -125.00 -84.23
RU29 -90.00 -125.00 -104.09
RU30 130.00 -290.00 94.96
DW1 384.90 -193.00 359.51
DW2 173.10 50.00 177.78
DW3 -65.80 -331.20 -104.33
DwW4 -600.00 -473.10 -651.52
DW35 -68.98 -110.00 -81.43
DW6 -550.00 -75.00 -555.00
DW7 -756.30 145.00 -733.97
DWS8 779.57 -507.85 714.37
DW9 -40.00 -110.00 -52.67
DW10 -1204.24 -239.96 -1224.11
Site Coordinate system established at the site (Weston, 1985)
Grid

Table 3.1 Monitoring well locations

hydraulic conductivity. The univariate statistics for observed natural log

hydraulic conductivity are presented in Table 3.2. Observed values of bot-

tom elevation are obtained from interpreting the drilling logs of several of




In(K) BE

Number 11 dim. 25 dim.
Mean 04 In(ft/day) 198.94 ft MSL
Variance 2.1 In(ft/day)? 47.41 fi2
Minimum -2.7  In(fy/day) 176.84 ft MSL
25th percentile -0.5 In(ft/day) 196.69 ft MSL
Median 0.6 In(ft/day) 200.28 ft MSL
50th percentile 1.0 In(ft/day) 212.19 ft MSL
Maximum 3.0 In(ft/day) 214.77 ftMSL
In(K)  Natural log hydraulic conductivity
BE Bottom elevation

Table 3.2 Univariate statistics of the observed aquifer properties

the monitoring wells. The monitoring well drilling logs are documented in
the initial site investigation (Weston, 1985). The results of the analysis of
the drilling logs are presented later in the comparison of the representations
of bottom elevation to observations of bottom elevation. The univariate
statistics for the observed values of bottom elevation are presented in Table

3.2
r Pr

Representations of aquifer properties are generated at each cell of a
model grid. The representations of aquifer properties generated are for hy-

draulic conductivity and bottom elevation.
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3.3.1 Hydraulic Conductivity Representations

Each cell of a model requires a reasonable representative value of hy-
draulic conductivity. A constant representation, polynomial representation,
and kriging representation of values of natural log hydraulic conductivity are

generated.

The constant value estimate of hydraulic conductivity for the aquifer
is 1.49 ft/day. The geometric mean of the 11 aquifer tests results is used to
derive the constant value estimate. The geometric mean of the 11 aquifer
tests results is 0.4 In(ft/day). The notation “In(ft/day)” indicates that the
measurement units of the log transformed hydraulic conductivity are ft/day.
A comparison of observed natural log hydraulic conductivity to the constant

representation is presented in Table 3.3.

aquifer is generated using a second order polynomial function. A computer
code called TrendSurface (RockWare, 1990) is used to perform the calcula-
tions to fit a second order polynomial function to the observed hydraulic
conductivity data. A second order polynomial function is used because it is
the highest order polynomial function that maintained stability in regions
where control points are scarce. The RMSE of the polynomial representation

is lower than the RMSE of the constant representation. A comparison of the
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Well ID Obs. C P K C P K
In(K) In(K) In(K) In(K) r r r
In(ft/day) In(ft/day) In(ft/day) In(ft/day) In(ft/day) In(ft/day) In(ft/day

SwWi1 3.0 0.4 3.2 2.7 2.6 -0.2 0.3
SW2 -2.7 0.4 -0.5 -1.7 -3.1 -2.2 -1.0
SwW3 0.6 0.4 0.6 04 0.2 0.0 0.2
SwW4 1.0 0.4 0.2 0.7 0.6 0.8 0.3
SW5 0.9 04 04 0.6 0.5 0.5 0.3
Sw7 -0.6 04 -1.0 -0.6 -1.0 04 0.0

- SW8 -0.5 0.4 -0.4 -0.5 -0.9 -0.1 0.0
SW9 1.4 0.4 1.5 1.3 1.0 -0.1 0.1
SW10 0.3 0.4 0.3 04 -0.1 0.0 -0.1
RU2 1.1 04 -0.1 0.9 0.7 1.2 0.2
RU3 -0.2 0.4 0.0 0.0 -0.6 -0.2 -0.2
RMSE 14 0.8 0.4
Obs. Observed natural log hydraulic conductivity (Weston, 1985)
C Constant representation of natural log hydraulic conductivity
P Polynomial representation of natural log hydraulic conductivity
K Kriging representation of natural log hydraulic conductivity
In(K)  Natural log hydraulic conductivity
r Estimation error
RMSE _ Root mean squared error

Table 3.3 Comparison of hydraulic conductivity representations

observed values of hydraulic conductivity to the polynomial representation

at a location corresponding to the location of each observation is presented

in Table 3.3. The greatest estimation error occurs at monitoring well SW2,

where the minimum observed value is recorded. The polynomial trend sur-

face was not able to conform to the extreme observed value at SW2, which

is located in the interior of the domain and in the center of several other

control points. A scatter plot of the polynomial representation of hydraulic

conductivity verses the estimation error of each estimated value is presented

as Figure 3.3. The point with greatest estimation efror can be observed in
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Figure 3.3 Polynomial representation verses estimation error for hy-
draulic conductivity
the scatter plot of the observed values of hydraulic conductivity verses the

polynomial representation, presented as Figure 3.4. A contour plot of the re-

sulting polynomial hydraulic conductivity representation is presented as
Figure 3.5.

The contour plot of the polynomial hydraulic conductivity representa-
tion shows an apparent “bowl” shape. The minimum estimated values of
hydraulic conductivity, analogous to the “bottom” of the “bowl,” appear in
the region of monitoring well SW7 (see figs. 3.2 and 3.5). The estimated
values of hydraulic conductivity approach unreasonably high values in the

four comers of the region of estimated values. In the region of greatest
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concem, near the waste ponds (see Figure 3.1), the estimated values of hy-
draulic conductivity generally slope from greater values to smaller values,

moving from northwest to southeast (see Figure 3.5).

The kriging representation of hydraulic conductivity for the aquifer is
generated using ordinary block kriging. A computer code called KRIGE,
which is part of the geostatistical environmental assessment software pack-

age Geo-EAS (Englund et al., 1991), is used to perform the calculations of
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estimated values of hydraulic conductivity at each cell. A lag separation of
50 ft is used in the modeling of the variogram. An exponential model is
commonly used to model the variogram for aquifer properties (Englund,
1991). The RMSE of the kriging representation of hydraulic conductivity is
lower than the RMSEs of both the constant representation and the polyno-
mial representation. A comparison of the observed values of hydraulic con-
ductivity to the kriging representation at a location corresponding to the loca-
tion of each observation is presented in Table 3.3. The kriging representa-
tion of hydraulic conductivity provides the best match to the observations. A
scatter plot of the kriging representation of hydraulic conductivity verses the
estimation error of each estimated value is presented as Figure 3.6. A scatter
plot of the observed values of hydraulic conductivity verses the kriging rep-
resentation is presented as Figure 3.7. A contour plot of the resulting kriging

hydraulic conduciiviiy representation is presented as Figure 3.8.

The contour plot of the kriging hydraulic conductivity representation
shows much of the same distinguishing features as the contour plot of the
polynomial representation of hydraulic conductivity. The minimum esti-
mated values of hydraulic conductivity appear in the region of monitoring
well SW2 (see figs. 3.2, 3.5, and 3.8). The minimum kriging estimated val-

ues appear closer the minimum observed value, monitoring well SW2, than



51

~5
3
g ]
£ 14
E 0 : oo ° . .
ca L ]
E
] -1 .
2 ]
-M i
%
-3 ""l""l""l""l""l""l"'
3 -2 -1 0 1 2 3 4
Kriging Estimation In(ft/day)
Figure 3.6 Kriging representation verses estimation error for hydraulic

conductivity

the minimum polynomial estimated values. The estimated values of hy-
draulic conductivity maintain reasonable values over the entire region of es-
imated values. In ihe region of greatest concern, near the waste ponds (see
Figure 3.1), the kriging estimated values of hydraulic conductivity are of ap-
proximately the same magnitude as the polynomial estimated values and
generally slope from greater values to smaller values, moving from north-
west to southeast (see figs. 3.5, 3.8), just as the polynomial estimated values.
Both the kriging and the polynomial estimated values of hydraulic conduc-
tivity are approximately the same magnitude as the constant value estimation

in the region of the waste ponds.
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3.3.2 Bottom Elevation Representations

Each cell of the numerical flow and transport models requires either a
representative value of bottom elevation or saturated thickness, which is di-
rectly computed from bottom elevation. A single value estimation, polyno-
mial representation, and kriging representation of values of bottom elevation
for the aquifer are generated for use with the models. The values of bottom

elevation must be physically reasonable.

The constant value estimate of bottom elevation for the aquifer is
198.94 ft MSL. The notation “ft MSL” indicates that the measurement unit
of the bottom elevation is vertical ft referenced to mean sea level. The
arithmetic mean of values of bottom elevation interpreted from 25 soil bor-
ing drilling logs is used to calculate the constant value estimate. A compari-
son of ihe observed values of bottom elevation to the constant representation

is presented in Table 3.4.

The polynomial representation of bottom elevation for the aquifer is
generated using a third order polynomial function. The calculations to fit the
polynomial function to the observed bottom elevation data are performed us-
ing the same computer code called TrendSurface (RockWare, 1990) that is
used to fit a polynomial funciion io the observed hydraulic conductivity data.

A third order polynomial function is used because it is the highest order



55

Well ID Obs. C P K C P K
BE BE BE BE r r r
(ftMSL) (ftMSL) (ft MSL) (ft MSL) (fv) (ft) (fv)
SW1 203.94 19894  204.58 203.99 5.00 -0.64 -0.05
SwW2 194.88  198.94 197.70  196.02 -4.06 -2.82 -1.14
SW3 197.76 19894 197.94 197.95 -1.18 -0.18 -0.19
SwW4 196.88  198.94 196.89  196.41 -2.06 -0.01 0.47
SW5 203.56  198.94 198.43  202.03 4.62 5.13 1.53
SwWe6 19592 19894 199.08 197.22 -3.02 -3.16 -1.30
SW7 202.16 198.94 197.55  200.47 3.22 461 1.69
SW38 203.12 19894 20470  202.69 4.18 -1.58 0.43
SW9 19543  198.94 197.12  196.48 -3.51 -1.69 -1.05
SW10 176.84 19894  181.37 179.33 -22.10 -4,53 -2.49
RU1 196.70  198.94 201.87 198.86 -2.24 -5.17 -2.16
RU2 20540 198.94  203.89  205.13 6.46 1.51 0.27
RU3 203.87 198.94  202.59 203.90 4.93 1.28 -0.03
RUSJ 205.08 198.94  203.21 204.21 6.14 1.87 0.87
RU27 200.60 198.94 201.94 200.22 1.66 -1.34 0.38
DW1 205.78 198.94 20543  205.31 6.84 0.35 0.47
DWwW2 205.14  198.94  203.82 205.01 6.20 1.32 0.13
DW3 204.85 19894 19978  203.11 5.91 5.07 1.74
DW4 196.69 198.94 19621 195.89 -2.25 0.48 0.80
DWS5 199.49 19894 201.87 198.86 0.55 -2.38 0.63
DW6 196.86 198.94 19593 197.39 -2.08 0.93 -0.53
DW?7 198.16 198.94 197.88  197.70 -0.78 0.28 0.46
DW8 201.84  198.94  201.72 201.79 2.90 0.12 0.05
DW9 200.28  198.94 202.14 199.93 1.34 -1.86 0.35
DW10 182.22 19894 179.08 18134  -16.72 3.14 0.88
RMSE 6.75 2.65 1.04
Obs. Observed bottom elevation (Weston, 1985)
C Constant representation of bottom elevation
P Polynomial representation of bottom elevation
K Kriging representation of bottom elevation
BE Bottom elevation
r Estimation error
L_RMSE _ Root mean squared error
Table 3.4 Comparison of bottom elevation representations

polynomial function that maintained stability in regions where control points
are scarce. The RMSE of the polynomial representation is lower than the

RMSE of the constant representation. A comparison of the observed values
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of bottom elevation to the polynomial representation at a location corre-
sponding to the location of each observation is presented in Table 3.4. A
scatter plot of the polynomial representation of bottom elevation verses the

estimation error of each estimated value is presented as Figure 3.9.
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Figure 3.9 Polynomial representation verses estimation error for bottom
elevation

A scatter plot of the observed values of bottom elevation verses the polyno-

mial representation is presented as Figure 3.10. A contour plot of the result-

ing polynomial bottom elevation representation is presented as Figure 3,11,

The contour plot of the polynomial bottom elevation representation shows a

saddies.” The minimum estimated values of bottom eleva-

tion appear in the region of monitoring wells SW10 and DW10; and the
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Figure 3.10  Observed values verses polynomial representation for
bottom elevation

maximum estimated values appear in the region of monitoring well SW1
(see figs. 3.2 and 3.11). The estimated values of bottom elevation approach
unreasonably high values in the southwest corner of the region of estimated
values; and approach unreasonably low values in the northeast corner. In the
region of greatest concern, near the waste ponds (see Figure 3.1), the esti-
mated values of bottom elevation generally slope from greater values to

o o Y~

simalier vaiues, moving from northeast to southwest (see Figure 3.11).
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The kriging representation of bottom elevation for the aquifer is gen-
erated using ordinary block kriging. The calculations of estimated values of
bottom elevation at each cell are performed using the same computer code
called KRIGE (Englund et al., 1991) that is used to generate estimated val-
ues of hydraulic conductivity at each cell. The same lag separation of 50 ft
is used in the modeling of the variogram. An exponential model is again
used to model the variogram. The RMSE of the kriging representation of
bottom elevation is lower than the RMSEs of both the constant representa-
tion and the polynomial representation. A comparison of the observed val-
ues of bottom elevation to the kriging representation at a location corre-
sponding to the location of each observation is presented in Table 3.4. The
kriging representation of bottom elevation provides the best match to the ob-
servations. A scatter plot of the kriging representation of bottom elevation
Veises ine esumation error of each estimated value is presented as Figure
3.12. A scatter plot of the observed values of bottom elevation verses the
kriging representation is presented as Figure 3.13. A contour plot of the re-

sulting kriging bottom elevation representation is presented as Figure 3.14.

The contour plot of the kriging bottom elevation representation shows
much of the same distinguishing features as the contour plot of the polyno-
mial representation of bottom elevation. The minimum estimated values of

hydraulic conductivity appear in the region of monitoring wells SW10 and
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DW10 (see figs. 3.2, 3.11, and 3.14). A plateau of kriging estimated values

appears in the region between monitoring wells SW1 and RU2 that is not in-

dicated by the polynomial estimated values (see figs. 3.2, 3.11, and 3.14).

The estimated values of bottom elevation maintain reasonable values over

the entire region of estimated values. In the region of greatest concern, near

the waste ponds (see Figure 3.1), the kriging estimated values of bottom ele-

vation are of approximately the same magnitude as the polynomial estimated

values and generally slope from greater values to smaller values, moving

from northwest to southeast (see figs. 3.11, 3.14), just as the polynomial es-

timated values.
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MODELING

Modeling, as performed in the research presented here, refers to ap-
proximating a field situation. The modeling process applied to the research
presented here is structured after that presented by Anderson et al. (1992).
‘The research presented here differs from that suggested by Anderson et al.
(1992) in that the calibration and prediction processes are not performed as
they would be in a truly predictive modeling application. In this research,
the calibration and prediction processes serve as the means by which com-
parisons are made of the effects of using different representations of aquifer

properties in the modeling.

4.1 Modeling Purpose

The purpose of constructing the models is for system interpretation.
iniormation is desired concerning the significance of using different repre-
sentations of aquifer properties. The effects of using different representa-
tions of aquifer properties on the system are observed from the simulation
results. Specific purposes of modeling include observing the effects of rep-
resenting the spatial variability of aquifer properties on different types and

scenarios of modeling.

Types of modeling studied are flow and iranspori modeling. Ground

water flow modeling is concemned with fluid movement in the porous media.
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Contaminant transport modeling is concerned with the movement of contam-

inants carried along by fluid movement in a porous medium.

Modeling scenarios studied are natural gradient and recovery and in-
jection system modeling. Natural gradient model generally concerns the
long-term migration of contaminants in an aquifer. Recovery and injection
system modeling concerns the induced effects of a system designed to reme-

diate contaminated ground water.

The simulations performed to study the effects of representing the
spatial variability of aquifer properties and the corresponding identification
are presented in Table 4.1. From the results of these simulations, conclu-

sions about the effects of each representation can be made.

The research presented here does not attempt to quantify the effects of
using differeni magnitudes of vaiues representing aquifer properties, hy-
draulic loading, or contaminant loading on modeling. In order to isolate the
effects of representing the spatial variability of aquifer properties, reasonable
values of the other parameters are held constant for the simulations. The dif-
ferences in the simulation results can be attributed to the differences in the

representations of aquifer properties.



Sim. Number Sim. ID

1 NG - GF - KB - C
2 NG - GF - KB - P
3 NG - GF - KB - K
4 NG -GF - K - P
5 NG -GF - K - K
6 NG -GF - B - P
7 NG -GF - B - K
8 NG - CT -KB - C
9 NG - CT -KB - P
10 NG - CT - KB - K
11 NG-CTr-K - P
12 NG -Cr-K - K
13 NG-Cr-B - P
14 NG-Cr-B - K
15 RI - GF -KB - C
16 RI - GF -KB - P
17 RI - GF - KB - K
18 RI -GF - K - P
19 RI -GF - K - K
20 RI -GF - B - P
21 RI -GF - B - K
22 RI -CT -KB - C
23 RI -CT -KB - P
24 RI - CT -KB - K
25 RI -CT-K - P
26 RI -CT- K - K
27 RI -CT- B - P
28 RI -CT- B - K

SimID: Col. 1: NG Natural gradient modeling
RI Recovery and injection system modeling
Col. 2: GF Ground water flow modeling
CT Contaminant transport modeling
Col. 3: KB Varying hydraulic conductivity and bottom elevation
K Varying hydraulic conductivity, constant bottom elevation
Varying bottom elevation, constant hydraulic conductivity
Col.4: C Constant representation
P Polynomial representation
K __ Kiriging representation

Table 4.1 Simulatjon list and identification
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4.2 Model Selection

The purpose of building a conceptual model is to simplify the field
problem and organize the associate field data so that the system can be ana-
lyzed. Stratigraphic units and system boundaries are identified. Field data
are assembled including information on the water balance and data needed to

assign values to aquifer properties and hydraulic loading.

The first step in formulating the conceptual model is to define the
boundaries of the model. The true hydrogeologic boundaries of the shallow
unconfined aquifer at the UCC site are beyond the area that is to be simu-
lated. A region of the aquifer is selected based on the region in which data
are collected. The model domain is roughly the same size and shape as the
UCC property boundaries (see Figure 3.1). The dimensions of the model do-
main are roughiy 1000 ft by 2000 ft. The exact dimensions are determined

by the number of cells and the cell dimensions.

Within the region covered by the model domain, the shallow uncon-
fined aquifer is conceptually modeled as a single unconfined layer. The
GWSE data indicate that ground water flow is in a uniform southerly direc-

tion. A conceptual model with two constant head boundary conditions on

west can represent the natural gradient ground water flow pattern.
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A mathematical model simulates ground water flow or contaminant
transport indirectly by means of a governing equation thought to represent
the physical processes that occur in the system, together with boundary and
initial conditions (McDonald et al., 1988). The differential equation for
simulating the movement of ground water of constant density through a

confined aquifer is usually written

d oh oh

a—%(ﬂ;a—%] W=S5r 4.1)
where x; are the cartesian coordinates (L), Ty; are the components of the
transmissivity tensor (L2/T), 4 is the potentiometric head (L), W is the source
or sink term (L/T), S is the storage coefficient (dim.), and r is time (T)

(Bedient et al., 1985). Equation 4.1 may be rewritten as

o (. 34) o
>, LK,, 3% J W =S5 4.2)

where Kj; is the hydraulic conductivity (L/T), W* is the volumetric flux per
unit volume (the source or sink term) (1/T), and S; is the specific storage

(1/L) (McDonald et al., 1988).

Provided the coordinate directions are aligned with the principal axes

of hydraulic conductivity, the hydraulic conductivity tensor may be ex-
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pressed by values in the direction of coordinate axes. For two-dimensional

flow, Equation 4.2 may be written

d (, ). 3 (. ok o
a1 (Kﬂ a1 J* o%; (Kzz asz W55 @3

Equation 4.3 describes ground water flow under non-equilibrium conditions
in a heterogeneous and anisotropic medium. If steady-state flow is assumed,

as is in the case of the modeling presented here, eq 4.3 becomes

d oh d oh
E (Kll axl )"' axz (Kzz axz] -W= 0. (4.4)

Steady state conditions are represented in the models by equating the spe-
cific storage to zero. Equation 4.4, together with specification of boundary
conditions, constitutes a mathematical representation of a confined aquifer

ground water flow system (McDonald et al., 1988).

Ground water flow in unconfined aquifers is represented by a differ-

ential equation usually written

0 oh oh
ox; (szh'a?jJ- W= Sy3r (4.5)

where S, is the specific vield (dim.) (Anderson et al., 1992),
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Provided the coordinate directions are aligned with the principal axes

of hydraulic conductivity, the two-dimensional form of Equation 4.5 may be

written
202 o) avoas 2
by realizing that
%’f = 2h 5)72’ 4.7)
37"; =2h a%% 4.8)

Equation 4.6 describes ground water flow under non-equilibrium conditions
in a heterogeneous and anisotropic medium. If steady-state ground water
fiow is assumed, as is in the case of the modeling presented here, eq 4.6 be-

comes

0 doh2 0 oh2
dxi [K” ox; )+ ox2 (Kzz 0x2 ) -2W=0. 4.9)

Mathematical models can either be solved analytically or numerically.
The research presented here calls for numerical mathematical models be-
cause of the representation of heterogeneity and the number of loadings ap-

plied to the system. Except for very simple systems, analytical solutions of
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egs. 4.4 and 4.9 are rarely possible, so numerical methods are employed to
obtain approximate solutions (McDonald et al., 1988). One such approach is
the finite-difference method, wherein the continuous systems described in
eqgs. 4.4 and 4.9 are replaced by a finite set of discrete points in space, and
the partial derivatives are replaced by terms calculated from the differences
in head values at these points. The process leads to systems of simultaneous
linear algebraic difference equations. Their solution yields values of head at

specific points.

A}

The differential equation for simulating contaminant transport through
porous earth is usually written
3 oC C W
ox; (D,, ax,) o (CV) - =2~ + 3R, =37 (4.10)
where D;; is the coefficient of dispersion tensor {L%T), C is the concentration
of solute (M/L3), V; is the seepage velocity (L/T), n is porosity (dim.), and Ry
is the rate of addition or removal of solute () (M/L3T) (Bedient et al.,
1985). The various terms in Equation 4.10 are usually referred to as disper-

sive transport, advective transport, source or sink, and reaction, respectively.

Al of these terms sum to produce a change in species concentration.

There are difficulties in attempting to use the mass transport equation

(Equation 4.10) to describe an actual site in two-dimensions. Directional
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dispersivity is hard to estimate due to the presence of heterogeneities and
other reactions in the porous media. Estimation of hydraulic conductivity is
also related to the presence of field heterogeneities that are often unknown.
The source and sink terms that drive the model and the reaction term, which
‘may represent adsorption, ion exchange, or decay are seldom known with
great confidence. Despite all of these problems, mass transport models still
offer the most reliable approach to prediction of contaminant migration and

management of corrective actions (Bedient et al., 1985).

The code is the computer program that contains an algorithm to solve
the mathematical model numerically. The code is generic, whereas a model
includes a set of boundary and initial conditions, a site specific nodal grid,
site specific aquifer property values, and hydraulic loading. The codes used
in the research presented here are selected because they are well docu-
menied, easy 1o use, can simulate a variety of flow conditions including in-
jection and production wells, can include representations of variable hy-
draulic conductivity and bottom elevation (or saturated thickness), and are

verified.

The flow simulations are performed using MODFLQOW, the U.S.
Geological Survey modular three-dimensional finite-difference ground water

flow model (McDonald et al., 1988). The MODFLOW code simulates a

three-dimensional system as a sequence of layers. Although only one layer



72

is used in the research presented here, the MODFLOW code is capable of
solving the governing equation of flow for systems with many layers repre-

sented.

The transport simulations are performed using BIOPLUME 11, a
block-centered finite-difference code that simulates solute migration (Rifai
et al., 1987). BIOPLUME I is a code based on the U.S. Geological Survey
solute transport two-dimensional code commonly called MOC (Konikow et -
al., 1978). The model computes the changes in concentration over time due
to advection, dispersion, and reactions. Although no reactions are simulated
in the research presented here, the BIOPLUME II code is capable of solving
the governing equation of transport for systems under the influence of oXxy-
gen-limited biodegradation. BIOPLUME II is also capable of simulating
reaeration and anaerobic biodegradation as a first order decay (Rifai et al.,

~

1987).
4.3 Model Desi

The model design includes designing the grid, selecting time steps,
setting boundary and initial conditions, and selecting values for aquifer

properties, hydraulic loading, and contaminant loading,



i

|

73
4.3.1 Grid Design

In the numerical models, the continuos problem domain is replaced by
a discritized domain consisting of an array of no&es and associated finite
difference cells. The nodal grid forms the framework of the numerical
model. A horizontal grid is generated by specifying grid dimensions in the
coordinate directions. Hydraulic conductivity and bottom elevation arrays

may vary in values at each location within a grid.

The orientation of the modeling grid is determined by a least-squares
first order polynomial approximation of a plane to the observed GWSE data
recorded by Weston (1985). A least-squares first order polynomial approx-
imation is used in order to determine the best fit of a plane passing through
the observations of GWSE. From the best plane, the gradient and direction
of greatest gradient are determined. The grid is aligned in the direction of
greatest gradient, or commonly referred to as the strike of the plane repre-
senting the observed GWSE distribution. The grid coordinate system aligned
in the direction of greatest gradient is oriented 6.76° clockwise from the ori-
entation of the site coordinate system established by Weston (1985). A ro-
tation of axes is performed to generate the coordinates of the monitoring
well locations in the grid coordinate system. The primary directions of the

id coordinate system are grid North and grid East.
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The modeling domain is represented by 37 columns of cells in the
east-west direction and 83 rows of cells in the north-south direction. A
square cell with side dimension of 25 ft is used to calculate the number of
rows and columns. Using a 25 ft cell size, the modeling domain measures
925 ft by 2075 ft. The area of the modeling domain corresponds to the area
displayed in the figure showing the locations of monitoring wells (Figure
3.2). The basis of the cell dimension selection is computational expense. A
cell with side dimension of 25 ft results in 3071 cells used to represent the
modeling domain. The effect of grid cell side dimension on the number of

cells needed to represent the aquifer is presented in Table 4.2,

Cell side dimension Cols. Rows Number of Cells
(f)
100 10 21 210
75 13 28 364
50 19 42 798
25 37 R3 3071
10 92 208 19136
Table 4.2 Effect of grid cell side dimension on the number of cells

The transport simulations using the BIOPLUME II code use a grid 39
columns by 85 rows. The increase in size is due to the code’s requirement of
a border of inactive cells around the modeling domain of active cells.
Adjustments are made to the locations of aquifer properties and loadings to

t the discrepancy in row and coiumn numbers. All reported row and
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column coordinates have been converted to the grid coordinates without the

inactive border cells.

4.3.1 Time Step Selection

Time steps for the natural gradient modeling were reported by Borden
(1986a). The years in which the waste ponds at the UCC facility were re-
ceiving waste comprise Period 1. The years after the UCC facility was
closed and the waste ponds present at the site were not receiving waste but
may have still contributed residual hydraulic and contaminant loading to the
unconfined aquifer comprise Period 2. The last time period represents the
years from when the land had been sold and used for other purposes until the
date of the initial site investigation and comprise Period 3. A summary of
the selected time periods used in the natural gradient modeling is presented

in Table 4.3.

Dates Duration
(years)
Period 1 1946 - 1972 26
Period 2 1972 - 1977 5
Period 3 1977 - 1985 8
Total duration 39
Table 4.3 Time periods for natural gradient modeling (Borden, 1986a)

The recovery and injection sysiem modeling is carried out for a single

time step with a simulation time of 5 years. The simulation time length is se-
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lected to facilitate comparison of recovery and injection system transport
(RI-CT) modeling. If a very large length of time is selected, the effects of
the representations would be shrouded be the fact that each simulation
would completely remove the initial contamination and therefore not offer a

‘basis for comparison to one another.
4.3.3 Aaquifer Properties

The hydraulic conductivity and bottom elevation (or saturated thick-
ness) values used in the models are variable as a function of which simula-
tion is performed. The representations of these aquifer properties have been

presented as figs. 3.5, 3.8, 3.11, and 3.14.

The only other aquifer properties used in the flow modeling are the
anisotropy factor and storage coefficient. The anisotropy factor is the ratio
of iongitudinal and transverse hydraulic conductivity. An anisotropy factor
of 1.0 (dim.) is assumed and corresponds to isotropic conditions. A storage
coefficient of zero (dim.) is assumed and corresponds to assumption of

steady-state hydraulic conditions.

effective porosity, characteristic length, ratio of transverse to longitudinal
dispersivity, anisoiropy facior, and siorage coefficient. An estimate of 0.345

(dim.) is used for effective porosity and is the mean value reported by
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Weston (1985). A length of 1.0 ft is used for characteristic length

(longitudinal dispersivity) and is an estimate based on reported typical val-
ues ranging from 0.3 ft to 6.6 ft for field sites with relatively short transport
distances (Domenico et al., 1990). A ratio of transverse to longitudinal dis-

_persivity of 0.1 (dim.) is assumed and is an estimate based on reported typi-
cal values ranging from 0.01 (dim.) to 0.2 (dim.) for field sites (de Marsily,
1986).

4.3.4 Hydraulic Loading

Hydraulic loading is involved in both the natural gradient and the re-
covery and injection system modeling. Hydraulic loading is represented by
wells located at the center of cells. Wells can either have a role of recover-

ing (pumping) or injecting water.

The hydraulic loading used in the natural gradient modeling is based
on estimates of total infiltration from the ponds to the shallow unconfined
aquifer made by Borden (1986a). The infiltration from the ponds to the
aquifer is represented by 86 injection wells, one well at the center of each fi-
nite-difference cell falling into the area of the waste ponds. The small pond
is represented with 25 cells, and the large pond by 61 cells. During period 1,

infiltration from the ponds into the shallow unconfined aquifer produced
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significant mounding of the GWSEs near the region of the waste ponds. The

hydraulic loading for natural gradient modeling is summarized in Table 4.4.

Area Cells IR IR IR
Period 1 Period 2 Period 3
(ft?) (ft/yr) (ft/yr) (ft/yr)
Small Pond 15625 25 0.531 0.053 0.006
Large Pond 38125 61 0.743 0.074 0.008
IR Infiltration rate
Table 4.4 Hydraulic loading for natural gradient modeling (Borden,
1986a)

The locations of the injections wells representing the large and small ponds

are presented in Figure 4.1.

The hydraulic loading used in the recovery and injection system
modeling is based on a proposed corrective action design presented by
Borden (1986a). The corrective action design is a basic form of pump-and-
treat technology. Pump-and-treat is a common means of containing or re-
mediating contaminated ground water by extracting the water, treating it at
the surface, and then (optionally) reinjecting the treated water back into the
aquifer (Mercer et al., 1990). Slight modification to the recovery and injec-
tion well geometry as presented by Borden (1986a) is made to improve the
recovery efficiency. A pumping and injection rate of 0.2 gpm (gallons per
minute) is used in all wells for ali the simuiations and is estimated to be the

pumping rate that produces a 20% drawdown of the aquifer at the well bore.
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Figure 4.1 Waste pond loading locations
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Analytical modeling of a single pumping well using constant representations
of hydraulic conductivity and bottom elevation derived the estimated pump-
ing rate of 0.2 gpm. The 20% drawdown criteria is a general design goal for
corrective action plans. The coordinates of the recovery wells are presented

in Table 4.5.

Well ID Site North Site East Grid North Grid East Row Col.

(f (f) (fr) (fo)
R1 228.87 -337.91 187.50 -362.50 27 10
R2 30.26 -361.45 -12.50 -362.50 35 10
R3 -168.35 -384.99 -212.50 -362.50 43 10
R4 -366.96 -408.54 -412.50 -362.50 51 10
R5 316.40 -226.83 287.50 -262.50 23 14
R6 117.79 -250.38 87.50 -262.50 31 14
R7 -80.82 -273.92 -112.50 -262.50 39 14
R8 -279.43 -297.46 -312.50 -262.50 47 14
R9 -478.04 -321.00 -512.50 -262.50 55 14
R10 205.32 -139.30 187.50 -162.50 27 18
R11 6.71 -162.84 -12.50 -162.50 35 18
R12 -191.89 -186.38 -212.50 -162.50 43 18
R13 -390.50 -209.93 -412.50 -162.50 51 18
R14 292.86 -28.22 287.50 -62.50 23 22
R15 0425 =31.77 87.50 -62.50 31 22
R16 -104.36 -75.31 -112.50 -62.50 39 22
R17 -302.97 -98.85 -312.50 -62.50 47 22
R18 -501.58 -122.39 -512.50 -62.50 55 22
R19 181.78 59.31 187.50 37.50 27 26
R20 -16.83 35.77 -12.50 37.50 35 26
R21 -215.44 12.23 -212.50 37.50 43 26
R22 -414.05 -11.32 -412.50 37.50 51 26

Site Coordinate system established at the site (Weston, 1985)

Grid Coordinate system aligned with the general direction of ground water flow

Table 4.5 Recovery well locations
The locations of the recovery and injection wells are presented in Figure 4.2.

The coordinates of the injection wells are presented in Table 4.6. Analytical
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Well ID Site North Site East Grid North Grid East Row Col.
(ft) (fo) (fo) (fo)
I1 129.56 -349.68 87.50 -362.50 31 10
I2 -69.05 -373.22 -112.50 -362.50 39 10
I3 -267.66 -396.76 -312.50 -362.50 47 10
14 -466.27 -420.31 -512.50 -362.50 55 10
I5 217.10 -238.60 187.50 -262.50 27 14
16 18.49 -262.15 -12.50 -262.50 35 14
17 -180.12 -285.69 -212.50 -262.50 43 14
- I8 -378.73 -309.23 -412.50 -262.50 51 14
I9 -577.34 -332.77 -612.50 -262.50 59 14
I10 106.02 -151.07 87.50 -162.50 31 18
I11 -92.59 -174.61 -112.50 -162.50 39 18
112 -291.20 -198.15 -312.50 -162.50 47 18
I13 -489.81 -221.70 -512.50 -162.50 55 18
114 193.55 -39.99 187.50 -62.50 27 22
115 -5.06 -63.54 -12.50 -62.50 35 22
116 -203.67 -87.08 -212.50 -62.50 43 22
117 -402.28 -110.62 -412.50 -62.50 51 22
118 -600.88 -134.16 -612.50 -62.50 59 22
119 82.48 47.54 87.50 37.50 31 26
120 -116.13 24.00 -112.50 37.50 39 26
121 -314.74 0.45 -312.50 37.50 47 26
122 -513.35 -23.09 -512.50 37.50 55 26

Site Coordinate system established at the site (Weston, 1985)
Grid Coordinate system aligned with the general direction of ground water flow

Table 4.6 Injection well locations

modeling of a single pumping well using constant representations of hy-
draulic conductivity and bottom elevation derived the estimated pumping
rate of 0.2 gpm. The 20% drawdown criteria is a general design goal for

corrective action plans.

4.3.5 Contaminant Loading

When injecting water in a transport simulation, a value representing

concentration may be associated with the water being injected.
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Concentration values are assigned to injected water in both the natural gradi-

ent flow and recovery and injection system modeling.

The chloride loading used in the natural gradient modeling is based on

estimates of chloride loading from the ponds to the shallow unconfined

aquifer made by Borden (1986a). The chloride loading from the ponds to

the aquifer is represented by a concentration associated with the hydraulic
loading at each of the 86 injection wells representing the waste ponds.
During period 1, chloride loading from the ponds into the shallow uncon-
fined aquifer is estimated as 160 mg/l. During period 2, chloride loading
from the ponds into the shallow unconfined aquifer is estimated as 10 mg/l.
During period 3, chloride loading from the ponds into the shallow uncon-
fined aquifer is estimated as 10 mg/l. The chloride loading for natural gradi-

ent modeling is summarized in Table 4.7.

— Cl Cl Cl
Period 1 Period 2 Period 3
(mg/) (mg/l) (mg/l)
Small Pond 160 10 10
Large Pond 160 10 10
Cl Chloride concentration
Table 4.7 Chloride loading for natural gradient transport (NG-CT)

modeling (Borden, 1986a)

1¢ reCOVery and imjeciion sysiem modeling, the water injected

:'ﬁ

into the 22 injection wells is assigned a concentration of zero png/l. Clean
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water injected into the aquifer displaces the contaminated water produced by

the recovery wells.

4.3.6 Boundary Conditions

The boundary conditions for the modeling domain are determined in-
dependently from model simulation results. An independent estimation of
boundary conditions is used because information regarding which represen-
tation of aquifer properties most closely resembles the observed GWSEs is

desired.

The independent estimation of the two constant head boundary condi-
tions is performed by extrapolating values of GWSE at rows 1 and 83 based
on the least-squares first-order polynomial approximation of a plane to the
observed GWSE data. The determined GWSE of the northern boundary of
ihe modeling domain, row 1, is 215.74 ft MSL. The GWSE of the southern
boundary of the modeling domain, row 83, is 205.60 ft MSL.

4.3.7 Initial Conditions

Initial conditions of GWSE are not applicable to the flow aspects of
the natural gradient or recovery and injection system modeling because

steady-state hydraulics are assumed in each of these cases. Initial conditions
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of contaminant concentration are required for the transport aspects of the

natural gradient and recovery and injection system modeling.

The initial chloride concentration condition for the natural gradient
transport (NG-CT) modeling is a chloride concentration equal to zero mg/l
in every cell of the modeling domain. A chloride concentration equal to zero
mg/] corresponds to the assumption that no chloride concentration above
background levels were present prior to time period 1, the facility’s initial

operation in 1946.

The initial naphthalene concentration condition for the recovery and
injection system transport (RI-CT) modeling is generated from a natural
gradient transport simulation. Naphthalene loading for the natural gradient
transport simulation is derived from those estimated and presented by
Borden (1986a). The naphthalene loading used in the natural gradient trans-

port simulation is presented in Table 4.8.

Naph Naph Naph
Period 1 Period 2 Period 3
(ng/h (ng/D (ng/)
Small Pond 200 100 10
Large Pond 2000 1000 100
Naph _ Naphthalene concentration
Table 4.8 Naphthalene loading for generation of initial naphthalene

concentrations for recovery and injection system transport
(RI-CT) modeling (Borden, 1986a)
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Constant representations of hydraulic conductivity and bottom elevation are
used in the simulation of naphthalene migration in order to minimize the
areal extent of the naphthalene plume. The areal extent is minimized to fa-
cilitate more pronounced effects in the recovery and injection system trans-
port (RI-CT) modeling. A smaller areal extent of contamination provides a
better basis for comparison of the effects of different representations of
aquifer properties on recovery and injection system transport (RI-CT) mod-
eling. A plot of the initial naphthalene concentration distribution for the re-
covery and injection system transport (RI-CT) modeling is presented as

Figure 4.3,

4.4 _ Model Calibration

The purpose of calibration is to establish that the model can reproduce
field measured GWSEs. Calibration is traditionally done by trial and error
adjustment of parameters or by using an automated parameter estimation
code to minimize the difference between the observed and simulated
GWSEs. The RMSE of simulated GWSEs to observations is a good measure
of model calibration. In the research presented here, the traditional trial and
error adjustment of parameters is not performed. Instead, different represen-
tations of aquifer properties are tried in order to study the effect of each
cl calibration, as measured by the RMSE of GWSEs.

Rather than compare different values of an aquifer property, the research
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presented here compares different independently derived representations of
aquifer properties. The natural gradient flow (NG-GF) modeling is used for

the calibration procedure.

Another test of the effects of using representations of aquifer proper-
ties on model calibration is made by comparing the difference between the
observed and simulated chloride concentrations. The RMSE of simulated
natural log chloride concentrations to observations is another good measure
of model calibration. Different representations of aquifer properties are tried
in order to study the effect of each representation on model calibration, as
measured by the RMSE of natural log chloride concentrations. The natural
gradient transport (NG-CT) modeling is used for the second calibration pro-

cedure.

AL_ 1.1

4.5 Modei Prediction

Prediction quantifies the response of the system to future events. The
model is run with calibrated values for parameters and loadings, except for
those loadings that are expected to change in the future. Estimates of the fu-
ture loadings are needed to perform the simulation. Uncertainty in a predic-
tive simulation arises from uncertainty in the calibrated model and the in-
ability to estimate accurate values for the magnitude and timing of future

loadings.
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The effect of representing the spatial variability of aquifer properties

on model predictions are studied. Results of predictive model simulations
are compared to each other to observe the relative differences in model re-
sults. The relative differences in model results serve as an indication of the
significance of representing the spatial variability of aquifer properties. The
recovery and injection system flow (RI-GF) and transport (RI-CT) modeling

are used to study model prediction.
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DISCUSSION

Results of the natural gradient modeling include simulated GWSEs
and chloride concentrations at cells corresponding to cells where observation
are made. These results are presented and compared in the following discus-
sion. Natural gradient flow (NG-GF) modeling results are presented as
GWSE contours and are shown in appendix A. Natural gradient transport
(NG-CT) modeling results are presented as chloride concentration distribu-

tions and are shown in appendix B.

Results of the recovery and injection system simulations include
drawdown at recovery wells and recovery efficiency information. These re-
sults are presented and compared in the following discussion. Recovery and
injection system flow (RI-GF) modeling results are presented as GWSE
contours and are shown in appendix C. Recovery and injection system
transport (RI-CT) modeling results are presented as naphthalene concentra-

tion distributions and are shown in appendix D.

2.1 Natural Gradient

A comparison of the results of simulations is made to determine how
the representation of aquifer properties affects natural gradient flow (NG-
GF) and transport (NG-CT) modeling at the UCC site. For the natural gradi-

ent modeling, comparisons are made of simulation results to actual observa-
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tions, providing both a measure of how well each simulation matches the
observed data and how natural gradient modeling is affected by the represen-

tation of aquifer properties.
5.1.1 Ground Water Flow

The criteria for analyzing the results of simulations of natural gradient
flow (NG-GF) are comparing the mean estimation error, the estimation error
variance, and the RMSE of the observed and simulated GWSEs. The ob-
served and simulated GWSEs at each monitoring well location, estimation
error at each well, mean estimation error, estimation error variance, and
RMSE for each of the seven NG-GF simulations are presented in Tables

S5.1.a,5.1.b,and 5.1 c.

Representing aquifer properties affects model calibration to observed
GWSEs. An indication of the overestimation or underestimation of the simu-
lated GWSEs compared to the observations is made by comparing the mean
estimation error. The simulations in which representation of aquifer proper-
ties improve the mean estimation error over sim. KB-C are sim. B-P and B-
K. The other simulations worsened model calibration over sim. KB-C, when

measured by the mean estimation error of GWSEs.

An indication of the maich of the shape of the simulated GWSEs com-

pared to the observations is made by comparing the estimation error



92

Well ID Obs. KB-C KB-P KB-K KB-C KB-P KB-K
GWSE GWSE GWSE GWSE r r r
(ft MSL) (ftMSL) (ftMSL) (ft MSL) (ft) (ft) (fv)
Swi 214.77 21574 215.74 215.74 -0.97 -0.97 -0.97
SW2 210.05 211.33 21194 211.33 -1.28 -1.89 -1.28
SW3 210.25 21146 212.37 211.74 -1.21 -2.12 -1.49
SwW4 208.61 20970 209.53 208.26 -1.09 -0.92 0.35
SW5 211.00 21225 213.55 21342 -1.25 -2.55 -242
SWe6 212.32 21333 21485 214.58 -1.01 -2.53 -2.26
Sw7 208.58  210.25 209.51 208.93 -1.67 -0.93 -0.35
SW8 210.49 21074 210.62 210.22 -0.25 -0.13 0.27
SW9 211.87 21276 21425 214.07 -0.89 -2.38 -2.20
SW10 205.01 206.27 205.76 205.79 -1.26 -0.75 -0.78
RU1 211.15 21245 21375 213.79 -1.30 -2.60 -2.64
RU2 212.37 21342 21488 214.82 -1.05 -2.51 -2.45
RU3 212.60 21340 21503 214.74 -0.80 -2.43 -2.14
RU8 212.39  213.62 21504 214.95 -1.23 -2.65 -2.56
RU9 212.11 21330 21476 214.71 -1.19 -2.65 -2.60
RU26 212.03 21290 21434 214.34 -0.87 -2.31 -2.31
RU28 211.11 212.45 213.75 213.79 -1.34 -2.64 -2.68
RU29 211.10 21233 21358 213.63 -1.23 -2.48 -2.53
RU30 211.99  213.16 214.66 214.55 -1.17 -2.67 -2.56
DW2 212.56  213.61 21512 214.94 -1.05 -2.56 -2.38
DW7 207.75  209.12 20746 207.28 -1.37 0.29 0.47
DW9 211.39 212,56 21391 213.94 -1.17 -2.52 -2.55
Min, -1.67 -2.67 -2.68
Max -0.25 0.29 0.47
7. -1.12 -1.95 -1.73
S 0.07 0.81 1.11
RMSE 1.15 2.15 2.03
Obs. Observed
GWSE Ground water surface elevation
r Estimation error
7'2 Mean estimation error
S; Estimation error variance
LRMSE _ Root mean squared error
Table 5.1.a Comparison of GWSEs for natural gradient flow (NG-GF)
modeling, sims. KB-C, KB-P, and KB-K
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Well ID

Obs.
GWSE
(ft MSL)

214.77
210.05
210.25
208.61
211.00
212.32
208.58
210.49
211.87
205.01
211.15
212.37
212.60
212.39
212.11
212.03
211.11
211.10
211.99
212.56
207.75
211.39

Obs. Observed

GWSE Ground water surface elevation

K-P
GWSE
(ft MSL)

215.74
212.19
212.39
209.41
213.67
214.97
210.47
211.43
214.37
205.87
214.01
215.01
215.02
215.15
214.92
214.53
214.01
213.86
214.81
215.16
208.62
214.15

r Estimation error
7'2 Mean estimation error
Sy Estimation error variance

RMSE __ Root mean squared error

K-K
GWSE
(ft MSL)

215.74
212.49
212.83
209.74
214.14
215.02
210.42
211.43
214.59
206.13
214.52
215.20
215.08
215.27
215.14
214.92
214.52
214.39
215.02
215.24
208.88
214.64

K-P
r
(fo)

-0.97
-2.14
-2.14
-0.80
-2.67
-2.65
-1.89
-0.94
-2.50
-0.86
-2.86
-2.64
-2.42
-2.76
-2.81
-2.50
-2.90
-2.76
-2.82
-2.60
-0.87
-2.76

-2.90
-0.80

-2.19
0.56
2.32

K-K
r
(fr)

-0.97
-2.44
-2.58
-1.13
-3.14
-2.70
-1.84
-0.94
-2.72
-1.12
-3.37
-2.83
-2.48
-2.88
-3.03
-2.89
-3.41
-3.29
-3.03
-2.68
-1.13
-3.25

-3.41
-0.94

-2.45
0.69
2.58

Table 5.1.b

Comparison of GWSEs for natural gradient flow (NG-GF)
medeling, sims. K-P and K-K




Well ID Obs. B-P B-K B-P B-K

GWSE GWSE GWSE r r
(ftMSL)  (ftMSL)  (ft MSL) (1) (f1)
SW1 214.77 215.74 215.74 -0.97 -0.97
SW2 210.05 209.71 209.22 034 0.83
SW3 210.25 209.96 209.40 0.29 0.85
SW4 208.61 208.31 207.73 0.30 0.88
SW5 211.00 210.79 210.40 0.21 0.60
SW6 212.32 212.17 212.02 0.15 0.30
- SW7 208.58 208.42 208.14 0.16 0.44
SW8 210.49 209.05 208.76 1.44 1.73
SW9 211.87 211.45 211.22 0.42 0.65
SW10 205.01 205.85 205.80 -0.84 -0.79
RU1 211.15 211.07 210.56 0.08 0.59
RU2 212.37 212.32 211.94 0.05 0.43
RU3 212.60 212.73 211.97 -0.13 0.63
RUS 212.39 212.59 212.25 -0.20 0.14
RU9 212.11 212.11 211.81 0.00 0.30
RU26 212.03 211.62 211.14 0.41 0.89
RU28 211.11 211.07 210.56 0.04 0.55
RU29 211.10 210.92 210.43 0.18 0.67
RU30 211.99 211.93 211.71 0.06 0.28
DW?2 212.56 212.84 212.24 -0.28 0.32
DW7 207.75 207.31 207.08 0.44 0.67
DW9 211.39 211.21 210.69 0.18 0.70
Min. -0.97 -0.97
Max. 1.44 1.73
7, 0.11 0.49
s? 0.2 0.29
RMSE 0.47 0.72

Obs. Observed
GWSE Ground water surface elevation
r Estimation error

V., Mean estimation error
Sy Estimation error variance

L RMSE _Root mean squared error

Table 5.1.c Comparison of GWSEs for natural gradient flow (NG-GF)
modeling, sims. R-P and B-K
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variance. There are no simulations in which representation of aquifer
properties improve the estimation error variance over sim. KB-C, when

measured by the mean estimation variance of GWSE:s,

An combined indication of the match of the magnitudes and shape of
the simulated GWSEs compared to the observations is made by comparing
the RMSE. The simulations in which representation of aquifer properties
improve the RMSE over sim. KB-C are the same as for improving the mean
estimation error, sim. B-P and B-K, when measured by the RMSE of

GWSEs.

The simulations using polynomial approximations of each aquifer
property possess mean estimation errors closer to zero, smaller estimation
error variances, and smaller RMSEs than the simulations using Kriging ap-
proximations of each aquifer property. Both simulations using variable rep-
resentations of bottom elevation produce mean estimation errors closer to
zero, smaller estimation error variances, and smaller RMSEs than the simula-
tion using constant representation. Both simulations using variable represen-
tations of hydraulic conductivity produce mean estimation errors further
from zero, smalier estimation error variances, and smaller RMSEs than the
simulation using constant representation. The simulations with conjunctive

variable representations of aquifer properties have mean estimation errors
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further from zero, smaller estimation error variances, and smaller RMSEs
than the simulation using constant representation simulation. A summary of

the mean estimation errors appears in Table 5.2.

Sim. ID F S; RMSE
(fr) (ft2) (fr)

KB-C -1.12 0.07 1.15
KB-P -1.95 0.81 2.15
KB-K -1.73 1.11 2.03
K-P -2.19 0.56 2.32
K-K -2.45 0.69 2.58
B-P 0.11 0.21 0.47
B-K 0.49 0.29 0.72
T, Mean estimation error
S, Estimation error variance

L_RMSE _ Root mean squared error

Table 5.2 Summary of GWSE comparison for natural gradient flow

(NG-GF) modeling

Effects of representing aquifer properties that are not identified by the
analysis of the statistics of the simulated and observed values of GWSEs in-
clude flow direction and velocity deviates. Effects of the choice of represen-
tations are apparent by observing the GWSE contour plots presented in ap-
pendix A. For example, in the region just south of the waste ponds, sim.
KB-K indicates a GWSE gradient approximately 2.5 times greater than the
GWSE gradient in sim. B-K. The bunching of the GWSE contours is an in-

dication of the GWSE gradient. The indication of direction of ground water
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5.1.2 Contaminant Transport

The criteria for analyzing the results of simulations of natural gradient
transport (NG-CT) are basically the same as for natural gradient flow (NG-
GF). The mean estimation error, the estimation error variance, and the
RMSE of the observed and simulated natural log chloride concentrations
serves as the basis for comparison. The observed and simulated chloride

concentrations for each of the seven NG-CT simulations are presented in

Table 5.3.

Well ID Obs. KB-C KB-P KB-K K-7P K-K B-P B-K
Cl Ci Cl Cl Cl Cl Cl Cl
(mg/)  (mgh) (mgh) (mgh) (mgl) (mgn) (mg/h)  (mg/l)
SWi1 14 15 15 15 15 15 15 15
SW2 74 107 16 15 16 15 127 149
SW3 80 15 15 78 18 32 15 15
Sw4 68 15 15 15 15 15 15 15
SW5 154 16 117 169 117 143 23 21
SW6 26 15 19 19 15 16 15 15
RU1 75 163 174 165 i73 i70 160 159
RU2 58 159 154 152 159 159 155 151
RU3 8 15 15 15 15 15 15 15
RUSA 58 159 154 151 159 159 155 151
RUS5B 52 159 154 151 159 159 155 151
RUS5J 28 159 154 151 159 159 155 151
RU7 12 15 15 15 15 15 15 15
RUS8 46 159 154 154 159 160 158 153
RU9 13 159 157 154 160 160 155 154
RU26 36 159 155 152 159 159 155 152
RU28 55 163 174 169 173 170 160 159
RU29 74 169 174 174 172 172 166 166
RU30 15 171 174 175 172 173 174 175
Obs. Observed chloride concentration
Cl Chloride concentration
Table 5.3 Comparison of chloride concentrations for natural gradient

transport (NG-CT) modeling
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The observed and simulated natural log chloride concentrations at each
monitoring well location, estimation error at each well, mean estimation er-
ror, estimation error variance, and RMSE for each of the seven NG-CT simu-

lations are presented in Tables 5.4.a, 5.4.b, and 5.4.c.

The choice of representations of aquifer properties has a less signifi-
cant effects on model calibration to observed chloride concentration. The
simulations in which representation of aquifer properties improve the mean
estimation error over sim. KB-C are sim. B-P and B-K, but because the
amount of improvement is so slight, there is practically no improvement.
The other simulations worsened model calibration over sim. KB-C, when
measured by the mean estimation error of natural log chloride concentra-

tions.

In every simulation, the representation of the spatial variability of
aquifer properties improve the estimation error variance over sim. KB-C,
with sim KB-N offering the greatest improvement, when measured by the

mean estimation variance of natural log chloride concentrations.

Just as for the estimation error variance, every simulation with a spa-
tially variable representation of aquifer properties improve the RMSE of
natural log chloride concentrations over sim. KB-C. The simulations using

polynomial approximations of each aquifer property possessed very similar
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Well ID Obs. KB-C KB-P KB-K KB-C KB-P KB-K
In(CD) In(CD) In(Cl) In(Cl) r r r
In(mg/l) In(mg/l) In(mg/l) In(mg/l) In(mg/l) In(mg/) In(mg/1)

SWi1 2.6 2.7 2.7 2.7 -0.1 -0.1 -0.1
SW2 4.3 4.7 2.8 2.7 -0.4 1.5 1.6
SW3 4.4 2.7 2.7 4.4 1.7 1.7 0.0
Sw4 4.2 2.7 2.7 2.7 1.5 1.5 1.5
SW5 5.0 2.8 4.8 5.1 2.2 0.2 -0.1
SWe 3.3 2.7 2.9 29 0.6 0.4 0.4
RU1 4.3 5.1 5.2 5.1 -0.8 -0.9 -0.8
RU2 4.1 5.1 5.0 5.0 -1.0 -0.9 -0.9
RU3 2.1 2.7 2.7 2.7 -0.6 -0.6 -0.6
RUSA 4.1 5.1 5.0 5.0 -1.0 -0.9 -0.9
RUSB 4.0 5.1 5.0 5.0 -1.1 -1.0 -1.0
RUS) 3.3 5.1 5.0 5.0 -1.8 -1.7 -1.7
RU7 2.5 2.7 2.7 2.7 -0.2 -0.2 -0.2
RUS 3.8 5.1 5.0 5.0 -1.3 -1.2 -1.2
RU9 2.6 5.1 5.1 5.0 -2.5 -2.5 -24
RU26 3.6 5.1 5.0 5.0 -1.5 -14 -1.4
RU28 4.0 5.1 5.2 5.1 -1.1 -1.2 -1.1
RU29 4.3 5.1 5.2 5.2 -0.8 -0.9 -0.9
RU30 2.7 5.1 5.2 5.2 24 -2.5 -2.5
Min. -2.5 -2.5 -2.5
Max 2.2 1.7 1.6
F, -0.56 -0.56 -0.65
S, 1.57 1.39 1.11
RMSE 1.37 1.31 1.23
Obs, Ohserved
In(Cl) Natural log chloride concentration
r Estimation error
7‘2 Mean estimation error
S; Estimation error variance

RMSE Root mean squared error

Table 5.4.a Comparison of natural log chloride concentrations for
natural gradient transport (NG-CT) modeling, sims. KB-C,
KB-P, and KB-K

mean estimation errors, estimation error variances, and RMSEs to the simula-
tions using kriging approximations of each aquiier property, The simula-

tions with conjunctive variable representations of aquifer properties have
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Well ID Obs. K-P KK K-P KK
In(Cl) In(Cl) In(Cl) r r
In(mg/l) In(mg/l) In(mg/l) In(mg/) In(mg/1)

SW1 2.6 2.7 2.7 -0.1 -0.1
SW2 4.3 2.8 2.7 1.5 1.6
SW3 4.4 2.9 3.5 1.5 0.9
SW4 4.2 2.7 2.7 1.5 1.5
SW5 50 4.8 5.0 0.2 0.0
SW6 33 2.7 2.8 0.6 0.5

" RUI1 4.3 5.2 5.1 -0.9 -0.8
RU2 4.1 5.1 5.1 -1.0 -1.0
RU3 2.1 2.7 2.7 -0.6 -0.6
RUSA 4.1 5.1 5.1 -1.0 -1.0
RUS5B 4.0 5.1 5.1 -1.1 -1.1
RUSJ 3.3 5.1 5.1 -1.8 -1.8
RU7 2.5 2.7 2.7 -0.2 -0.2
RUS 3.8 5.1 5.1 -1.3 -1.3
RU9 2.6 5.1 5.1 25 2.5
RU26 3.6 5.1 5.1 -1.5 -1.5
RU28 4.0 5.2 5.1 -1.2 -1.1
RU29 4.3 5.1 5.1 -0.8 -0.8
RU30 2.7 5.1 5.2 2.4 2.5
Min. 2.5 -2.5
Max. 1.5 1.6
7, -0.58 -0.62
S? 1.39 1.28
RMSE 1.31 1.29

Obs, Ohserved
In(Cl) Natural log chloride concentration

r Estimation error
7'2 Mean estimation error
S; Estimation error variance

L_RMSE Root mean squared error

Table 5.4.b Comparison of natural log chloride concentrations for
natural gradient transport (NG-CT) modeling, sims. K-P and
K-K

mean estimation errors closer to zero, smaller estimation error variances, and
smaller RMSEs than the simulation using comsiant representation simuiation.

A summary of the mean estimation errors appears in Table 5.5.
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Well ID Obs. B-P B-K B-P B-K
In(Cl) In(ClI) In(Cl) r r
In(mg/) In(mg/) In(mg/1) In(mg/1) In(mg/1)

Swi 2.6 2.7 2.7 -0.1 -0.1
SW2 4.3 4.8 5.0 -0.5 -0.7
SW3 44 2.7 2.7 1.7 1.7
SwW4 42 2.7 2.7 1.5 1.5
SW5 5.0 3.1 3.0 1.9 2.0
SW6 3.3 2.7 2.7 0.6 0.6

- RU1 4.3 5.1 5.1 -0.8 -0.8
RU2 41 5.0 5.0 -0.9 -09
RU3 2.1 2.7 2.7 -0.6 -0.6
RUS5A 4.1 5.0 5.0 -0.9 -09
RU5B 4.0 5.0 5.0 -1.0 -1.0
RUSJ 3.3 5.0 5.0 -1.7 -1.7
RU7 2.5 2.7 2.7 -0.2 -0.2
RUS8 3.8 5.1 5.0 -1.3 -1.2
RU9 2.6 5.0 5.0 -2.4 -2.4
RU26 3.6 5.0 5.0 -14 -14
RU28 4.0 5.1 _ 5.1 -1.1 -1.1
RU29 43 5.1 5.1 -0.8 -0.8
RU30 2.7 5.2 5.2 -2.5 -2.5
Min. -2.5 -2.5
Max. 1.9 2.0
F 2 -0.55 -0.55
S; 1.45 1.47
RMSE 1.33 1.33

Obs. Obgerved
In(Cl)  Natural log chloride concentration
r Estimation error
F Mean estimation error
82 Estimation error variance
r
RMSE __Root mean squared error

Table 5.4.c Comparison of natural log chloride concentrations for
natural gradient transport (NG-CT) modeling, sims. B-P and
-K

Effects of representing aquifer properties that are not identified by the
analysis of the statistics of the simulated and observed values of natural log

chloride concentrations include downgradient reach and spatial shape of the
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Sim. ID F Sy RMSE
In(mg/1) In(mg/1)2 In(mg/1)

KB-C -0.56 1.57 1.37
KB-P -0.56 1.39 1.31
KB-K -0.65 1.11 1.23
K-P -0.58 1.39 1.31
K-K -0.62 1.28 1.29
B-P -0.55 1.45 1.33
B-K -0.55 1.47 1.33
7, Mean estimation error
S; Estimation error variance

L_RMSE__Root mean squared error

Table 5.5 Summary of chloride concentration comparison for natural

gradient transport (NG-CT) modeling

chloride plume. Effects of the choice of representations are apparent by ob-
serving the chloride concentration distributions presented in appendix B.
For example, sim. B-P has a down-gradient reach extending to row 58 while
sim. KB-P only extends to row 49, a difference of 9 rows or approximately
225 ft. The chloride plume of simulations using kriging hydraulic conduc-
tivity representations have quite different spatial shapes than the other simu-
lations. The “bowl” pattern of the hydraulic conductivity distributions is re-
flected by the contaminant migration around the region of lower hydraulic

conductivity.

3.2 Recovery and Injection

A comparison of the results of the simulations is made to determine

how the representation of aquifer properties affects recovery and injection
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system flow (RI-GF) and transport (RI-CT) modeling at the UCC site. For

the recovery and injection system modeling, simulation results are compared
to the each other, providing a measure of how recovery and injection system

modeling is affected by the representation of aquifer properties.
5.2.1 Ground Water Flow

The criteria for analyzing the results of simulations of recovery and
injection system flow (RI-GF) are comparing the maximum relative draw-
down and number of recovery wells that went dry under the hydraulic load-
ing. The simulated relative drawdown at each of the recovery wells for each
of the simulations are presented in Table 5.6. The maximum relative draw-
down and number of recovery wells that went dry under the hydraulic load-

ing for each of the seven RI-GF simulations are presented in Table 5.7.

Sim. KB-P, K-K, and B-K had recovery wells that went dry under the
hydraulic loéding. The simulations using polynomial approximations of
each aquifer property possess maximum relative drawdowns larger than the
simulations using constant representation. The simulations using kriging

approximations of each aquifer property have one or more wells that go dry.

The representation of aquifer properties affects model prediction by
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Well ID KB-C KB-P KB-K K-P K-K B-P B-K
RD RD RD RD RD RD RD
(dim.) (dim.) (dim.) (dim.) (dim.) (dim.) (dim.)

R1 0.14 0.04 0.06 0.05 0.03 0.31 0.09
R2 0.11 0.02 0.09 0.05 0.02 0.19 0.06
R3 0.07 -0.01 0.14 0.04 0.01 0.11 -0.01
R4 0.02 -0.05 0.09 0.01 -0.01 0.03 -0.05
RS 0.16 0.10 0.10 0.08 0.05 0.54 0.19
R6 0.13 0.06 0.10 0.09 0.04 0.30 0.08

" R7 0.09 0.02 0.16 0.09 0.04 0.16 0.02
RS8 0.04 -0.02 0.34 0.06 1.00 0.06 -0.05
R9 -0.03 -0.08 0.03 -0.02 -0.08 -0.02 -0.08
R10 0.15 0.14 0.14 0.13 0.06 0.50 1.00
R11 0.11 0.05 0.14 0.13 0.06 0.26 0.03
R12 0.07 0.00 0.21 0.12 0.09 0.13 -0.03
R13 0.01 -0.04 0.20 0.06 0.05 0.02 -0.06
R14 0.16 0.15 0.16 0.13 0.07 0.51 1.00
R15 0.13 0.08 0.17 0.15 0.07 0.37 0.07
R16 0.09 -0.03 0.14 0.17 0.07 0.22 -0.01
R17 0.04 -0.04 0.22 0.14 0.09 0.08 -0.05
R18 -0.03 -0.09 0.06 0.01 -0.06 -0.02 -0.09
R19 0.15 0.11 0.20 0.14 0.09 0.37 0.16
R20 0.11 1.00 0.18 0.17 0.09 0.31 0.03
R21 0.07 1.00 0.20 0.19 0.09 0.19 -0.02
R22 0.02 -0.04 0.21 0.12 0.02 0.05 -0.05
Max. 0.16 1.00 0.34 0.19 1.00 0.54 1.00
# Dry 0 2 0 0 1 0 2
RD Relative drawdown
Max, Mayimum drawdown
# Dry  Number of wells pumped dry

Table 5.6 Comparison of relative drawdown for recovery and injection

system flow (RI-GF) modeling

important from a design standpoint. Effects of representing aquifer proper-

ties on flow direction and velocity are minimal because these are primarily a

function of the hydraulic loading. The GWSE contour plots of simulation re-

sults presented in appendix C show the extreme variations in GWSEs
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Sim. ID Max. # Dry

(dim.) (dim.)
KB-C 0.16 0
KB-P 1.00 2
KB-K 0.34 0
K-P 0.19 0
K-K 1.00 1
B-P 0.54 0
B-K 1.00 2

Max. Maximum drawdown
# Dry  Number of wells pumped dry

Table 5.7 Summary of relative drawdown comparison for recovery and
injection system flow (RI-GF) modeling
between recovery and injection wells in the zones of lower hydraulic con-

ductivity around monitoring well SW7,
5.2.2 Contaminant Transport

The criteria for analyzing the results of simulations of recovery and
injection system transport (RI-CT) are comparing the recovery efficiency
and relative change in recovery efficiency compared to the simulation using
constant representations of aquifer properties. The recovery efficiencies for

each of the seven RI-CT simulations are presented in Table 5.8.

Both simulations using variable representations of bottom elevation
produce recovery efficiencies greater than the simulation using a constant

representation. Both simulations using variable representations of hydraulic
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Sim. ID M; Mg R AR
(ft30m§/l) (ft3-m§/l) (dim.) (dim.)
(x10%) (x109%)

KB-C 15.5 5.5 0.64
KB-P 12.8 34 0.73 0.14
KB-K 134 3.7 0.73 0.13
K-P 15.5 5.6 0.64 0.00
K-K 15.5 5.1 0.67 0.04
B-P 12.8 3.2 0.75 0.17

" B-K 134 3.9 0.71 0.10
M; Mass initially in system
Mg Mass finally in system
R Recovery efficiency
AR Relative change in R compared to sim. KB-C

Table 5.8 Comparison of recovery efficiency for recovery and injec-

tion system transport (RI-CT) modeling

conductivity produce recovery efficiencies approximately equal to the simu-

lation using a constant representation.

Representing aquifer properties affects recovery and injection system
transport (RI-CT) modeling. The representation of aquifer properties model
prediction by as much as 17%, when measured by recovery efficiency.
Effects of representing aquifer properties on downgradient reach and spatial
shape of the naphthalene plume are minimal because these are primarily a
function of the hydraulic loading and initial naphthalene concentration dis-
tribution. The minimal effects are apparent by observing the naphthalene
concentration distributions of simulation results presented in appendix D.
ror example, only slight differenices in ihie southwesi region of the naphtha-

lene plume can be detected.
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CONCLUSIONS

Numerical ground water modeling is inherently subject to errors. One
recourse to help minimize the errors in modeling involves making the best
use of observed aquifer properties. The careful interpretation of observed
‘aquifer data may lead to improved modeling results. The process of generat-
ing representations of aquifer properties is an important aspect of the inter-
pretation of field site data. The careful analysis of representations of aquifer
properties can serve an important role in the attempt to improve the accuracy

of modeling results.
1 __Representations of Aquifer Pr i

The analysis of the spatial distribution of an aquifer property may
identify the need for field verification of existing data or gathering of addi-
tional data. Daia which do not conform to the estimated value at the same
location may be identified. This process is known as the cross-validation of
field data. Trends in the representation of aquifer properties may be detected
by visual inspection of contour plots of the representation and may reveal

trends in the aquifer property distribution.

Considering the hydraulic conductivity data used in the research pre-

sented here, the observed value of hydraulic conduciivity at monitoring well

SW2 is identified as an extreme observation because it does not fit into an
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obvious trend. Both the polynomial and kriging cross-validations at moni-
toring well SW2 yield relatively large estimation errors. The observed val-
ues of bottom elevation at monitoring wells SW10 and RU1 are identified as
potential erroneous observations because they are not consistent with other
‘nearby observations and there is no evidence of a physical explanation for
the discrepancies observed over such a short distance. The polynomial and
kriging cross-validations at monitoring wells SW10 and RU1 yield large es-

timation errors.

Analysis of representations of aquifer properties may also identify the
need for gathering of additional data. If a region exhibits a trend that is
fairly well cross-validated, but a physical explanation for the trend is not
known, then a comprehensive site investigation is needed to determine the
reasons for the trend. An example is the lower bottom elevation in the
scuthern region of the modeling domain. More data are needed to determine

the detailed stratigraphy between monitoring wells DW4, DW7, and DW10.

Considering the representations of hydraulic conductivity generated
by either polynomial or kriging methods, the observed values of hydraulic
conductivity in the region of monitoring wells SW2, SW7, and SWS are no-
tably different than the observed values of hydraulic conductivity in the re-
gions to the north or the south of the described region. While the apparent

local zone of reduced hydraulic conductivity may be explained geologically
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by a number of reasons such as local variation in the alluvial deposits or
fouling of the aquifer media by wastes from the UCC facility operation, no
reasons were identified by Weston (1985) in the initial site investigation. A
physical basis for the local zone of reduced hydraulic conductivity should be

determined and verified before making design decisions with the data.

2___Modeli

Representing the spatial variability of aquifer properties can serve an
important role in the attempt to improve the accuracy of the interpretation of
modeling results. The effect of representing the spatial variability is a func-

tion of the modeling purpose.

Natural gradient flow modeling is significantly affected by including
information about the spatial structure of an aquifer property. The represen-
aiion of ihe bottom elevation improved model calibration while the repre-
sentation of hydraulic conductivity worsened model calibration, when mea-
sured by the mean estimation error and RMSE of GWSEs, The estimate error
variance is minimized in the simulation using constant representations of
bottom elevation and hydraulic conductivity. Other effects of representing

aquifer properties inciude the variation of flow direction and velocity.

Natural gradient transport model ing is less affected by the representa-

tion of the spatial variability of aquifer properties. The use of representa-
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tions of aquifer properties generally did not improve or worsen model cali-
bration, when measured by the mean estimation error, estimation error vari-
ance, and RMSE of natural log chloride concentrations. Other effects of
representing aquifer properties include the downgradient reach and spatial

'shape of the chloride plume.

Recovery and injection system flow modeling is affected by the use of
detailed representations of aquifer properties. The representation of aquifer
properties affects model prediction by indicating regions in which the simu-
lated recovery wells were shown to go dry. This is important from a design
standpoint. Effects of representing aquifer properties on flow direction and
velocity are minimal because these are primarily a function of the hydraulic

loading.

Recovery and injection system transport modeling is less affected by
the representation of the spatial variability of aquifer properties. The repre-
sentation of aquifer properties vary model prediction by as much as 17%,
when measured by recovery efficiency. Effects of representing aquifer

properties on downgradient reach and spatial shape of the naphthalene plume

concentration distribution.
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Model users must realize that model results often appear to be more
certain, more precise, and more authoritative than they really are. To suc-
cessfully interpret the results of a model, the model user must be fully aware
of the limitations and accuracy of the model. Often, the most important use
of a model is the study of the model’s sensitivity of predictions to parame-
ters. Not only are the magnitudes of the values of parameters important in
studying a model’s sensitivity, but the choice of representations of aquifer

properties are just as important.

Crucial to the successful modeling of a system is the model user’s
consideration of confidence in the data. It is the responsibility of the model
user to properly design a model and then intelligently interpret the simula-
tion results. The research presented here will hopefully help improve the ac-
curacy of model use by indicating the significance of the effects of repre-

semting the spaiial variability of aquifer properties on modeling.
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APPENDIX A Figures of GWSE for natural gradient flow (NG-GF)

modeling
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APPENDIX B Figures of chloride concentration distribution for natural

gradient transport (NG-CT) modeling
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APPENDIX C Figures of GWSE for recovery and injection system flow

(RI-GF) modeling
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APPENDIX D Figures of chloride concentration distribution for recov-

ery and injection system transport (RI-CT) modeling
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Figure D.7 Naphthalene conc. distribution for sim, RI-CT-B-K



