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ABSTRACT

Towards Personalized Human Learning At Scale:

A Machine Learning Approach

by

Zichao Wang

This thesis focuses on personalized learning in education, a promising and effective

means of learning where the instructions, educational materials, learning paths, analytics,

and reports are tailored to each learner to best support their individual learning paths

and improve learning outcomes. Current personalized learning relies heavily on expert

instructors and is costly, has limited availability, and is unable to scale to meet the massive

demand of learning today. This thesis takes a machine-learning approach to address the

aforementioned issues by developing computational models that learn from educational

big data to perform the activities central to personalized learning in education. First, I

will present a series of works for learning content customization, including methods and

systems to generate, evaluate, represent, and analyze different types of learning content such

as math word problems, factual quizzes, and scientific formulae. Second, I will present

two frameworks for learning analytics, which enable the understanding and tracking of

the progress of large numbers of learners effectively and efficiently. Finally, I will present

methodologies for trustworthy machine learning, a necessity for deploying machine learning

systems in real-world educational scenarios. These methodologies include theoretical

tools for understanding recurrent neural networks, the powerhouse underlying modern

knowledge tracing models, and controllable data generation, enabling machines to behave

more precisely according to human instructions.
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Chapter 1

Introduction

Recent technology developments are rapidly bringing new innovations to many fields but

education. Indeed, since the Prussia educational revolution [233] that largely shaped the

education system we have today worldwide, the ways humans learn and teach have yet to

witness fundamental and significant changes. For example, the concept of “one-size-fits-

all”, classroom-style learning still looms large practically, where an instructor is usually

responsible for many learners simultaneously. Personalized learning [99], e.g., in the form

of one-to-one tutoring, which is often considered a more effective means of learning [245],

is still financially costly, manually effortful, and thus not yet universally accessible.

The need for reforms in education is urgent because our current education system

struggles to deliver high-quality, effective learning experiences at scale. For example,

in many scenarios such as online learning and remote learning, which are increasingly

becoming the norm, the reduced instructors’ presence and planning make learning much

less engaging and personalized, resulting in significant negative impacts on learning. In

science, technology, engineering, and mathematics (STEM) education, many graduates

report that they are ill-prepared for the workforce and lack clear pathways to stay current

with constantly evolving technologies. We are in pressing need of innovative ways to

significantly transform the current practices to best support every human’s success in their

unique learning journeys.

Fortunately, the soil for technological innovations for education is ripe. First, we

now have massive volumes of data on what and how we learn and teach, thanks to the
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increasing digitization in education. This rich data on learning and teaching behaviors,

interactions among educational content, learners, and instructors, learner and instructor

profiles, preferences, records, and beyond, provides an opportunity for developing data-

driven technologies to automate certain educational practices, lowering cost, and reducing

repetitive manual efforts. Second, we now have reliable algorithms and robust models at our

disposal to develop technologies to accurately and effectively model educational big data.

Third, we now have highly powerful computing resources to efficiently process data, train

and validate models, and perform computational experiments and simulations. Taking all

these factors into consideration, the emerging and maturing discipline of machine learning

provides a promising direction for disruptive educational technology developments.

This thesis proposes several ideas that together have the potential to form the foundation

for the next generation education system that is personalized, scalable, and accessible to

everyone. I take a machine learning approach, i.e., developing models that learns to perform

pedagogical tasks often encountered in personalized learning from educational big data,

with the eventual goal to improve how humans learn. I complement this approach with ideas

from recent advances in multiple other disciplines including natural language processing,

generative modeling, psychometrics, and learning sciences.

The new personalized learning system will encompass at least the following three

dimensions. First, it should be able to understand and curate learning content customized for

different learners and instructors. Second, it should be able to analyze and track the learning

progress of each individual learner throughout their education journey. Third, it should

conduct the above processing and analyses in a safe, robust, and unbiased manner, making

it trustworthy for learners and instructors to use in practical, high-stake education scenarios.

This thesis makes contributions to all the aforementioned dimensions, summarized below.

Each of the chapters mentioned below belongs to one of the three research dimensions and
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describes a complete, standalone research project.

1.1 Thesis Overview

Understand and curate learning content. High-quality learning content such as digital

textbooks, video lectures, and assignments is key to effective learning. However, such

content has largely remained static and cannot adapt and personalize for different learners to

account for their individual differences and maximize their learning outcomes. Moreover,

producing such content and customizing it for each instructor and learner typically requires

intensive human labor and incurs high costs.

In the first part of the thesis, I focus on the generation, evaluation, representation,

and analysis of various types of learning content. Chapter 2 describes a methodology to

automatically generate math word problems given an equation and a few context keywords.

Chapter 3 examines to what extent modern large language models generate factual quiz

questions from textbooks and how human experts evaluate the generations. Chapter 4

describes a methodology to represent scientific content such as equations and formulas into

numeric embeddings suitable for search and retrieval applications. Chapter 5 and Chapter 6

describe data- and compute-efficient frameworks for analyzing the difficulty and quality of

the generation leveraging weakly supervised learning and variational inference methods,

respectively. These methods are among the first designed specifically for educational content;

some have already found real-world applications that now benefit learners worldwide.

Personalized learning analytics. The data on the interactions between learners and

learning content reveal critical insights such as learners’ learning progress and knowledge

mastery, which will enable more informed data-driven educational decisions. However, such

data is large-scale (millions of such interaction records) and multi-modal (contains text,
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math, figures, handwriting, and so on), rendering analyses challenging.

In the second part of the thesis, I focus on building flexible and scalable systems suitable

for mining large-scale, complex educational data for learning analytics. Chapter 7 describes

a flexible first-of-its-kind framework for analyzing learners’ open-ended responses, a rich and

informative type of data that almost all existing analytical methods overlooked. Chapter 8

describes an efficient algorithm for Bayesian Bayesian Multidimensional Item Response

Theory (MIRT) models, achieving 100x runtime reduction while retaining inference accuracy

similar to classic Bayesian inference methods in MIRT on large educational datasets.

Trustworthy Machine Learning for Education and Beyond. Many state-of-the-art AI

systems for education solutions rely on modern deep learning (DL) methodologies that

are often black-box in nature and uncontrollable, rendering them unsafe and unreliable in

high-stake applications such as education.

In the third and final part of the thesis, I focus on the fundamental algorithmic issues un-

derlying popular modern methodologies that power intelligent applications in education and

aim to understand and improve these algorithms, often with implications reaching beyond

education. Chapter 9 studies the powerhouse of modern knowledge tracing – recurrent

neural networks (RNNs) – via theoretical tools such as the max-affine spline operator and

reinterprets RNNs as classic operators in signal processing (e.g., matched filters), whose

behaviors are well understood. Chapter 10 studies controllable data generation, a necessity

in the educational content generation process, and describes a retrieval-based generation

framework that enables a user to have explicit, fine-grained control over the generated

outputs and that has already found applications beyond education, i.e., for scientists in the

drug discovery process.
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Chapter 2

Math Word Problem Generation with Mathematical
Consistency and Problem Context Constraints

2.1 Introduction

Math word problems (MWPs) are an important type of educational resource that help assess

and improve students’ proficiency in various mathematical concepts and skills [344, 340].

An MWP usually has a corresponding underlying math equation that students will need to

identify by parsing the problem and then solve the problem using this equation. An MWP is

usually also associated with a “context”, i.e., the (often real-world) scenario that the math

equation is grounded in, expressed in the question’s text. The equation associated with an

MWP is often exact and explicit, while the context of the MWP is more subtle and implicit.

It is not immediately clear how the context information can be extracted or represented.

Table 2.1 shows an example of an MWP and its associated equation.

In this chapter, we study the problem of automatically generating MWPs from equations

and context, which is important for three reasons. First, an automatic MWP generation

method can aid instructors and content designers in authoring MWP questions, accelerating

the (often costly and labor-intensive) MWP production process. Second, an automated

MWP generation method can generate MWPs tailored to each student’s background and

interests, providing students with a personalized learning experience [344] that often leads

to better engagement and improved learning outcomes [58, 149, 150, 159, 163, 280]. Third,

an automated MWP generation method can potentially help instructors promote academic
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Table 2.1 : An example of MWP and its underlying equation. See Table 2.2 for more
information on the datasets.

MWP: Joan found 70 seashells on the beach . She gave Sam some of her seashells . She has 27 seashells . How many
seashells did she give to Sam ?
Equation: x = (70 - 27)

honesty among students. While new technologies create new learning opportunities, instruc-

tors have growing concerns of technologies that enable students to easily search for answers

online without actually solving problems on their own [221, 176]. Automatically generated

MWPs that are unique and previously unseen yet preserve the underlying math components

can potentially reduce plagiarism.

In addition to its educational utility, MWP generation is also technically challenging and

interesting. An important consideration for MWP generation is controllability: in practice,

human instructors or content designers often have clear preferences in the type of MWPs they

want to use. Therefore, an MWP generation method should be able to generate MWPs that

are of high language quality and are textually and mathematically consistent with the given

equations and contexts. To date, there exist limited literature on MWP generation. Most prior

works focus on automatically answering MWPs, e.g., [184, 186, 266, 297, 348, 282, 375]

instead of generating them [235, 367, 262, 68]. Existing MWP generation methods also

often generate MWPs that either are of unsatisfactory language quality or fail to preserve

information on math equations and contexts that need to be embedded in them. See

Section 2.4 for a detailed discussion.

2.1.1 Contributions

In this work, we take a step towards controllable generation of mathematically consistent

MWPs with high language quality. Our approach leverages a pre-trained language model
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MWP Generator (GPT-2)

Alice has 5 apples.She bought 10 more.
How many apples does she have now?
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Alice apples

equation Generator (GPT-2)
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Figure 2.1 : An illustration of our MWP generation approach and its key components.

(LM) as the base model for improved language quality. The input to the LM is an equation

and a context, from which the LM generates an MWP. On top of that, we introduce 2

components that impose constraints on the mathematical and contextual content of the

generated MWP. First, to improve mathematical consistency and control over equations,

we introduce an equation consistency constraint, which encourages the generated MWP to

contain the exact same equation as the one used to generate it. Second, to improve control

over contexts, we introduce a context selection model that automatically extracts context

from an MWP. Quantitative and qualitative experiments on real-world MWP datasets show

that our approach (often significantly) outperforms various baselines on various language

quality and math equation accuracy metrics.
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2.2 Methodology

We formulate the task of controllable MWP generation as a conditional generation problem.

In this work, we consider datasets D = {(Mi, Ei)}Ni=1 in the form of N (MWP, equation)

pairs where Mi and Ei represent MWP and its associated equation, respectively. In the

remainder of the work, we will remove the data point index to simplify notation. This setup

assumes each MWP in our dataset is labeled with an underlying equation but its context is

unknown. Then, the MWP generation process can be described as

M ∼ EE∼D[pΘ(M |E)]

= EE∼D, c∼p(c|E,M)[pΘ(M |E, c)] , (2.1)

where M = {m1, . . . ,mT} represents the MWP as a sequence of T tokens (e.g., words

or wordpieces [338, 268]). E and c are the controllable elements, where c represents a

problem context. pΘ is the MWP generative model parametrized by a set of parameters Θ.

In this work, we use a pre-trained language model (LM) as the generative model pΘ,

similar to the setup in [152]. We choose LMs over other approaches such as sequence-

to-sequence (seq2seq) models because they can be pre-trained on web-scale text corpora.

Pre-trained LMs thus often generate high-quality text and generalizes well to out-of-domain

words not present in the training data. Under an LM, we can further decompose Eq. 2.1 into

pΘ(M |E, c) =
T∏
t=1

pΘ(m|E, c, {ms}t−1
s=1) . (2.2)

To train pΘ via fine-tuning the LM, we use the usual negative log-likelihood objective:

LLM =
T∑
t=1

−log pΘ(mt|E, c, {ms}t−1
s=1) . (2.3)
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The above training objective serves as a proxy that optimizes for language quality.

However, it alone is unsatisfactory in 2 ways. First, there is no guarantee that the generated

MWP is mathematically valid; even if it is, its solution may correspond to an equation that

is different from the input equation [409]. Second, while the context c can be manually

specified, i.e., as a set of keywords, it is unobserved during training and needs to be inferred

from data through the costly-to-compute posterior distribution. In the remainder of this

section, we introduce our novel approach to tackle these challenges. We first describe

our equation consistency constraint that improves the generated MWP’s mathematical

consistency and then detail our context selection method that learns to extract the context in

the form of a set of keywords from an MWP. Figure 2.1 provides a high-level overview of

our overall approach.

2.2.1 Equation Consistency

We propose an equation consistency constraint to promote the generated MWP to correspond

to an equation that is the same as the input equation used to generate the MWP.

To formulate this constraint, we need a model to parse an equation given an MWP, i.e., a

mwp2eq model, and a loss function, which we call Leq. The mwp2eq generative process

can be written as

E ′ ∼ EM ′∼pΦ(M |E)[pΦ(E|M ′)] ,

where pΦ is the mwp2eq model, E represents an equation, and M ′ represents the generated

MWP. Here, we treat the equation as a sequence of math symbols et, making it appropriate

for sequential processing. Specifically, we treat each variable (e.g., x, y), math operator

(e.g., =, ×, +), and numeric value (e.g., integers, fractions, and decimal numbers) as a
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single math symbol. Therefore, we can decompose pΦ(E,M ′) similar to Eq. 2.2. There

are ways to represent math equations other than a sequence of symbols, such as symbolic

trees [394, 66, 211]; finding ways to make them compatible to LMs is left for future work.

Similar to LLM, we minimize a negative log-likelihood loss that uses the input equation E

as the ground truth for the equation E ′ parsed from M ′:

Leq =
T∑
t=1

−log pΦ(et|M ′, e1, . . . , et−1) . (2.4)

This constraint is reminiscent of the idea of “cycle consistency” that has found success in

image and text style transfer [411, 294], question answering [386, 353], and disentangled

representation learning [134].

Gumbel-Softmax Relaxation. To back-propagate loss to pΘ and compute gradient for Θ,

we need the loss Leq be differentiable with respect to Θ. The challenge here is that M ′ is

sampled from pΘ and that this discrete sampling process is non-differentiable, preventing

gradient propagation [238]. To tackle this challenge, we resort to the Gumbel-softmax

relaxation [130, 209] of the discrete sampling process mt ∼ pΘ. Details are deferred to the

Supplementary Materials.

We remark that the gradient derived under the Gumbel-softmax relaxation is a biased

but low-variance estimate of the true gradient [130, 209]. The low-variance property makes

it more attractive for real applications than other unbiased but high-variance estimators such

as REINFORCE [366]. We refer to [130, 209] for more details on the Gumbel-softmax

method. In addition, while one can also use deterministic relaxation such as softmax,

Gumbel-softmax injects stochastic noise during the training process, which regularizes the

model and potentially improves performance; See an empirical comparison in Table 2.6.
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2.2.2 Context Selection

In practice, we do not have access to the contexts c during training since they are not

specified for real-world MWPs. Therefore, we need ways to specify the context for the

MWP generative process. Existing methods characterize context as a “bag-of-keywords”,

using heuristic methods such as TF-IDF weights to select a subset of tokens as “keywords”

from an MWP as its context. These methods are simple but lack flexibility: they either

require one to specify the number of tokens to use for each MWP or heuristically select only

certain types of tokens (e.g., nouns and pronouns) [409, 200].

In this work, we adopt this “bag-of-tokens” characterization of context, which fits well

into LMs, but instead learn a context (token) selection method from data. To do so, we

interpret c as a “context keyword selection” variable, i.e., a binary random vector whose

dimension is the number of tokens in the vocabulary. Each entry c(i) in c is an i.i.d. Bernoulli

random variable with prior probability ρ, i.e., pc(c(i) = 1) = ρ. Thus, c acts as a selector

that chooses appropriate context tokens from the entire vocabulary. To circumvent the

intractable posterior p(c|E,M), we resort to the auto-encoding variational Bayes (VAE)

paradigm [157], similar to [295]. Under the VAE setup, we select a set of tokens conditioned

on the MWP as c ∼ qΨ(M) where qΨ(M) is a proposal distribution, i.e., the keyword

selection model.

Context Keyword Selection Model. Given an MWP, we first compute the contextualized

embeddings of each token using a simple linear self-attention method as

m̃t = Mat , at = softmax

(
M⊤mt√

D

)
,
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where M = [m1, . . . ,mT ] ∈ RD×T is the matrix with all token embeddings and D is the

embedding dimension. The
√
D term is added for numerical stability [338]. Then, we

compute q(i)Ψ (M), the probability that each word in the vocabulary is selected as a context

keyword, with a single projection layer with Sigmoid activation

q
(i)
Ψ (M) = σ(w⊤m̃t + b)1{V (i)∈M} , (2.5)

where w and b are part of the model parameters Ψ. The indicator function at the end ensures

that only tokens that appear in M can be selected as context keywords. In practice, we also

mask out stopwords and punctuation; these steps ensure that the context selector selects

keywords that are relevant to MWPs and are not too generic.

Optimization Objective. Under the VAE paradigm, we optimize the keyword selection

model using the so-called evidence lower bound (ELBO):

LVAE = LLM + βLc , (2.6)

where Lc = KL(qΨ∥pc)1{V (i)∈M} and the Kullback-Leibler divergence term can be com-

puted analytically thanks to our Bernoulli parametrization. Lc can be interpreted as a context

constraint that prevents the keyword selection model from choosing too many keywords.

The hyperparameter β and prior ρ controls the strength of this constraint. Because c is

discrete and its sampling process is also non-differentiable, we use the straight-through

estimator of the gradient [19] for Θ involved in LLM in Eq. 2.6.
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Table 2.2 : Summary statistics of datasets.

Dataset #MWPs avg #words per MWP avg #symbols per eq

arithmetic 1,492 29.89 8.05
MAWPS 2,373 31.25 8.16
Math23K 23,162 35.23 8.78

2.2.3 Training

We train (fine-tune) the LM, the mwp2eq model, and the keyword selection model jointly.

The mwp2eq model and keyword selection model are optimized using their respective

objectives defined in Eqs. 2.4 and 2.6. The overall objective for the MWP generative model

pΘ is

L = LLM + αLeq + βLc ,

where α > 0 and β > 0 are hyperparameters that balance these constraint terms.

2.3 Experiments

We now perform a series of experiments to validate the effectiveness of our proposed MWP

generation approach. Quantitatively, we compare our approach to several baselines on

various automated language quality and mathematical consistency metrics. Qualitatively,

we showcase the capability of our approach in generating controllable, high-quality MWPs.

Datasets. We focus on MWP datasets in which each MWP is associated with a single

equation and each equation contains a single unknown variable. Therefore, we consider

three such MWP datasets including Arithmetic [119], MAWPS [161], and Math23K [355].

Table 2.2 shows summary statistics for each dataset. We follow the preprocessing steps
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Table 2.3 : A comparison of language quality and mathematical validity for MWPs generated
by our method to various baselines. Numbers in brackets indicate the accuracy of the
mwp2eq model trained on each dataset, which is an upper bound on the performance under
the ACC-eq metric.

Arithmetic MAWPS Math23K

BLEU-4 METEOR ROUGE-L ACC-eq BLEU-4 METEOR ROUGE-L ACC-eq BLEU-4 METEOR ROUGE-L ACC-eq
(0.769) (0.755) (0.672)

seq2seq-rnn 0.075 0.152 0.311 0.413 0.153 0.175 0.362 0.472 0.196 0.234 0.444 0.390
+ GloVe 0.351 0.310 0.555 0.399 0.592 0.412 0.705 0.585 0.275 0.277 0.507 0.438

seq2seq-tf 0.339 0.298 0.524 0.405 0.554 0.387 0.663 0.588 0.301 0.294 0.524 0.509

GPT 0.237 0.248 0.455 0.401 0.368 0.294 0.538 0.532 0.282 0.297 0.512 0.477
GPT-pre 0.316 0.322 0.554 0.403 0.504 0.391 0.664 0.512 0.325 0.333 0.548 0.498
ours 0.338 0.322 0.567 0.453 0.596 0.427 0.715 0.557 0.329 0.328 0.544 0.505

in [409] by first replacing all numbers in both MWPs and equations to special tokens num1,

num2 etc. and then tokenizing both MWPs and equations into tokens and math symbols,

respectively. In addition, we translate Math23K to English because this dataset is originally

in Mandarin Chinese. Extension to languages other than English is left for future work.

Other popular MWP datasets such as Algebra [169, 328], Dolphin18K [122] and

MathQA1 [6] contain MWPs with multiple equations and many variables, which are chal-

lenging to generate even for humans. We leave the more challenging case of generating

multi-variable, multi-equation MWPs to future work.

Setup and Baselines. We implement the LM and the mwp2eq models in our approach

using pre-trained GPT-2 [268]; one can also use other models since our approach is agnostic

to the specific model architecture. We consider three baselines: seq2seq-rnn, a sequence-to-

sequence (seq2seq) model using LSTMs with attention that serves as the base architecture

in [409, 200]; seq2seq-rnn-glove, a modification to the previous baseline with GloVe [255]

instead of random embeddings at initialization; and seq2seq-tf, a seq2seq model with

transformers [338]. We also compare our approach to vanilla GPT-2, either randomly

1MathQA is the most difficult MWP dataset we have encountered, which containing GRE and GMAT
level questions.
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Table 2.4 : % of generated MWPs that are not present in the training data. Our approach
generates novel MWPs not seen in the training data most of the time while seq2seq-tf may
simply memorize the training data.

Arithmetic MAWPS Math23K

seq2seq-tf 6.24% 2.49% 38.88%
ours 94.90% 63.77% 95.72%

initialized or pre-trained; we denote these baselines as GPT and GPT-pre, respectively.

For fair comparison, each baseline takes both equation and a set of keywords chosen by

heuristics (see Section A.3.2) as input to be consistent with the setup in our approach. For

each dataset, we perform five-fold cross-validation and report the averaged evaluation results.

See the Supplementary Material for more details on the experimental setup and baselines.

Metrics. For language quality, we use the following three evaluation metrics: BLEU-

4 [246], METEOR [178], and ROUGE-L [194], following recent literature on question

generation [361]. We implement these metrics using the package provided by [46]. For

mathematical consistency, We use the equation accuracy (ACC-eq) metric that measures

whether the generated MWP is mathematically consistent with the controlled input equation.

The idea of this metric originates from other applications such as program translation and

synthesis [48, 47]. In our case, because the equation associated with a generated MWP is

not readily available, we resort to a mwp2eq model fine-tuned on each MWP dataset to

predict the equation from an MWP. During the evaluation, we feed the generated MWP to

the mwp2eq model as input and check whether the output of the mwp2eq model exactly

matches the equation used as input to the MWP generator.



16

Table 2.5 : Generated MWP examples with fixed context and varying equations.

Context: candies

Equation #1: x = num1 + num2 Equation #2: x = num1 - num2

seq2seq-tf: ethan has num1 presents . alissa has num2
more than ethan . how many presents does alissa have
? (in training data)

seq2seq-tf: mildred weighs num1 pounds . carol
weighs num2 pounds . how much heavier is mildred
than carol ? (in training data)

GPT-pre: There are num1 scissors in the drawer.
Keith placed num2 scissors in the drawer. How many
scissors are now there in total? (irrelevant to context)

GPT-pre: Joan has num1 blue balloons but lost num2
of them. How many blue balloons does Joan have
now? (irrelevant to context)

ours: Mildred collects num1 candies. Mildred’s father
gives Mildred num2 more. How many candies does
Mildred have? (✓)

ours: There are num1 candies in the jar. num2 are
eaten by a hippopotamus. How many candies are in
the jar? (✓)

Equation #3: x = num1 * num2 Equation #4: x = num1 / num2

seq2seq-tf: each banana costs $ num1 . how much do
num2 bananas cost ? (in training data)

seq2seq-tf: there are num1 bananas in diane ’ s banana
collection . if the bananas are organized into num2
groups , how big is each group ? (in training data)

GPT-pre: Joan has saved num1 quarters from washing
cars. How many cents does Joan have? (inconsistent
with equation)

GPT-pre: Joan has num1 blue marbles. Sandy has
num2 times more blue marbles than Melanie. How
many blue marbles does Joan have? (inconsistent with
equation)

ours: Each child has num1 candies. If there are num2
children, how many candies are there in all? (✓)

ours: There are num1 candies in the candy collection.
If the candies are organized into num2 groups, how
big is each group? (✓)

2.3.1 Quantitative Results

Table 2.3 shows the quantitative results of our experiments. The number in parenthesis

below ACC-eq is the equation accuracy when we feed the mwp2eq model the ground-truth

MWPs in the respective datasets. We see that our approach outperforms the best baseline on

most occasions, especially on language quality metrics. However, there are a few exceptions,

especially for the ACC-eq metric on the Math23K dataset. Specifically, we note that the

seq2seq-tf baseline seems to yield an ACC-eq value even higher than the oracle accuracy

at the first attempt. Upon closer investigation, we find that the baseline seq2seq models,

especially the seq2seq-tf baseline, simply memorize the training data. Table 2.4 illustrates

this finding and shows the percentage of generated MWPs that are not present in the training

data. We see that the seq2seq-tf baseline tends to directly copy MWPs from the training data
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Table 2.6 : Results of the ablation study, which validate the effectiveness of each component
in our approach.

Arithmetic MAWPS Math23K

BLEU-4 ACC-eq BLEU-4 ACC-eq BLEU-4 ACC-eq

Leq (softmax) 0.110 0.417 0.308 0.555 0.284 0.466
Leq (Gumbel-softmax) 0.303 0.455 0.522 0.527 0.306 0.495
keyword, TF-IDF 0.313 0.424 0.518 0.536 0.310 0.498
keyword, noun+pronoun 0.316 0.413 0.504 0.512 0.325 0.498
context selection 0.320 0.412 0.533 0.542 0.324 0.501
full model w/o Lc 0.303 0.455 0.522 0.527 0.306 0.495
full model w/o Leq 0.320 0.412 0.491 0.500 0.324 0.501
full model w/o both 0.316 0.403 0.504 0.512 0.325 0.498
full model 0.338 0.453 0.596 0.557 0.332 0.513

as its “generated” MWPs, especially on the 2 smaller datasets. In contrast, our approach

generates novel MWPs most of the time. We thus report ACC-eq only on the novel MWPs

generated by the seq2seq-tf baseline on the Math23K dataset. Our approach outperforms

seq2seq-tf on this modified ACC-eq metric.

Ablation Study. To validate that each component in our approach contributes to its

success, we conduct an ablation study and compare our approach with several variants

and several baselines after removing some of these components. For the use of Gumbel-

softmax in the equation consistency constraint computation, we compare to softmax [98],

which removes sampling from the Gumbel variable. For the context keyword selection

model, we compare to several context keyword selection heuristics including TF-IDF

[144, 409] and nouns+pronouns; see the Supplementary Material for more details on these

baselines. Table 2.6 shows the ablation study results, reporting on BLEU-4 and ACC-eq as

the representative metric for language quality and mathematical consistency, respectively.

These comparisons validate the necessity of each component in our approach: Gumbel-
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Table 2.7 : Generated MWP examples with novel context not present in the training data.

Equation: x = num1 + num2 + num3

Context #1: violin piano acoustic guitar Context #2: beets eggplant

seq2seq-tf: sara grew num1 onions , sally grew num2
onions , and fred grew num3 onions . how many onions
did they grow in all ? (in training data)

seq2seq-tf: sara grew num1 onions , sally grew num2
onions , and fred grew num3 onions . how many onions
did they grow in all ? (in training data)

GPT-pre: There are num1 dogwood trees currently in
the park. Park workers will plant num2 dogwood trees
today and num3 dogwood trees tomorrow. How many
dogwood trees will the park have when the workers
are finished? (irrelevant to context)

GPT-pre: There are num1 orchid bushes currently in
the park. Park workers will plant num2 orchid bushes
today and num3 orchid bushes tomorrow. How many
orchid bushes will the park have when the workers are
finished? (irrelevant to context)

ours: Mike joined his school’s band. He bought a
clarinet for $ num1, a music stand for $ num2, and a
song book for $ num3. How much did Mike spend at
the music store? (✓)

ours: Sara grew num1 beets, Sally grew num2 beets,
and Fred grew num3 beets. How many beets did they
grow in total? (✓)

softmax outperforms softmax and our context keyword selection method outperforms other

heuristic methods. We also see that our approach outperforms variants with either component

removed and that the equation consistency constraint and the context keyword selection

method tend to improve the mathematical consistency and language quality of the generated

MWPs, respectively.

2.3.2 Qualitative Results

Since seq2seq baselines outperform our approach on a few occasions under the automated

metrics, we now conduct a few case studies to investigate each approach. We investigate i)

how controllable is each approach by giving it different input equations and contexts and ii)

how generalizable each approach is by giving it unseen contexts in the dataset. Specifically,

we conduct two qualitative experiments: First, we hold an input context fixed and change

the input equation; Second, we hold the input equation fixed and change the context. We

compare the MWPs generated by our approach to those generated by the seq2seq-tf and

GPT-pre baselines trained on the MAWPS dataset, where these baselines perform well
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under automated metrics (see Table 2.3). The Supplementary Material contains additional

qualitative examples.

Fixed Context, Changing Equation. Table 2.5 shows the MWPs generated by each

approach using the same input context and different input equations. We see that every

approach can generate MWPs with high language quality and are mathematically valid most

of the time. However, upon closer inspection, we find that MWPs generated by the seq2seq-

tf baseline are often exact copies of those it has seen in the training data. In other words, the

model does nothing more than memorizing the training data and retrieving the most relevant

one given the input equation and context; see Table 2.4 for a numeric comparison and the

discussion in Section 2.3.1. This observation is not surprising because training only on small

MWP datasets leads to overfitting. It also explains why the seq2seq baselines perform well

on the automated metrics since these MWP datasets contain problems that lack language

diversity, which results in many overlapping words and phrases that often appear in both

the training and validation sets. The GPT-pre baseline, on the other hand, is sometimes

capable of generating novel MWPs, but they are either irrelevant to the input context or are

inconsistent with the input equation. Only our approach consistently generates MWPs that

are both novel and mathematically consistent with the input equation.

Fixed Equation, Changing Context. Table 2.7 shows the MWPs generated by each

approach using the same input equation and different input contexts. The keywords in

these contexts are not part of the vocabulary of the training set and are thus unseen by the

model during training/fine-tuning. Similar to the results of the previous experiment, here

we also see that the seq2seq baseline simply retrieves an MWP from the training dataset

as its “generated” MWP. This observation is unsurprising for the seq2seq baseline because

it simply converts an out-of-vocabulary word in the input context into a special unknown
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Table 2.8 : Examples of the keywords that are selected from a (possibly long) input context.

MWP: Emily collects num1 cards . Emily ’ s father gives Emily num2 more . Bruce has
apples . How many cards does Emily have ?
Context keywords: Emily cards collects father

MWP: The school cafeteria had num1 apples . If they used num3 to make lunch for the
students and then bought num2 more , how many apples would they have ?
Context keywords: apples cafeteria

token, which is uninformative. Interestingly, the GPT-pre baseline also generates MWPs

that have minimal difference from MWPs in the training set or seems to ignore the input

context. We again attribute this phenomenon to the small dataset size, on which the model

also overfits if no additional constraints are introduced. Once again, in this setting, only our

approach consistently generates novel and high-quality MWPs that are relevant to the input

context.

Selected Context Keywords. To investigate our context keyword selection model, we

show in Table 2.8 a few examples of the input context (which is the original MWP in

our training setting) and the selected context keywords, i.e., those with c(i) > 0.5 (recall

Eq. 2.5). We see that our context keyword selection model can identify components that

are key to the relevant underlying mathematical components in the MWP; for example, it

identifies only “Emily collects cards father” as the key to this MWP and ignores the part

with “Bruce apples”, which is unrelated to the math equation. Such a context keyword

selection method is useful in practice to summarize (possibly long) input contexts provided

by human instructors/content designers.
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2.4 Related Work

MWP Generation and Answering. Earlier works on MWP generation do so in a highly

structured way, explicitly relying on domain knowledge and even pre-defined equation and

text templates [235, 367, 262, 68]. More recently, neural network-based approaches have

shown significant advantages in generating high-quality questions compared to template-

based approaches. Recent approaches on MWP generation also take this approach, usually

using recurrent neural networks in a seq2seq pipeline [409, 200]. Instead of focusing

on building new datasets or specific model architectures, we tackle the MWP generation

problem from a controllable generation perspective, where we focus on the generated MWPs’

language quality and mathematical consistency. This focus leads to our proposed approach

that specifically aims at tackling these two challenges; our framework is model-agnostic and

can be combined with almost any existing MWP generation approach.

Our approach also involves a model (mwp2eq) that parses an MWP into its underlying

equation, which has been a very active research area with a plethora of related work,

e.g., [121, 52, 379, 416, 184, 186, 266, 297, 349, 348, 282, 350, 6, 375]. In this work, we

simply use a pre-trained LM as the mwp2eq model; investigation of leveraging the above

recent advances to improve mathematical consistency of the generated MWPs is left for

future work.

Controllable Text Generation. Our work is also related to a growing body of literature on

controllable text generation [264, 354, 120, 152, 295]. In particular, our equation consistency

constraint takes inspiration from the above works that impose similar constraints to improve

control over the generation process. A major difference between our work and most of these

prior works is that, in most of these approaches, the control elements, such as emotion,

sentiment, and speaker identity, are usually represented as scalar numerical values. In
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contrast, our control elements (equation and context) consist of a sequence of math symbols

or tokens rather than numeric values, which requires additional technical solutions to

propagate gradient. The Gumbel-softmax trick [130, 209] that we employ has found success

in text generation using generative adversarial networks (GANs) [170, 42, 238, 376, 135], a

setting similar to ours where discrete sampling becomes an issue.

2.5 Conclusions and Future Work

In this chapter, we developed a controllable MWP generation approach that (i) leverages

pre-trained language models to improve the language quality of the generated MWP, (ii)

imposes an equation consistency constraint to improve mathematical consistency of the

generated MWP, and (iii) includes a context selector that sets the context (in the form of a

set of keywords) to use in the generation process. Experimental results on several real-world

MWP datasets show that, while there is plenty of room for improvement, our approach

outperforms existing approaches at generating mathematically consistent MWPs with high

language quality.

Automatically generating MWPs remains a challenging problem and our work opens

up many avenues for future work. First, our study is limited to the case of simple MWPs,

each with a single equation and variable. While results are encouraging, our approach

does not generalize well to the more challenging case when the input consists of multiple,

complex equations. In these cases, we need more informative representations of the input

equations [360]. Second, there is no clear metric that can be used to evaluate the generated

MWPs, especially their mathematical validity. It is not uncommon when a generated

MWP with high scores under our metrics is either unanswerable or inconsistent with the

input equation. Therefore, future work should also focus on developing metrics for better

evaluation of generated MWPs’ mathematical validity. Last but not least, while we focus on
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2 control elements (equation, context), an interesting future direction is to add more control

elements to the generation process such as question difficulty and linguistic complexity.
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Chapter 3

Towards Human-like Educational Question Generation
with Large Language Models

3.1 Introduction

Practice questions and quizzes have been vital instruments for the assessment of learning

[4, 202, 365]. Engaging in retrieval practice by answering expert-designed questions has

shown to be more effective at improving learning outcomes [150, 151], by providing

opportunities for recall of knowledge, applying knowledge to novel scenarios, and critical

thinking and writing skills. The learning benefits are greater than other means of pedagogy

such as passively re-reading course materials or studying notes [150, 151, 149, 58, 163, 159]

or watching instructional videos [216]. However, these questions are also known to be

challenging to create: they usually take subject matter experts (SMEs) a significant amount

of time, which is both costly and labor-intensive [202]. Therefore, this question generation

process does not easily generalize and scale to the continually expanding repositories

of educational content that need large banks of assessments to be effective sources of

instruction.

To create a scalable question generation process, several recent works leveraged artificial

intelligence (AI) methods for automatically generating questions. For example, some prior

works [293, 75, 361] focused on generating factual questions using recurrent neural network

(RNN) architectures. [368] designed a method to select highly interesting phrases which

a generated question is supposed to ask about. The implications of these works are far-
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reaching. In addition to reducing the labor and cost for producing assessment questions,

automatic question generation methods have the potential to create a more engaging learning

experience by generating (i) personalized questions that adapt to each student’s learning

trajectory [123] and (ii) real-time pop-up quizzes while the student is reading a textbook or

watching instructional videos. Once trained, these methods have been shown to perform well

on question generation tasks. However, they require custom model design and (sometimes

significant) computational resources for training, making them a less appealing option for

practitioners who desire a “plug-and-play” AI-assisted question generation process that

allows them to easily interact with an AI system without the need for model training.

Recently, a new paradigm in text generation using large pretrained language models

(PLMs), such as GPT-3 [30], is now making such “plug-and-play” question generation a

possibility. These PLMs have been pretrained on web-scale data which equip the model with

abundant knowledge of the language compared to their earlier counterparts. Furthermore,

they can be easily and effectively adapted to various generation tasks via the “prompting”

technique, where the user simply specifies the generation task that they would like to perform

as a prompt. A prompt usually contains, in addition to a “query” from which the PLM will

generate the outcome, a series of examples in an input-output structure that “teach” the model

how to generate the output given the input specific to a particular task. Figure 3.1 gives an

example of using prompting to adapt a PLM for machine translation and arithmetic question

answering. Prompting provides an easy interface and high controllability for users to interact

with PLMs and customize it for different generation tasks. Because of its simplicity and

practicality, prompting techniques to adapt PLMs for downstream generation tasks have

attracted increasing attention in the past few years [187, 201, 152, 196]. Figure 3.1 shows

an example of prompting for machine translation, question answering.

Unfortunately, using prompts to adapt PLMs for question generation is challenging due
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to the open-ended nature of the process, i.e., it does not have a clearly defined input-output

structure. This poses certain challenges such as, what content should the questions be

generated from, how should we deal with the fact that multiple different questions can be

asked about the same concept, etc. This open-ended nature makes question generation

unique in contrast with other generation tasks commonly studied in existing literature (e.g.,

in machine translation, input and output are simply texts in the source and target languages,

respectively). As a result, unlike other generation tasks where adapting PLMs via prompting

is straightforward (e.g., see Figure 3.1 for an illustration), it is unclear how to design effective

prompts for PLMs in order for question generation. To the best of our knowledge, to date

no existing literature has investigated the modification of prompting strategy for question

generation. To harness the power of AI for educational question generation, prompt design

for question generation by PLMs is an exciting open problem.

3.1.1 Contributions

In this work, we investigate the problem of effectively prompting a PLM to generate desir-

able, high-quality, educational practice questions. An effective prompt strategy will enable

us to leverage the power of PLMs with minimal effort and without having to conduct model

training with large volumes of domain-focused content. We start with the core question:

how do we design prompts such that a PLM can generate the most desirable and effective

practice questions? We answer this question by proposing 5 different generation settings

with a specific prompting strategy for each. We conduct a series of manual examinations

of the generated questions as well as automatic evaluations, which lead to the empirical

conclusion of the best combinations of our prompting strategy. This strategy serves as an em-

pirical guideline for practitioners to set up PLMs to generate the best practice questions for

educational purposes. Furthermore, we evaluated the educational value of PLM-generated
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Figure 3.1 : Illustrations of adapting PLMs for machine translation and the challenges in
designing prompts to adapt PLMs for educational question generation.

questions by presenting them alongside human-authored questions for SMEs to discern

the human-authored from machine-authored questions. Evaluation by the respective SMEs

(biology, psychology, and history) demonstrated that the generated questions achieved sim-

ilar educational value relative to the human-authored ones, setting a strong case for their

practical utility. In essence, we emulate how real practitioners and educators might be able

to use these models to generate questions that meet their need in a practical setting.

3.1.2 Background: Large Pretrained Language Models and Prompting

We focus on large pretrained language models (PLMs) in this work, specifically, auto-

regressive PLMs, such as GPT that have become the dominant tools for text generation.

These models learn a distribution over text, which can be decomposed auto-regressively as
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follows:

x ∼ pθ(x) = pθ(x1)
T∏
t=2

pθ(xt|x1, . . . , xt−1) . (3.1)

where pθ is the LM where θ represents all model parameters. In this work, we focus on

an LM that is already trained on massive data and thus assume pθ is fixed throughout this

chapter.

In practice, we will give the model some initial texts called a “prompt” as input which

instructs the model to generate specific texts. This is possible because of the decomposition

in Eq. 3.1. To see this, let c := [c1, . . . , cL] denotes the prompt which consists of L ordered

tokens cl. Then the LM models a conditional distribution as follows:

pθ(x|c) = pθ(x1|c)
T∏
t=2

pθ(xt|x1, . . . , xt−1, c) . (3.2)

Eq. 3.2 makes it possible to adapt an LM for a wide range of generation tasks: depending on

the interpretation of c, we can adapt a pretrained LM for a wide range of tasks. [30] shows

that, without further fine-tuning pθ, simply changing c for different tasks perform on par

with fine-tuning pθ. This makes it very easy to use the LM because we only need to change

the input to the model to adapt it for a variety of tasks. See Figure 3.1 for an illustration.

The question now is how to design such a prompt for question generation.

3.2 Exploring Prompting Strategies in Question Generation

In the remainder of the chapter, we set out to answer the question: how do we design

effective prompts for educational question generation? Answers to this question will provide

practitioners with clear guidance on how to better control off-the-shelf PLMs for high-quality
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Table 3.1 : Summary of the four factors in our prompting strategy and the choices under
consideration for each factor.

Example structure
for question
generation

Data source
in the examples

Number of
examples

Lengths of context
and question in each
example

CAQ: context (C) and an
answer (A) and the output
contains a question (Q)

Content agnostic (SQuAD) One-Shot Small (avg. 15 words)

CTQA: (C) and a target (T)
and the output contains a
question (Q) and an answer (A)

Content specific Few-Shot Medium (avg. 25 words)

Five-Shot Large (40 and above)

Seven-Shot

question generation. We take an empirical approach and design a series of experiments

to systematically investigate various factors that impact the effectiveness of prompting

strategies for question generation with PLMs. We propose four factors that are crucial

considerations to prompt design for question generation. Below, we detail these factors and

the possible choices that we study for each factor (see Table 3.1 for a high-level summary).

In contrast to automated prompting methods as in existing literature, our prompting design

is interpretable and flexible, enabling practitioners to explicitly control and iteratively refine

the generation process as needed.

3.2.1 Example structure for question generation

The first factor we investigate is the question generation formulation, i.e., the input-output

structure in each example that we will use to instruct and adapt the PLM for question

generation. Different formulations will likely impact the generated questions’ quality. In

this work, we focus on contextualized question generation, in which a question is asked

and the answer to it can be found within a given paragraph. We compare two different

generation setups. In the first setup, labeled as CAQ, the input contains a context (C) and
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an answer (A) and the output contains a question (Q). The context can be a short excerpt

from a textbook and the answer should correctly answer the generated question. This setup

has been considered in a wide range of question generation tasks [361, 75, 368]. In the

second setup, referred to as CTQA, the input contains a context (C) and a target (T) and

the output contains a question (Q) and an answer (A). The target does not need to be the

answer to the generated question but guides the model to generate a question to ask about

the particular part in the context specified by the target. The model also generated an answer

in addition to the question. The intuition behind this setup is that the model may generate

more on-topic and relevant questions because it is forced to also generate the answer. This

setup is reminiscent of prior work that leverages question answering modeling for question

generation [76, 189].

3.2.2 Data source in the examples

The second factor we investigate is the data source in each example, i.e., where do the

context, question, answer (target) come from? This question arises when a user wants to

generate questions for different subjects; depending on the subject, the examples in the

prompt may need to change so that PLM is given the appropriate domain knowledge. We

are most interested in whether we can use the same set of examples that come from a

generic source for question generation across different subjects/content. We thus compare a

content-agnostic and a content-specific selection of examples. In the content-agnostic setup,

we choose examples from SQuAD [270], a generic, widely used question answering dataset

that can also be used for question generation. In the content-specific setup, we choose

examples in the same subject as the one in which the PLM will generate questions.
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3.2.3 Number of examples

The third factor we investigate is the number of examples to include in the prompt. Usually,

PLMs’ performance improves with more examples. Nevertheless, because of the open-ended

nature of question generation, it is unclear to what point increasing the number of examples

will help. We thus consider four setups including One-shot, Few-shot, Five-shot, Seven-shot

where “shot” refers to the number of examples.

3.2.4 Lengths of context and question in each example

The last factor we investigate is the length of context and question in each example. A

context or question that is too short may limit the diversity and complexity of the generated

questions. A context or question that is too long may contain irrelevant information which

may confuse the PLMs, potentially leading to generated questions that are irrelevant or

off-topic. We thus compare three different setups including small, medium, large contexts

and questions depending on the length of texts they contain. Small corresponded to questions

about 15 words in length, medium questions were around 25 words long, and large questions

were about 40 words long on average. Small contexts consist of around 2 sentences, medium

contexts around 4-5 sentences of information, and large contexts usually a full paragraph or

multiple paragraphs.

3.3 Experiments

We recommend the best prompt setting for each generation strategy that yielded the best-

generated questions. Code scripts, additional clarifications, and additional results such as

examples of generated questions are publicly available. 1

1https://github.com/openstax/research-question-generation-gpt3
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Experiment Setup

We choose biology as the subject to generate questions and use the Openstax Biology 2e

(Bio 2e) Textbook as the source for most of our example content. In this work, we focus on

generating open-ended questions of Bloom’s level below three because higher-order Bloom’s

questions typically involve making connections across larger content [24, 164]. Generating

diverse types of potentially more challenging questions is left for future work. We also limit

our investigation to textual content and remove images, tables, links, and references from

the textbook. During generation, we first pre-select a fixed number of examples from the

textbook (and SQuAD, for the data source experiment; see Section 3.2.2). During generation

for all setups under each factor, we randomly pick a fixed number of examples to serve as

the prompt and another two queries, i.e., with only the context (possibly also the target;

see Section 3.2.1) from which the PLM is asked to generate questions. Unless otherwise

noted, for each query in each setup under each factor, the PLM generates 75 questions for

evaluation. When generating questions for a factor, all the other factors are set to the same

value to ensure fairness in comparison. Throughout our experiments, we use the GPT-3

Davinci API from OpenAI with temperature = 0.9 and top p = 1.

Evaluation Protocol

We primarily evaluate the quality and diversity of the generated questions. For quality, we

report perplexity and grammatical error. Perplexity is inversely related to the coherence

of the generated text; the lower the perplexity score, the higher the coherence. To make the

process computationally efficient, we computed perplexity using a GPT-2 language model

for all generations. We computed grammatical error using the Python Language Tool [231]

which counts the number of grammatical errors averaged over all generated questions in each

setup under each factor. For diversity, we report the Distinct-3 score [185], which counts the
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Table 3.2 : Results for the example structure comparisons, which show that the CTQA
structure is distinctly better than the CAQ structure.

Gen. Format diversity ↑ perplexity ↓ toxicity ↓ gramm. error ↓ % acceptable ↑

CAQ 0.895 64.683 0.153 0.053 26.7%
CTQA 0.898 29.900 0.153 0.080 54.7%

average number of distinct 3-grams in the generated questions. Furthermore, we believe that

ensuring the generated questions are safe, i.e., without profanity or inappropriate language

is critical for high-stakes educational applications. Therefore, we report the toxicity of

the generated questions, using the Perspective API [256], which is often missing from

the evaluation in existing question generation literature. Last but not least, we perform

a preliminary human evaluation to mark percentage of acceptable questions for each

setup under each factor. A question is considered acceptable if it is coherent, on-topic,

answerable, grammatically correct, and appropriate. We conduct a more comprehensive

human evaluation in Section 3.3.3.

3.3.1 Empirical Observations

Structure of Examples in the Prompt

Recall that this experiment compared CAQ and CTQA structures of the examples in the

prompt (Section 3.2.1). The results, presented in Table 3.2, show that, although the CTQA

structure produces questions of comparable diversity, quality, and toxicity, it generates about

twice as many acceptable questions as the CAQ structure. This comparison suggests that

CTQA is a superior example structure and confirms our earlier hypothesis that asking PLMs

to generate the answer in addition to only the question is beneficial for improving the quality

of generated questions. Additionally, the generated answers can be potentially useful for

evaluating a student’s performance on the generated question. Ensuring that the generated
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Table 3.3 : Results for the example data source comparisons. Using content specific
examples gives superior generation performance compared to content agnostic example.

Gen. Format diversity ↑ perplexity ↓ toxicity ↓ gramm. error ↓ % acceptable ↑

SQuAD 0.884 102.840 0.201 0.093 18.0%
OpenStax 0.895 64.683 0.153 0.053 26.7%

Table 3.4 : Results for the number of examples comparisons. five- and seven-example
settings yield better questions compared to one- and three-example settings.

# Examples diversity ↑ perplexity ↓ toxicity ↓ gramm. error ↓ % acceptable ↑

1 example 0.897 37.954 0.384 0.182 24.9%
3 examples 0.924 36.586 0.232 0.151 37.8%
5 examples 0.938 35.990 0.208 0.119 51.6%
7 examples 0.918 30.731 0.176 0.076 44.9%

answer correctly answers the generated question is important ongoing work.

Data Source in Examples

Recall that this experiment compared whether the examples come from the same subject

(Bio 2e) as the query or a generic dataset (SQuAD) (Section 3.2.2). The results in Table 3.3

showed that when a prompt consists of examples from the same subject, the PLM can

generate questions about twice as effective as when using SQuAD examples across all

metrics. These results suggest that a generic set of examples may not adapt to question

generation for various domains and that appropriately choosing examples from desired

subjects is a better setup for question generation.

Number of Examples

Table 3.4 shows the results comparing one-, three-, five-, and seven-shots, i.e., the number

of examples in the prompt. The results show that one- and three-shots are ineffective; we
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Table 3.5 : Results for the context and question length comparisons. We see that, in general,
short context and question lengths in the examples improve generation quality.

Context Length diversity ↑ perplexity ↓ toxicity ↓ gramm. error ↓ % acceptable ↑

Short 0.861 33.452 0.329 0.380 22.0%
Medium 0.878 30.692 0.214 0.410 24.0%
Long 0.877 30.385 0.331 0.420 24.0%

Question Length diversity ↑ perplexity ↓ toxicity ↓ gramm. error ↓ % acceptable ↑

Short 0.906 34.275 0.246 0.377 30.0%
Medium 0.893 33.704 0.318 0.487 23.7%
Long 0.885 30.38 0.295 0.610 14.7%

observe that they produce a majority of unacceptable questions. The five-shot condition

results were optimal followed closely by the seven-shot, with the one-shot being most

inefficient. We prefer using the five-shot condition because here, the PLM generated

more varied questions that are also of high quality. For example, although the model was

only given free-response questions, it could produce a small number of multiple-choice or

true-or-false questions.

Lengths of Context and Question in each Example

Table 3.5 shows the results comparing different lengths of the question and context in each

example, respectively. In terms of question lengths, results suggested that a smaller question

length generally yields the best performance. In terms of context lengths, results are mixed.

This is likely because longer contexts contain information that is not directly useful for

generating questions and because longer texts lead to longer prompts, which makes it more

difficult to instruct the model to adapt to the question generation task.



36

Figure 3.2 : Human evaluation results. Left: the percentage of PLM-generated questions
that are recognized as human-authored by SMEs. Right: the percentage of PLM-generated
questions that SMEs considered as ready-to-use in their classes.

3.3.2 Discussions

From the above quantitative results, we obtain a good understanding of how the different

choices, while constructing the prompt for each generation strategy, will impact the quality

of the generated questions. It is clear that when preparing examples to instruct and adapt

PLMs for question generation, the PLM is likely to generate higher quality questions given

the prompt design: if prompt contains five to seven examples that are in CTQA format, are

chosen from the desired subject, rather than generic content, and contain relatively short

contexts and questions. This recommendation has the potential to serve as a guideline for

practitioners when adapting off-the-shelf PLMs for their unique question generation needs.

3.3.3 Human Expert Evaluation for Multiple Subjects

To validate the utility of the generated questions as well as to investigate whether our best

prompt strategy would result in good question generations across domains (e.g., natural

sciences, social sciences, and humanities), we engaged biology, psychology, and history

subject matter experts (SMEs) respectively to evaluate the quality of questions from these

domains generated using the best prompting strategy.
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For each domain, we chose 5 examples as the prompt and another 5 examples with only

the question and target as the query. For each query, we generated and selected the 10 best

questions. We then mixed these 50 questions together with 5 reference human-authored

questions (one for each query) and presented them to SMEs. SMEs were asked to (1)

distinguish whether each question is machine or human authored and (2) evaluate whether

they would use the question in the assessment they create for their class.

The results, shown in Figure 3.2, suggest that the majority of PLM-generated questions

look “human-like” for SMEs and can be readily used in their respective classes. This

result is encouraging because it suggests that our prompting strategy can effectively adapt

a publicly available, general-purpose text generation model for high-quality educational

question generation. Table 3.6 demonstrates a few successful generated questions.

3.3.4 Limitations and Future Work

Question generation is complex and is an active ongoing area of research. In this work,

we proposed four factors as the prompt design framework and conducted a controllable

scientific study on those factors. However, our investigation was by no means exhaustive

and several other factors have the potential to impact question generation such as question

difficulty, type (i.e., multiple-choice, fill in the blank, etc.), and modality (i.e., potentially

including tables and equations). Investigations of more factors and complex interactions

among them are left for future work. In addition, our human evaluation was a small-scale

experiment because we were only able to engage the SMEs for a short time. The next step

is to conduct a large-scale evaluation that involves both instructors and students in a safe

environment to obtain a better understanding of the educational utility of machine-generated

questions. Lastly, our prompting strategy generated questions with grammatical errors

and other problems at times; we show some failed examples in Table 3.7. A promising
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Table 3.6 : Examples of three generated questions using our recommended prompting
strategy along with the context, target, and reference human-authored questions.

Context (Biology): At 0.1 to 5.0 µm in diameter, prokaryotic cells are significantly smaller than eukaryotic cells, which have
diameters ranging from 10 to 100 µm (Figure 4.6). The prokaryotes’ small size allows ions and organic molecules that enter
them to quickly diffuse to other parts of the cell. Similarly, any wastes produced within a prokaryotic cell can quickly diffuse.
This is not the case in eukaryotic cells, which have developed different structural adaptations to enhance intracellular transport.
Target: size
Reference human-authored question: Some unusually large cells do exist. How might such cells solve the problem of
diffusion?
Machine-generated question: Compare the size of prokaryotic and eukaryotic cells to describe why diffusion is more rapid
through prokaryotic cells.

Context (Psychology): Sleep debt and sleep deprivation have significant negative psychological and physiological consequences.
As mentioned earlier, lack of sleep can result in decreased mental alertness and cognitive function. In addition, sleep deprivation
often results in depression-like symptoms. These effects can occur as a function of accumulated sleep debt or in response to
more acute periods of sleep deprivation. It may surprise you to know that sleep deprivation is associated with obesity, increased
blood pressure, increased levels of stress hormones, and reduced immune functioning.
Target: sleep deprivation
Reference human-authored question: Which animal would be most likely to die from a lack of sleep?
Machine-generated question: Sleep debt and sleep deprivation are associated with significant negative psychological and
physiological consequences. What are some of the potential consequences of a person having less than optimal sleep?

Context (U.S. History): Opponents made clear their resistance to Garrison and others of his ilk; Garrison nearly lost his life
in 1835, when a Boston anti-abolitionist mob dragged him through the city streets. Anti-abolitionists tried to pass federal
laws that made the distribution of abolitionist literature a criminal offense, fearing that such literature, with its engravings
and simple language, could spark rebellious Black people to action. Their sympathizers in Congress passed a “gag rule” that
forbade the consideration of the many hundreds of petitions sent to Washington by abolitionists. A mob in Illinois killed an
abolitionist named Elijah Lovejoy in 1837, and the following year, ten thousand protestors destroyed the abolitionists’ newly
built Pennsylvania Hall in Philadelphia, burning it to the ground.
Target: anti-abolitionists
Reference human-authored question: How did anti-abolitionists respond to the abolition movement?
Machine-generated question: What were some of the responses to the abolitionist movement?

Table 3.7 : Examples of failed cases and the failing reasons. Our prompting strategy can
still generate questions that contain grammatical errors and other types of errors.

(Biology): What is the correct statement is about centrosomes? (Multiple-choice question with no
options and bad grammar)

(Psychology): Sleep deprevation can lead to serious changes in the body. Which one of these changes
characterized by sleep deprivation? (grammatical and spelling errors)

(History): During the Gold Rush, the Forty-Niners did not find wealth so easy to come by, most did
not. (not a question)

future direction is to develop automated filters capable of removing undesirable generated

questions and only select the highest quality ones, preferably also personalized to each

student and instructor.
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3.4 Conclusion

In this work, we investigate the best practices to prompt a PLM for educational question

generation. We develop and empirically study a prompting strategy consisting of four

different factors. Based on a series of quantitative experiments, we recommended the

choices for each factor under our prompting strategy that led to high-quality generated

questions. Human evaluations by subject experts in three different educational domains

suggest that most of the questions generated by a PLM with our recommended prompting

strategy are human-like and ready-to-use in real-world classroom settings. Our results

indicate that properly prompting existing off-the-shelf PLMs is a promising direction for

high-quality educational question generation with many exciting future research directions.
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Chapter 4

Scientific Formula Retrieval via Tree Embeddings

4.1 Introduction

Recent years have seen increasing proliferation of scientific formulae as a data format,

c.f. Table 4.1. With its unique set of symbols and language structure, scientific formulae

complement natural language in concisely and precisely communicating essential scientific

knowledge. These formulae are also an indispensable part of an ever-growing scientific

corpus. However, the large quantity of these formulae also poses challenges for effectively

organizing and synthesizing scientific formulae in order to derive new knowledge and

insights. An important and common real-world use case is formula retrieval, i.e., finding

relevant formulae similar to a query formula (e.g., [66]). This scenario arises when, for

example, researchers search for related work in a large collection of scientific papers or when

students look for relevant practice problems in a textbook when doing algebra homework.

Scientific formula retrieval is labor-intensive and time-consuming for humans, making an

automatic method highly beneficial.

An emerging line of research for automatic scientific formula retrieval leverages the

symbolic tree representation of scientific formula since they often have an inherent hier-

archical structure that can be well-captured by trees [393]. Compared to representing a

formula simply as a sequence of symbols, the symbolic tree representation has the advantage

to encode both the semantic and structural properties of a formula. several recent works

incorporate symbolic tree representations, leading to improved performance on the formula
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Table 4.1 : Examples of scientific formulae in various domains.

N =
⌊
0.5− log2

(
Frequency of this item

Frequency of most common item

)⌋
(physics)

238
92 U+ 64

28Ni→ 302
120Ubn

∗ → fission only (chemistry)

ax2 + bx+ c = 0 (algebra)

O(mn logm) (comp. sci.)

A⊕B = (Ac ⊖Bs)c

cosα = − cos β cos γ + sin β sin γ cosh a
k

τrms =
√∫∞

0 (τ−τ)2Ac(τ)dτ∫∞
0 Ac(τ)dτ

retrieval task [66, 407, 406] over other formula representations, e.g., [86]. However, most

of the above approaches are data-independent, i.e., they perform retrieval based on a set

of user-defined rules and are thus not capable of learning representations from the large

collection of scientific formulae to further improve retrieval performance. [211] is one of

the few data-driven formula retrieval methods to date, which demonstrate the benefit of

learned formula representations for formula retrieval compared to data-independent methods.

However, [211] does not fully leverage the tree structure since it linearizes formula trees

into sequences and then trains a sequential language model on them.

An additional desirable property of a learned formula representation is that it enables

interesting applications beyond formula retrieval such as automatically generating content

that involves formulae. For example, [387] uses a learned formula representation to generate

a textual description for this formula. [390] automatically generates a headline that summa-

rizes the substance of a mathematical question. However, these approaches treat scientific

formulae simply as sequences of symbols and thus ignore their inherent hierarchical struc-

ture. [171] validates their rule-based representations for discrete data using a math formula

generation task. However, their experiment involves only simple, synthetically-generated
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math equations with up to one variable, two math functions (sinusoid and exponential),

and three numbers. This level of complexity is dwarfed by that of real-world scientific

formulae [171]; therefore, it is unclear whether their approach is applicable in this setting.

Furthermore, the above methods are supervised and therefore must depend on large, labeled

datasets which are challenging to construct. Therefore, a desirable scientific formula repre-

sentation learning method should be unsupervised, take advantage of the inherent formula

structure, and enable both retrieval and generation.

4.1.1 Contributions

We propose FORTE, a novel unsupervised framework for scientific FOrmula Representation

learning via Tree Embeddings, capable of both similar formula retrieval and formula

generation. Our framework fully exploits the tree structure of scientific formulae in an

autoencoding model design to learn an effective representation. FORTE consists of two

key components. First, a tree encoder encodes a formula in operator tree format into

an embedding vector that can be used for various downstream tasks, including similar

formula retrieval. Second, a tree decoder reconstructs a formula tree from its encoded

embedding vector. The decoder can also generate novel, unseen formula trees from any

input vector. To improve generation quality, we also propose a novel tree beam search

method that extends the classic beam search method for sequential data to improve formula

generation by keeping multiple trees (possibly with different structures) at every search

step. To evaluate our framework, we combine and parse several existing datasets collected

from real-world sources (such as Wikipedia and arXiv articles) into a dataset with over

770k scientific formulae. To the best of our knowledge, this dataset is the largest one to

date. We conduct extensive quantitative and qualitative experiments on this dataset for both

formula reconstruction and similar formula retrieval. Experimental results show that FORTE
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(a) log(9×Hc) ≤ 2 (b) (µ× 2
√
n) → 0.5 (c) e = r

202
×TeV

Figure 4.1 : Examples of simple formulae and their corresponding OTs. These examples are
randomly generated by our proposed FORTE framework; see Section 4.3.2.

(sometimes significantly) outperforms various existing methods.

4.2 The FORTE Framework

We now detail the FORTE framework. We first introduce tree representations of formulae,

especially operator trees, which is a crucial pre-processing step in our framework. We

then set up the formula representation learning problem and introduce the various FORTE

components, including the tree encoder, the tree decoder, and the tree beam search algorithm

for formula generation. Figures 4.2–4.4 together provide a high-level overview of our

framework.

4.2.1 Preliminary: Formulae As Operator Trees

A scientific formula is inherently tree structured [394, 66] and can be represented as a

symbolic operator tree (OT) that we denote as X:

X = (U,<) ∈ S, u ∈ U, U ⊆ V (4.1)
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Figure 4.2 : Illustration of FORTE’s encoding process of a formula.

where u is a scientific (most often math) symbol that corresponds to a node in the OT.

Throughout the chapter, we will refer to “symbol”, “scientific symbol”, and “node” inter-

changeably depending on context. U is the set of symbols in X , and V is the “vocabulary”,

i.e., all unique scientific symbols in the data set. < represents partial binary parent-child

relation ∀u ∈ U [168]. S is the set of all valid OTs. Intuitively, the OT organizes the

scientific symbols in a formula, such as math operators, variables, and numerical values, as

nodes in an explicit tree structure. We remark that OT is not the only tree representation

of scientific formulae and there exist other formula tree representations such as the symbol

layout tree [66]. In principle, our FORTE framework is agnostic to the underlying tree

representation; we choose OT because of its intuitive interpretation and ability to preserve

the semantic and structural information in scientific formulae. Figure 4.1 gives a few simple

examples of formulae and their corresponding OTs.

4.2.2 Problem Formulation

We set up the formula representation learning problem as an unsupervised “autoencoding”

task, motivated by the downstream tasks that we envision our framework will perform, in-

cluding formula generation and retrieval. Specifically, our framework aims to reconstruct the

input formula in its OT representation through an encoder-decoder design with a bottleneck

embedding vector. This problem setup enables us to use the latent embedding obtained from

the encoder for many downstream tasks, i.e., formula retrieval, and the generated formula
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from the decoder for generation-related tasks.

Given our autoencoding task formulation, we use a model structure consisting of an

encoder and a decoder, where the encoder encodes a scientific formula into a vector repre-

sentation and the decoder reconstructs a scientific formula from its vector representation.

Concretely, we have

encode : e = fenc(X; Θ) ,

decode : Xout ∼ pdec(e; Φ) ,

where e ∈ RM is the M -dimensional vector representation of a formula. fenc and pdec are

the encoder and decoder models parametrized by a set of parameters Θ and Φ, respectively.

We will detail their specific forms in Sections 4.2.3 and 4.2.4. Xout denotes the formula tree

for the decoder, which is slightly modified from X . The reason that we need a different tree

format for the decoder will become clear when we detail our decoder design in Section 4.2.4.

Optimization

Given our formulation and a dataset of N scientific formulae, we train fenc and pdec jointly

to maximize the scientific formula reconstruction accuracy by minimizing the cross entropy

loss

L(Θ,Φ) = 1

N

N∑
i=1

−log pdec(fenc(X(i); Θ); Φ) . (4.2)

i is the index of formulae, which we will drop for notation simplicity whenever we discuss a

single formula.
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Formula Retrieval and Generation

In formula retrieval, we are given a query formula Xq and a collection D of candidate

formulae Xr ∈ D for retrieval. We will first compute the embeddings of the query and the

candidate formulae and then select a subset G ⊂ D consisting of those that are most similar

(e.g., measured by cosine similarity scores). Concretely, we have:

G=
{
X(i)
r ∈D

∣∣ |{X(i)′

r ∈D : sim(er, eq)<sim(e′
r, eq)}| < R

}

where er and eq are the embeddings for candidate retrieval Xr and query Xq, respectively.

sim(er, eq) is the cosine similarity function

sim(er, eq) =
e⊤
r eq

∥er∥∥eq∥
.

In formula generation, given an input vector e (not necessarily a formula embedding),

the decoder generates a formula X ′ with the highest log-likelihood:

X ′ = argmax
Xout

log pdec(Xout | e; Φ) .

4.2.3 Formula Tree Encoder

Recall that our tree encoder takes a formula tree X as input and outputs an embedding of

this formula e. The key idea is to properly encode all information underlying the formula

tree. To this end, we use two methods including tree traversal, which extracts content

information (the symbol each node corresponds to), and tree positional encoding, which

extracts structural information (the relative positions of nodes). These methods are inspired

by prior works in program translation [48, 301] and natural language processing [356, 237]
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(a) Input and output formula trees.

(b) FORTE’s decoding process.

Figure 4.3 : (4.3a) Illustration of FORTE’s input and output operator trees of the same
formula. The “S” node represents the special “<start>” node at the root of the tree. The
“E” nodes represent the special “<end>” node attached as the last child to every node. (4.3b)
Illustration of FORTE’s decoding process at a particular time step. First, the position of
the next node to be generated is computed (dark blue). Next, the next node (light blue)
is generated by the decoder using already generated nodes and positions and the newly
computed position. Finally, the partial tree and the stack are updated.

that achieve state-of-the-art performance. These works involve traversing structured data

(e.g., the compiler stack of a program, the parse tree of a sentence) and keeping the traversal

order, which resembles what we employ in our work. Figure 4.2 provides an overview of

our formula tree encoder.

Formula Tree Traversal and Node Embedding.

We traverse each formula tree in the depth first search (DFS) order to extract the node

symbols. This step returns a DFS-ordered list of nodes {ut}Tt=1 where t indexes the nodes
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u’s in the DFS order and T is the total number of nodes in the formula tree. Each node ut is

then represented as a trainable embedding x̃t ∈ RM .

Tree Positional Encoding.

To extract the structure of a formula tree, we propose a two-step method that first computes

and then embeds the relative positions of nodes in the tree.

Let v be the parent of node u. Let qv and qu be the positions of v and u, respectively. Let

nu denote that u is the n-th child of v from left to right; n starts with 0. In the first step, we

compute the position qu of each node as follows:

qu = 10qv + nu . (4.3)

When u is the root node, we set qu = 0. The above construction is intuitive and informative

because i) the number of digits in the biggest qu in a tree represents the depth of this tree

and ii) the largest number of all qu in a tree represents the maximum degree of this tree. The

formula OT in Figure 4.2 illustrates the above computation. For example, the position 011

of the numeric node “4” is composed of 01 which is its parent’s position and 1 because it is

the second child of its parent.

The numeric values of different positions pu may differ significantly, i.e., between 0 of

the root node and tens of thousands of a leaf node in trees that are deep. Therefore, in the

second step, we embed these positions pu into fixed-dimensional tree positional embeddings.

We propose a binary tree positional embedding method where each digit in pu is converted

to its corresponding binary number in the base-2 numeric system and then concatenated

together. Concretely, let pu = [pu,1, . . . , pu,l]10 be the base-10 representation of pu where

l = ⌊log10(pu)⌋ is the number of digits in pu and pu,j is the j-th digit in pu from left to right.
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Let qu be the embedding of qu. Then:

q̃u =
[
bin(pu,1)

⊤, . . . , bin(pu,l)
⊤]⊤ ∈ RDu , (4.4)

qu =
[
q̃⊤
u ,0

⊤
D−Du

]⊤ ∈ RD , (4.5)

where bin(·) is the binarization operator (e.g., bin(5) = 101). D = L log2(C) where L and

C are the maximum depth and maximum degree of all formula trees under consideration.

0D−Du ∈ RD−Du is an all-zero vector to make the dimension of every qu the same.

Formula Tree Embedding.

To transform the formula tree into its embedding, we utilize an embedding function fenc :

R(M+D)×T → RK where K is the dimension of the formula tree embedding and T is

the total number of nodes in a formula tree. We concatenate the node and tree positional

embeddings such that the encoder is aware of both the nodes and their positions. The

concatenation setup enables more modeling flexibility because we do not need to enforce

M = D. Concretely, the formula tree embedding is:

e = fenc({xt}Tt=1; Θ), where xt =
[
x̃⊤
t ,p

⊤
t

]⊤
. (4.6)

In this work, we use a bidirectional gated recurrent unit network (bi-GRU) [53] that re-

currently computes a hidden state ht for each xt. The forward direction is computed as
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follows:

−→zt = σ(Wz

[
x̃⊤
t ,p

⊤
t

]⊤
+Uz

−→
h t−1 + bz) , (4.7)

−→rt = σ(Wr

[
x̃⊤
t ,p

⊤
t

]⊤
+Ur

−→
h t−1 + br) , (4.8)

−→ct = σ(Wc

[
x̃⊤
t ,p

⊤
t

]⊤
+−→rt ·Uc

−→
h t−1 + bc) , (4.9)

−→
ht =

−→zt ·
−→
h t−1 + (1−−→zt ) · −→ct , (4.10)

where W, U, and b are part of the set of parameters Θ. The backward direction
←−
ht is

computed similarly, with the same Θ. The final formula embedding e is a simple weighted

combination of the latent states
−→
ht and

←−
ht:

e =
T∑
t=1

atht , a = softmax(W⊤
a [h1, . . . ,hT ]) ,

where ht = [
−→
ht

⊤,
←−
ht

⊤]⊤ and Wa is also part of Θ.

4.2.4 Formula Tree Decoder

The decoder takes a formula embedding vector, i.e., the output from our tree encoder, as

input and generates a formula in OT format. In contrast to decoders often used in NLP that

generate a sequence of symbols as output, we develop a decoder that generates symbols

laid out in a tree. Our tree generation strategy leverages the fact that one only needs to

know all symbols in the tree and all symbols’ positions in the tree to perform reconstruction.

Using this insight, our decoder first computes the next node’s position and then generates

the next node symbol at a given time step. We first describe node symbol generation and

node position computation in the context of greedy tree generation. We then propose a tree

beam search algorithm that extends and improves greedy tree generation.
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Computing the Node Positions

The key difference between the decoder and the encoder regarding the tree positional

embedding: in the decoder, the tree position embedding at time step t is not for the node at

time step t (recall Eqs. 4.7–4.10) but rather for the node at time step t+ 1. The reason for

this design is that, unlike the encoder that has access to all positions for all nodes in the input

formula tree, the decoder has no positional information and needs to compute the positions

for all nodes during the generation process in addition to generating the node symbols

themselves. The t+ 1-th node’s position is computed as Eq. 4.3, using its parent’s position,

and its parent’s current number of children. Knowing a node’s parent during generation

requires maintaining the structure of the current, partially generated tree, which we detail in

Sections 4.2.4 and 4.2.4.

Generating the Node Symbols

For node symbol generation, we use a causal, uni-directional GRU network, in which the

hidden state at each recurrent step is computed as:

z = σ(Wz

[
x̃⊤
t ,p

⊤
t+1,x

⊤]⊤ +Uzst + bz) ,

r = σ(Wr

[
x̃⊤
t ,p

⊤
t+1,x

⊤]⊤ +Urst + br) ,

c = σ(Wc

[
x̃⊤
t ,p

⊤
t+1,x

⊤]⊤ + r ·Ucst + bc) ,

st+1 = z · st + (1− z) · c .

yt+1 = softmax (Wyst + by) .

Here, t denotes the time step in DFS order, which is consistent with the encoder’s node

traversal order. x̃t and st are the embedding of the generated node and the decoder hidden
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state at the t-th time step, respectively. We concatenate the embedding of the input formula

tree e at each step of the generation to inform the decoder and guide the generation towards

the formula tree corresponding to e, similar to [48]. pt+1 is the tree positional embedding

of the next node, which is decided given the DFS order and the symbol generated for the

last node (see Section 4.2.4 for details). yt+1 is the probability distribution over all symbols

to be generated at time step t+ 1. To generated the next node symbol, a simple strategy is

greedy search, i.e., the decoder selects the next symbol by choosing the one with the highest

probability:

ut+1 = argmax
i

yt+1 .

Maintaining the Tree Structure Using a Stack

As mentioned in Section 4.2.4, computing the positions of node ut requires knowing the

node’s parent vt, which then requires the decoder to keep track of the structure of the partial

tree generated so far. To do so, we employ a stack S to keep track of node positions in the

DFS order. Each element (implemented as a struct) in the stack records three items: the

node symbol ut, its position qt, and its current number of children at (recall Section 4.2.3

for definitions of these variables). This way, the decoder knows that the next node ut+1 will

be attached to the node vt+1 at the top of the stack as its next child. The next node’s position

can then be computed from qt and at (See Eq. 4.3).

Updating the Stack

Generally speaking, when a new node is generated, we i) increment the number of children

of this node’s parent and ii) push the element containing this node, its position, and its

number of children (which is 0 when the node is just generated) to the stack. When the
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generation of all children of a node finishes, we pop the element containing this node from

the stack. Because the decoder generates nodes on the fly and does not have access to the

entire tree structure, we need to know when to finish generating children for a parent node.

To do so, we introduce an additional special node “<end>”, which is attached as the last

child of every node. Therefore, whenever the <end> node is generated, we finish generating

the children of a parent node v and pop the top element of the stack that contains v. The

next generation step will use whichever element at the top of the stack now to determine

the position of the next node. In addition, to initialize the generation process, we introduce

another special node “<start>” as the parent of the root of every formula tree. <start>

and <end> nodes modify the encoder input tree X , resulting in Xout, which is the target

for the decoder. Figure 4.3a illustrates the modified decoder target formula tree with these

additional special nodes and compares it to the encoder input formula tree. The termination

condition of tree generation is when the stack is empty, i.e., when there are no more node

symbols for which we need to generate children. The stack update process is illustrated in

Figure 4.3b.

4.2.5 Tree Beam Search for Tree Generation

The generation process detailed above is a greedy process that generates each node optimally

but not necessarily the optimal tree. To generate higher-quality formula trees, we develop a

tree beam search (TBS) algorithm that extends the classic beam search algorithm commonly

used for sequence data [316]. The intuition is to maintain a set of B candidate trees

during the generation process where B is the beam size that controls the size of the search

space. Because of the expanded search space, TBS can keep trees with potentially different

structures at each time step in the beam. Therefore, TBS improves over greedy search which

only keeps one tree that may become suboptimal after more nodes are generated. When
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Figure 4.4 : Illustration of the tree beam search algorithm (TBS) at a particular time step
with a beam size of 2. TBS enables search over different formula tree structures.

we implement TBS in practice, we need to keep B different stacks for each tree in the

beam. During the generation process, for each beam, the decoder first decides the position

of the next node and then generates the top B most probable symbols for the node, using

the current generated tree (symbols, positions) as input. This process results in a total of

B2 candidate trees to select from (B beams and B possible next nodes for each beam),

from which we select B most probable candidate trees to keep in the beam. This process

continues until B trees finish their generation process (e.g., when their stacks are empty) or

until a preset maximum number of steps is reached. The entire TBS algorithm is illustrated

in Figure 4.4 and Algorithm 1.
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4.2.6 Relation to Prior Work

We now conduct a review of prior works on learning representations for tree/graph-structured

data and provide a detailed comparison of the technical components in FORTE with prior

works.

Tree-Structured Data Analysis

Many data types, including computer programs [48, 301], scientific formulae [393],

molecule structures [171], neural network architectures [401], and the syntax of natu-

ral language sentences [237], have inherent structure such as trees and directed acyclic

graphs (DAGs). To better leverage these structures in downstream tasks, an important line

of work focuses on learning representations for these structured data types.

Our work differs from prior works that deal with tree/graph-structured data in three ways.

First, some prior works only consider tree encoding[319, 296, 356, 237, 314], whereas we

consider both tree encoding and generation. Second, our encoder design enables more

efficient input processing. Compared to [319, 48], which perform tree traversal during

training and thus can only process a single data point per iteration, our encoder performs

traversal before training, which enables mini-batch processing during training. As a result,

our approach removes this computationally intensive traversal step from the training process

and significantly speeds up training. Compared to [301], which uses a onehot-style tree posi-

tional embedding, our encoder employs a different binary tree positional embedding which

reduces the space complexity fromO(LC) toO(L log2(C)), resulting in faster computation

and less memory usage. This reduction is especially significant for trees with a large degree

C. Third, our decoder design, i.e., the use of the special <end> node to signal generation

termination, enables flexible formula tree generation, which is suitable for real-world sci-

entific formulae. In contrast, many prior works resort to constrained generation processes
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Algorithm 1: Tree Beam Search
Require :Decoder pdec, maximum generation step T , beam size B
Input : tree embedding e
Output :(node, position) tuples F = {(Ub, Qb)}Bb=1 where Ub = {ut,b}T

′

t=1 and Qb = {qt,b}T
′

t=1

1 Initialize stacks S1, . . . , SB ; Initialize U1, . . . , UB , Q1, . . . , QB ;
2 u0 = <start>, q1 = 0;
3 Generate next B nodes u1,1, . . . , u1,B ;
4 Add u1,b to Ub and q1,b to Qb for b ∈ [1, B];
5 for b = 1, . . . , B do
6 if u1,b is not <end> then
7 Initialize struct A1,b;
8 A1,b.u = u1,b, A1,b.a = 0, A1,b.q = q1,b;
9 Push A1b onto Sb;

10 Compute q2,b via Eq. 4.3;
11 else
12 Add (Ub, Qb) to F ;

13 for t = 1, . . . , T do
14 Generate next nodes ut+1,b and update stacks Sb;
15 for b = 1, . . . , B do
16 Add ut+1,b to Ub and qt+1,b to Qb;
17 if Qb not empty then
18 Update stack Sb;
19 Compute qt+2,b via Eq. 4.3;
20 else
21 Add (Ub, Qb) to F ;

22 if card(F ) ≥ B or Sb = ∅ ∀b then
23 Break;

24 Return F ;

by enforcing the generated data to have a rigid structure. For example, [171] and [401]

propose methods that extensively leverage the limited data diversity in their applications by

pre-specifying possible nodes and edges. Some works also restrict the number of children

each node must have [48, 301]. The scientific formulae that we work with are much more

complex: they contain numerous distinct nodes and edges and many nodes can also have

varying numbers of children. It is thus unclear whether these methods generalize to our

problem. Section 4.3.2 performs a quantitative comparison between FORTE and some of

these applicable baselines and demonstrates FORTE’s superior generation performance.
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Beam Search for Tree Generation

Beam search has been extensively applied for natural language generation tasks [96, 160, 83]

but it is only applicable for sequential rather than tree-structured data. Our TBS method thus

builds on and significantly extends sequential beam search. [413] is the only prior work that

involves beam search over trees to our knowledge, which appears to resemble our proposed

TBS at first glance. However, our TBS is fundamentally different from the “tree beam

search” in [413]. The tree beam search in [413] is used for retrieval, i.e., for searching nodes

deemed as relevant to a query by some scoring function. In contrast, our TBS is used for

tree generation and thus needs to address issues such as generation termination conditions

and partial tree structure maintenance, none of which is an issue in [413]. Moreover, the tree

construction in [413] differs from ours: they treat the entire dataset as a tree in which each

node corresponds to a data point, whereas we treat each data point (formula) as a tree in

which each node corresponds to a scientific symbol. Thus, even though [413] may resemble

a single TBS step, our full TBS method (Algorithm 1) is still first-of-its-kind to the best of

our knowledge.

Other applications Involving Formulae

There are other applications that involve scientific/mathematical content. For example,

some works focus on automatically solving math problems, i.e., generating a solution to a

given math problem that consists of numbers or math expressions [172, 289]. Other works

focus on the interplay between formulae and natural language. Some examples include

learning topic words for a formula [387] and automatic summary generation for a math

question post [390]. Our work does not consider these applications but rather focuses on

the fundamental research question of how to represent scientific formula. Nevertheless, our

work can potentially be integrated into some of these applications; we leave these extensions
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for future work.

4.3 Experiments

We conduct two experiments to validate FORTE’s effectiveness. In the first experiment, we

demonstrate the advantage of FORTE over other tree and sequence generation methods in

a formula reconstruction task. In the second experiment, we demonstrate the advantage

of FORTE over existing methods in a similar formula retrieval task. In all experiments,

we implement FORTE using a 2-layer bidirectional GRU as the encoder and a 2-layer

unidirectional GRU for the decoder.

4.3.1 Dataset

We collected a large real-world dataset of more than 770k scientific formulae from existing

sources including scientific articles on Wikipedia 1 and papers on arXiv.2,3

Dataset Preprocessing The formulae in the raw source are in either MathML or LATEX for-

mat. We employ a parser [66] to convert them to the same OT format. We retain formulae

that do not incur any errors during the parsing process and whose depth is below 20, degree

is below 10, and the number of nodes is below 250. We set these thresholds to remove rare

formulae with extremely complicated structures that significantly slow down the training

and evaluation process. For some baselines that operate on LATEX format of the formulae (see

Section 4.3.2), we use the tokenizer in [69] to process each LATEX formula into a sequence

of symbols.

1https://www.cs.rit.edu/∼rlaz/NTCIR-12 MathIR Wikipedia Corpus.zip
2https://sigmathling.kwarc.info/resources/arxmliv-dataset-082019/
3https://nlp.stanford.edu/projects/myasu/topiceq/context eq data 20190220.zip
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Table 4.2 : Formula reconstruction results. FORTE outperforms all other methods.

Methods ACC-1 ↑ ACC-5 ↑ TED-struct ↓ TED-full ↓

GVAE [171] 30.10% - - -
DVAE [401] 50.29% - 1.178 1.791
tree2treeRNN [48] 71.73% - 0.507 0.709
tree2treeTF [301] 77.20% - 0.476 0.507
seq2seqRNN 92.60% 95.56% 0.084 0.176

FORTE (binary, greedy) 94.51% - 0.053 0.125
FORTE (binary, beam) 94.67% 97.38% 0.048 0.116
FORTE (onehot, greedy) 94.28% - 0.058 0.130
FORTE (onehot, beam) 94.42% 97.22% 0.054 0.124

Scientific Symbol Vocabulary. Recall from Section 4.2.1 that the scientific symbol

vocabulary V contains all unique scientific symbols in all the formula OTs in our dataset.

The size of this vocabulary V may be unbounded (e.g., every element in the real number

set R, which is uncountably infinite, could appear in V as a separate symbol); however,

most symbols rarely appear. We thus propose the following truncation method to work with

a finite vocabulary in practice. First, we partition the vocabulary V into five disjoint sub-

vocabularies according to five symbol types, including numeric Vnum (numbers, decimals),

functional Vfun (multiplication, subtraction etc.), variable Vvar, textual Vtxt and others Vo.

We do so because different types of math symbols carry different semantic meanings. Then,

we retain only the most frequent K symbols in each sub-vocabulary and convert others to

an “unknown” symbol specific to each type. This setup guarantees that the semantics of

symbols that do not occur frequently are preserved.

4.3.2 Formula Reconstruction

In this experiment, we test FORTE’s ability to reconstruct a formula. Because some baselines

only work on binary trees [48, 301], for this experiment we select a subset of 170k formulae

from our dataset whose operator trees are binary.
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Baselines.

We consider the following baselines: seq2seqRNN which implements the same encoder

and decoder as our framework but processes formulae as sequences of math symbols;

tree2treeRNN [48] which is an RNN-based method capable of encoding and decoding

only binary trees; treeTransformer [301] which is a Transformer-based method that shows

success only on binary trees; GVAE [171] and DVAE [401], both of which are variational

auto-encoders (VAEs) suitable for tree-structured data. More discussion on these baselines

are in Section 4.2.6. We also include four variants of our framework to evaluate the utility

of i) binary against onehot tree positional encoding and ii) TBS against greedy search for

tree generation.

Evaluation Metrics.

We use two groups of metrics. The first group of metrics measure formula reconstruction

accuracy (ACC), i.e., the percentage of the decoder outputs that are exactly the same as

the ground-truth decoder target formulae. We compute both ACC-1, using only the output

formula with the highest likelihood, and ACC-5, using the five formulae with highest

likelihood. Specifically, let X(i)
out be the i-th ground-truth output tree in the test set and

A = {X̂(ij)
out }Jj=1 be the set of J generated trees for X(i)

out. Then

ACC =
1

Ntest

Ntest∑
i=1

1A(Xout) ,

where

1A(Xout) =


1 if Xout ∈ A

0 if Xout /∈ A
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Table 4.3 : Formula reconstruction visualizations comparing FORTE with baselines using
two input formulae (top row). Only FORTE succeeds in exactly reconstructing the input.

Methods ΘA
diff = Θstate K ∧ {¬f | f ∈ F}

seq2seqRNN Θdiff = Atharte
V K ∧ {¬ f f ∈ F}

tree2treeRNN invalid formula ∧ → ×× ∈
tree2treeTF ΘA

diff = Θ (K ∈ λ) ∧ fF ∪ (f ∈ R)
FORTE ΘA

diff = Θstate K ∧ {¬f | f ∈ F}

and Ntest is the total number of formula trees in the test set. ACC-1 uses J = 1 and greedy

search for generation whereas ACC-5 uses J = 5 and beam search for generation. For the

seq2seqRNN baseline, Xout and X̂out are both in the format of a sequence of math symbols

instead of a tree.

The second group of metrics measures how much the generated formula differs from

the ground-truth decoder target formula under the tree format. We use tree edit distance

(TED) which measures the distance between two trees by computing the minimum number

of operations needed, including changing nodes and node connections, to convert one

tree to the other. We implement the TED metric using the apted package [260] and refer

to [254, 217] for an overview of TED. We compute both TED-full which considers both

node and structural differences and TED-Struct which only considers structural differences.

For the seq2seqRNN baseline that does not output formula in the OT format, we first use

the formula tree parser [66] to convert generated formulae to the corresponding OT and then

compute TED. Note that some generated formulae from the seq2seqRNN baseline may incur

errors when we convert them to OTs. We do not count these cases in our TED computation,

which gives an advantage to the seq2seqRNN baseline; nevertheless, seq2seqRNN still

underperforms our method.
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Experiment Setup.

We construct training, validation, and test sets by randomly splitting the 170k dataset (recall

beginning of Section 4.3.2) 80%-10%-10% for five times. During training, we save the

best performing model and parameters using the validation set and then perform formula

reconstruction on the test. Whenever beam search is applicable, We use beam size B = 10.

For the seq2seqRNN baseline and all FORTE variants, we use 500-dimensional hidden

states and node embeddings, 2-layer GRUs, 96 batch size, and 50 training epochs. For the

two tree2tree baselines [48, 301], GVAE [171], and DVAE [401], we follow the original

configurations. All methods are trained on a single NVIDIA RTX 8000 GPU.

Quantitative Results.

Table 4.2 shows the formula reconstruction results, averaged over all five random data

splits, comparing FORTE against various baselines. We observe that both GVAE and DVAE

do not work well for this task likely because of a mismatch between their model designs

and the data type for our task. For example, both GVAE and DVAE leverage rigid rules

during generation, i.e., by specifying which node must connect to which node. Because

the scientific formulae that we work with have very diverse structures, it is likely that

these rules significantly constrain the generation, leading to unsatisfactory reconstruction.

This mismatch between baseline designs and our data can also explain the unsatisfactory

performance of the two tree2tree baselines. Specifically, these baselines are designed for

computer program translation, where the tree structure is also much less varied than those

for scientific formulae. The decoder design in these baselines also incorporates multiple

constraints, e.g., by specifying the number of children each node must have. Such constraints

likely limit the tree2tree baselines’ ability to generate high-quality formula trees. In contrast,

FORTE almost perfectly reconstructs complex formulae in our dataset, showing excellent
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Figure 4.5 : T-SNE visualizations of FORTE formula embeddings for formulae of different
tree structures (left) and different content (right). We see clear separation and clustering of
different formulae.

robustness and flexibility.

We also see that FORTE outperforms the seq2seqRNN baseline. This observation

is not surprising since FORTE exploits the inherent tree structure of scientific formulae

whereas seq2seqRNN does not. Moreover, the results for the four FORTE variants clearly

demonstrate the benefits of both binary tree positional embedding and TBS, leading to

improvements in all four metrics compared to onehot tree positional embedding and greedy

search, respectively. We repeat this experiment on the entire 770k formula dataset comparing

only FORTE and seq2seqRNN since the tree-based baselines cannot process non-binary

trees. FORTE achieves 85.87% compared to seq2seqRNN’s 84.30% on TOP-1 ACC and

90.30% compared to seq2seqRNN’s 88.52% on TOP-5 ACC, respectively. These results

further validate the advantage of representing scientific formulae as OTs over as sequences.
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Table 4.4 : Examples of top 5 retrieval results comparing FORTE to TangentCFT. Less ideal
retrieved formulae are in red.

O(mn logm) cosα = −cosβcosγ + sinβsinγcosha
k

Rank FORTE TangentCFT FORTE TangentCFT
1 O(mn logm) O(mn logm) cosα = −cosβcosγ + sinβsinγcosha

k
cosα = −cosβcosγ + sinβsinγcosha

k

2 O(n logm) O(n logm) cosA = −cosBcosC + sinBsinCcosha cos(α− β) = cosαcosβ + sinαsinβ

3 O(nk logk) O(nm) cos(A) = −cos(B)cos(C) + sin(B)sin(C)cos(a) a = arccos
(

cosα+cosβcosγ
sinβsinγ

)
4 O(nk log((n)) O(n ∗m) cosA = −cosB cosC + sinB sinC cosa cosA = −cosBcosC + sinBsinCcosha

5 O(n logh) O(mn) cosa = cosbcosc+ sinbsinccosα cosC = −cosAcosB + sinAsinBcoshc

Table 4.5 : Examples of top 5 retrieval results comparing FORTE to TangentCFT. Less ideal
retrieved formulae are in red.

cosα = −cosβcosγ + sinβsinγcosha
k

Rank FORTE TangentCFT
1 cosα = −cosβcosγ + sinβsinγcosha

k
cosα = −cosβcosγ + sinβsinγcosha

k

2 cosA = −cosBcosC + sinBsinCcosha cos(α− β) = cosαcosβ + sinαsinβ

3 cos(A) = −cos(B)cos(C) + sin(B)sin(C)cos(a) a = arccos
(

cosα+cosβcosγ
sinβsinγ

)
4 cosA = −cosB cosC + sinB sinC cosa cosA = −cosBcosC + sinBsinCcosha

Qualitative Results.

We first visualize in Figure 4.1 some simple formulae generated by passing randomly

sampled embedding vectors, i.e., e ∼ N (0, I), through FORTE’s decoder. Despite their

simplicity, these examples show that our tree decoder can generate valid and diverse formu-

lae.

We also visualize some reconstruction results in Table 4.3 on two input formulae,

comparing FORTE against seq2seqRNN and the two tree2tree baselines. The ground-truth

formulae are at the top of the table and each subsequent row contains the corresponding

formulae reconstructed by each method. The two tree-based baselines can correctly generate

part of or all symbols in the ground-truth formulae but sometimes in an incorrect order,

resulting in formulae that are visually different and even invalid. This observation is likely

caused by the absence of a clear termination signal for the generation of children of each
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parent node during training; since these baselines pre-specified the number of children

for each node, they may not be able to properly learn the structural aspects of scientific

formulae, which results in generating only partially valid or partially correct formula trees.

The seq2seqRNN baseline generates most of the symbols correctly and in the right order but

misses or misplaces certain symbols. This observation is likely caused by the loss of tree

structural information when we treat a formula as a sequence of symbols, which may lead to

incorrect reconstruction. In contrast, thanks to the clear termination signal at each level of

the tree and the tree structures being preserved, FORTE perfectly reconstructs both input

formulae.

Finally, we visualize FORTE’s learned embedding space for formulae in Figure 4.5.

We perform two sets of visualizations to examine whether FORTE has learned both the

structure and content of formulae. For the first set, we sample formula trees of varying

depth and for the second set, we sample formula trees that belong to 6 distinct subjects. We

compute their embeddings and plot their 2-dimensional t-SNE embeddings [331]. From

Figure 4.5, we can see clear separation and clustering both for formulae with varying tree

depths and for formulae with distinct content. Formulae with deeper trees are less clustered

(left plot in Figure 4.5) likely because they are also more diverse. Overall, these two sets of

visualizations further demonstrate that FORTE learns a meaningful embedding space for

scientific formulae.

4.3.3 Formula Retrieval

In this experiment, we evaluate FORTE’s capability in a formula retrieval task. Given a query

formula (the query), a retrieval method returns the most related formulae (the retrievals)

from a collection of candidate formulae.
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Query and Retrieval Formulae Processing

We use the first 20 concrete queries (e.g., formula without unknown parts) in the NTCIR-12

Wikipedia math formula retrieval task. We remove one that is too simple (it contains only a

single variable and nothing else) and one that incurs an error when being converted to OT.

The resulting query set contains 18 queries. Table 4.1 shows a few example queries that

we consider. The collection of candidate formulae for retrieval is the NTCIR-12 Wikipedia

math formula dataset [393] which is a subset of our 770k formula dataset. Because some

formulae in this subset are identical, i.e., formulae that appear in multiple Wikipedia

articles, we remove duplicates before performing the retrieval experiment. We also remove

formulae that incur errors when being converted to OTs. The resulting candidate formulae

collection contains roughly 300k formulae. All of the 18 queries are present in this collection.

The processing steps for both queries and candidate retrievals are consistent with that in

Section 4.3.1.

Baselines.

We consider three state-of-the-art baselines designed specifically for the formula retrieval

task including Tangent-CFT [211], Tangent-S [66], and Approach0 [407]. The first

baseline is one of the few data-driven formula retrieval methods to date, while the latter two

are based on symbolic sub-tree matching and are data-independent.

Evaluation Metrics. We perform a “pooled” human evaluation for the formula retrieval

experiment consistent with prior work [393]. First, for each method and each query, we

choose the top 25 retrievals and mix them into a single pool for evaluation. Then, for each

query and each retrieval, we ask human evaluators how relevant is the retrieval to the query.

Possible judgment ratings are relevant, partially relevant, or irrelevant. To encourage fair
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Table 4.6 : Formula retrieval results.

Metrics (partial) Metrics (full)

Methods map bpref map bpref

Approach0 0.404 0.537 0.486 0.507
Tangent-S 0.403 0.449 0.461 0.472
TangentCFT 0.418 0.471 0.462 0.464

FORTE 0.395 0.455 0.475 0.485
FORTE-App 0.423 0.484 0.509 0.513

and consistent evaluation, we first ask the evaluators to browse through all retrieval formulae

for a given query before performing the evaluation. This step calibrates the evaluators’

judgments. We also provide evaluators with the following evaluation guideline, quoted

from [393]: “A retrieval is considered relevant if both its appearance and the content of the

formula match that of the query. If either the retrieval’s appearance or content matches

that of the query but not both, the retrieval is considered partially relevant. Otherwise, the

retrieval is irrelevant to the query”. In total, three human evaluators are involved, each of

whom provides us with his/her independent evaluations for each retrieval in the pool for

each query.

We use mean average precision (MAP) [342] and bpref [33] as the evaluation metrics.

They are computed by comparing the human evaluation of the pooled retrievals for each

query with each method’s top 1000 retrievals. Compared to other retrieval evaluation metrics,

Both MAP and bpref are easy to interpret and appropriate for evaluating multiple queries

and for comparing multiple retrieval methods. We implement these metrics using a common

information retrieval evaluation package [32] for both partially relevant and fully relevant

retrievals.
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Experiment Setup

We use the entire 770k formula dataset to train our FORTE framework and then use the

trained encoder to obtain an embedding vector for each formula. For each query, we

compute the cosine similarity between its embedding vector and the embedding vector of

each formula in the dataset. Finally, we return the formulae with the highest similarity scores

as the retrieved ones; See Section 4.2.2 for detailed computation. Because the retrieval

results for each baselines is publicly available,4,5,6 we do not rerun each baseline and simply

use the provided retrieval results for our evaluation.

Quantitative Results.

Table 4.6 shows the quantitative evaluation results, averaged over the three evaluators’ scores.

We observe that FORTE performs well for the fully relevant retrieval evaluation, outperform-

ing both Tangent-S and the data-driven method, TangentCFT. On partially relevant retrieval

evaluation, FORTE sometimes falls behind the other baselines. The reason is that, unlike

TangentCFT that embeds linearized, sub-components of a formula tree, FORTE focuses

on the full tree structure. Therefore, a tree with similar sub-tree components to another

tree may differ significantly in their overall structures and get a retrieval score higher from

TangentCFT than from FORTE. In addition, unlike Approach0 (and Tangent-S) that directly

computes similarity using the symbolic sub-tree components, FORTE (and TangentCFT)

computes cosine similarity on the much more abstract formula embeddings, which may

cause loss of information compared to explicit symbolic computations used in Approach0.

Therefore, following [211], we use a linear combination of the retrieval scores by FORTE

4https://github.com/BehroozMansouri/TangentCFT
5https://github.com/approach0/search-engine/tree/ecir2020
6https://www.cs.rit.edu/∼dprl/files/release tangent S.zip
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Table 4.7 : Zero-shot formula reconstruction results (ACC) on the ARQMath dataset for
methods trained on our dataset. FORTE generalizes well to the new dataset.

Methods ACC-1 ↑ ACC-5 ↑

tree2treeRNN [48] 46.31% -
tree2treeTF [301] 72.37% -
seq2seqRNN 43.46% 52.66%

FORTE (binary, greedy) 89.16% -
FORTE (binary, beam) 89.51%
FORTE (onehot, greedy) 89.00% -
FORTE (onehot, beam) 89.43% 94.44%

and Approach0 as a new retrieval method, which we dub FORTE-App, that combine the

advantage of both methods. This method achieves state-of-the-art retrieval performance on

three of the four metrics.

Qualitative Results.

Table 4.4 shows a few qualitative examples comparing formulae retrieved by FORTE to those

retrieved by the TangentCFT for the same query. For the first query, all formulae retrieved by

FORTE either contain log or are in the form of O(variable×variable log variable), which

is the same as that for the query. Similarly, for the second query, all formulae retrieved by

FORTE are mostly the same as the query except for a few variables, signs, and functions

(e.g., the last cos function in the 3rd–5th ranked formulae) differences. These examples

illustrate FORTE’s advantage over baselines in preserving the structure of the query formula

and the semantic meaning of symbols in the formula.
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Table 4.8 : Zero-shot formula retrieval results (bpref) on the ARQMath dataset. When
combining FORTE with Approach0, we achieve the state-of-the-art retrieval performance.

Methods Partial Full Harmonic mean

Approach0 0.477 0.325 0.386
Tangent-S 0.441 0.251 0.320
TangentCFT 0.437 0.305 0.359

FORTE 0.409 0.308 0.351
FORTE-App 0.502 0.328 0.398

4.3.4 Zero-Shot Generalization

We also validate FORTE using a recently released formula dataset, ARQMath,7 where

formulae are collected from Math Stack Exchange,8 a domain where most formulae are

math equations that are very different from those in scientific documents. Specifically, we

test the zero-shot generalizability of FORTE (after training on our dataset) to the ARQMath

dataset without further fine-tuning.

Table 4.7 reports the formula reconstruction performance with respect to the ACC-1 and

ACC-5 metrics and compares FORTE with the baselines. We see that that performances

for all methods drop compared to Table 4.2. Nevertheless, FORTE still performs well and

significantly better than the baselines. In addition, using binary positional encoding with tree

beam search still achieves the best performance among different settings, which is consistent

with previous results. Table 4.8 reports the formula retrieval performance with respect to

the bpref metric comparing FORTE with the baselines. We see that the performance of

data-driven methods, including TangentCFT and FORTE, slightly drops without training

or fine-tuning on the new dataset. In contrast, the performance of the best data-agnostic

method, Approach0, does not drop. These comparisons suggest that improving FORTE’s

7https://www.cs.rit.edu/∼dprl/ARQMath/
8https://math.stackexchange.com/
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generalizability is an important future research direction. When combining FORTE and

Approach0, we achieve the state-of-the-art retrieval performance on the ARQMath dataset,

which is consistent with the observation in Table 4.6. This result suggests that combining

both data-driven and non-data-driven methods is a promising approach for formula retrieval.

4.4 Conclusions and Future Work

In this work, we propose FORTE, a novel, unsupervised scientific formula processing

framework by leveraging tree embeddings. By encoding formulae as operator trees, we can

explicitly capture the inherent structure and semantics of a formula. We propose an encoder

and a decoder capable of embedding and generating formula trees, respectively, and a novel

tree beam search algorithm to improve generation quality at test time. We evaluate our

framework on the formula reconstruction and the formula retrieval tasks and demonstrate

our framework’s superior performance in both experiments compared to baselines.

Our work opens doors to many future avenues of research. One direction is to combine

our framework’s dedicated capability to encode and generate formulae with state-of-the-art

NLP methods to enable cross-modality applications that involve both mathematical and

natural language. For example, our framework can serve as a drop-in replacement for the

formulae processing part in several existing works to potentially improve performance, i.e.,

in [387] for joint text and math retrieval, in [390] for math headline generation, in [174, 400]

for grading students’ math homework solutions and providing feedback, and in [289, 172]

for neural math reasoning.
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Chapter 5

Towards Bloom’s Taxonomy Classification Without Labels

5.1 Introduction

Educational assessments, e.g., homework and quiz questions, are important pedagogical

instruments that help assess students’ knowledge retention and foster higher-order cognitive

processing such as thinking and reasoning [318]. To effectively use such questions to

improve learning, it is important to know which ones are appropriate for which students

and maximize the alignment between the course content and assessments [26]. To this

end, teachers often utilize the Bloom’s Taxonomy of educational objectives [25, 164] as a

framework to categorize questions based on the specific cognitive functions that they exercise.

This framework provides practical guidelines on how to characterize existing questions such

that they facilitate specific cognitive processes and how to author new questions. However,

teachers often do not assign Bloom’s labels when authoring new questions, making it

difficult for other teachers to reuse them. The reason is that manually assigning Bloom’s

level labels is incredibly time-consuming, expensive, and error prone [2, 242].

To reduce the cost of manually labeling questions with Bloom’s levels, researchers

have developed various automatic labeling methods that almost universally formulate the

task as a supervised learning classification problem [242, 383, 131, 229, 230, 243, 287,

263, 315, 72]. The resulting models must learn using supervised training data, i.e., a large

collection of questions already labeled with Bloom’s levels, in order to accurately predict

Bloom’s levels [242]. Gathering such data involves the expensive and problematic process
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of manually collecting Bloom’s level labels outlined above. Likely due to the high cost of

collecting labeled data, previous works have used very small labeled datasets, which raises

concerns about their robustness and generalizability [242]. In contrast, it is straightforward

to collect questions that do not have Bloom’s level labels. The abundance of unlabeled data

and the high cost of collecting labeled data calls for methods other than supervised ones for

Bloom’s level classification.

5.1.1 Contributions

In this work, we develop a new framework for Bloom’s level classification based on weakly

supervised learning (WSL) that accurately classifies questions into Bloom’s levels without

requiring labeled training data. The fundamental idea behind BLACBOARD (for Bloom’s

Level clAssifiCation Based On weAkly supeRviseD learning) is to codify experts’ domain

knowledge in Bloom’s Taxonomy into a set of labeling functions (LFs) and then program-

matically generate Bloom’s level labels using these functions to form a weakly labeled

dataset. In this way, we create a labeled dataset using entirely unlabeled data and human

experts’ domain knowledge.

Our framework consists of three main components. The first component is a novel set

of LFs carefully crafted from domain experts’ knowledge of Bloom’s Taxonomy, which

generates a set of (noisy) Bloom’s level labels for each question. The second component

is a probabilistic graphical model that infers the most appropriate (weak) Bloom’s level

label for each question from the set of (noisy) labels. The third and last component is a

supervised classifier that we train on the inferred weakly labeled dataset and use for the final

Bloom’s level assignment. We experimentally evaluate our framework on a large, real-world

question bank spanning a variety of subjects such as calculus, physics, sociology, and

history. Preliminary results on a binary Bloom’s level classification task demonstrate that
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Figure 5.1 : Illustration of the Bloom’s Taxonomy levels from level 1 (bottom) to level 6
(top), with an example question corresponding to each level from a biology textbook.

our proposed WSL framework achieves competitive classification performances compared

to fully supervised learning methods. Notably, our framework obtains such results without

any a priori known labels.

5.2 Preliminaries and Related Work

Bloom’s levels and classification.

The Bloom’s Taxonomy [164] that we use in this work consists of 6 levels, each aiming to

evaluate cognitive processes that increase in difficulty. Figure 5.1 illustrates each Bloom’s

level. The 6 Bloom’s levels have in several instances been re-categorized into two levels to

reflect lower-order cognitive skills (LOCS) and higher-order cognitive skills (HOCS) [318,

25, 415, 148, 62], where higher-order cognitive skills refers to cognitive processes that

require more than merely retrieving information [14, 114]. Aligned with this perspective, in

this work we consider this LOCS and HOCS binary Bloom’s level categorization, where

LOCS contains Bloom’s level 1 and HOCS contains Blooms level 2 – 6.

Existing research has developed methods for Bloom’s level classification based on
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supervised learning. Most of the prior work is based on support vector machines

(SVMs) [383, 131, 287, 263] with a few others using naı̈ve Bayes [315] and ensemble

methods [229, 242]. Other work explores text representation methods such as augmenting

the TF-IDF representation [230] or integrating linguistic features [72, 243]. However, as

mentioned earlier, all of the above rely on fully labeled datasets, which are difficult and

expensive to obtain in practice. Indeed, most of the above works use very small datasets of

only a few hundred or fewer questions, which severely limits their practical and research

impacts.

Weakly supervised learning.

Weakly supervised learning (WSL) [274] is an emerging machine learning paradigm that

enables one to solve classification problems without using any labeled data. We refer

readers interested in WSL to [274] for a thorough introduction and focus on its notable

features here. Compared to traditional supervised learning, WSL requires no a priori known

labels; the labels are created during the modeling process. This overcomes supervised

learning methods’ reliance on labeled data, which is often limited in quantity and difficult to

collect. Thus, WSL makes it possible to solve classification problems using only unlabeled

data, which in some applications is massive and cheap to collect. WSL also has rigorous

theoretical foundations [274, 337, 336, 11] and has had promising empirical success in a

wide range of real-world, high-stakes applications. For example, in medical applications,

WSL has contributed to medical entity recognition [84], MRI image classification [85],

medical device surveillance [35], and genomic information compilation [167]. WSL has not

yet been applied in education except for one work that proposes a weak supervision-based

conversational agent for teacher education [65].
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Figure 5.2 : An illustration of BLACBOARD, our proposed weakly supervised learning
framework for Bloom’s level classification of questions.

5.3 Methodology

We now describe our BLACBOARD framework. We introduce our novel LFs, explain how

to incorporate LFs into a graphical model to infer the weak Bloom’s level label for each

question, and finally show how to combine the weakly labeled questions dataset with a

supervised classifier. As mentioned in Section 5.2, in this work we tackle the binary Bloom’s

level classification problem, where one class LOCS includes Bloom’s level 1 and the other

class HOCS includes Bloom’s level 2–6. Extension to all 6 Bloom’s levels is left for future

work.

5.3.1 Human Expert-Inspired Labeling Functions (LFs)

An LF fj(xi) : RD → |y| ∪ {∅} assigns a Bloom’s level label to each question. xi ∈ RD is

the D-th dimensional vector representation of question i. y = {yi}Ni=1 is the set of labels

and yi ∈ {0, 1} is the label for each of the N question. We assume LOCS and HOCS are

class 0 and 1, respectively. j ∈ {1, . . . , L} indexes the LFs. | · | is the cardinality of y ,

which in our case is 2 because y is binary. We include the empty set as a potential output of

an LF, because an LF can abstain, i.e., give no label to a question.

To effectively design these critical LFs, we conducted semi-structured interviews of



77

Table 5.1 : Description of labeling functions (LFs). “Bloom 1 – 6 kw” collapses 6 similar
LFs.

LF Description Output

short Check the number of words in the
question

LOCS if # characters less than 75,
∅ otherwise

why Check whether the word “why” is
in the question

HOCS if the word “why” is in ques-
tion, ∅ otherwise

Bloom 1–6 kw Each checks whether keywords
(kw) specific to each Bloom’s level
is in the question

LOCS if the keyword is in question,
∅ otherwise

glossary Check whether glossary terms is in
the question

HOCS if the more than 3 terms are
in question, ∅ otherwise

readability Computes a question’s Flesch read-
ability score

HOCS if the score < 50, ∅ other-
wise

3 education experts investigating how they utilize Bloom’s taxonomy in their general

pedagogy while creating tests, authoring questions, and labeling existing questions. We

used the findings from these interviews to design 11 simple labeling functions that represent

Bloom’s level characteristics and domain knowledge, which we believe to be useful for

determining the appropriate Bloom’s level for a given question. Table 5.1 describes all of

our LFs, which we categorize into 3 groups. The first group (“short”, “why”, “readability”)

focuses on question properties. Our intuition is that HOCS questions tend to be longer, less

readable, and ask more “why” questions. The second group (“Bloom 1 – 6 kw”) looks for

keywords (kw) indicative of each Bloom’s level. We collect these keywords from teachers’

rubrics and instructions for writing questions at a specific Bloom’s level. The third group

(“glossary”) looks for keywords specific to subject domains, i.e., biology. Our intuition

is that HOCS questions tend to contain more subject domain keywords, which potentially

reflects increased question complexity and demands higher level skills. We collect these

keywords from the textbooks’ glossaries.
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5.3.2 Graphical Model for Weak Label Inference

With the LFs, each data point now has a set of noisy labels. However, to train a classifier, each

data point must have a label. Therefore, we must learn the most likely (weak) label given a

set of labels for each data point. To do so, we leverage a generative model following [274],

which we include here for completeness. Concretely, let y ∈ RN be the ground-truth labels

and Υ ∈ (y ∪ {∅})N×M be the weak label matrix obtained from the LFs where N is the

number of data points and L is the number of LFs. Then, we model the joint distribution of

the weak and the true labels for all data points using the following generative model:

pθ(Υ,y) = A−1
θ exp

(
M∑
i=1

θ⊤fi(Υ, yi)

)
,

where Aθ is a normalizing constant. fi(·) is a function that combines three LF properties

including labeling propensity fpro, accuracy f acc and correlation f cor:

fpro
i,j (Υ,y) = 1{Υi,j ̸= ∅} , (5.1)

f acc
i,j (Υ,y) = 1{Υi,j = yi} , (5.2)

f cor
i,j,k(Υ,y) = 1{Υi,j = Υj,k} , (5.3)

where θ is the model parameters and 1{·} is an indicator function. These three properties are

important for understanding LFs’ effectiveness and thus are incorporated into the generative

model. Notably, computing LF properties using Eqs. 5.1 and 5.3 do not require any ground-

truth data. We will leverage these unsupervised LF analytics in Section 5.4.3 and validate

LF effectiveness. Because we assume ground-truth labels y are unavailable in our setting,

we optimize the model and learn the model parameters θ̂ using the marginal log likelihood
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which eliminates y. Concretely, the optimization objective is

θ̂ = arg min
θ

− log
∑
y

pθ(Υ,y).

More details on labeling correlation computation and model optimization are available

in [274].

5.3.3 Bloom’s Level Classifier

To obtain the final Bloom classification results, we leverage a classifier trained on the weakly

labeled dataset in which each data point has a label inferred by the generative model using

our LFs. Note that we may simply use the inferred labels as the final Bloom taxonomy label

for each question without training a supervised classifier. However, a classifier brings more

modeling capability and is beneficial for classification performance. In Section 5.4.2, we

empirically confirm the advantage of additionally training a classifier on the weak labels.

5.4 Experiments

We now empirically show the power of BLACBOARD that uses questions without any

Bloom’s level labels for Bloom’s level classification.1 We first compare BLACBOARD with

the selected LFs to supervised learning methods that use fully labeled data. We then present

LF analytics that our framework enables and that help us understand the effectiveness of each

LF. Notably, this LF evaluation step is unsupervised, i.e., without access to the ground-truth

labels.

1A demonstration and associated code of BLACBOARD are available at https://github.com/
manningkyle304/edu-research-demo
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5.4.1 Dataset

We use a new, closed-source, large-scale, real-world dataset from OpenStax2 of 17,719

multiple-choice questions that are actively used in practice and have expert-tagged Bloom’s

levels ranging from level 1 to 6. The dataset includes questions from multiple subjects,

including natural sciences (biology, physics) and social sciences (economics, history, sociol-

ogy), and is representative of high-school and college-level courses. These properties make

our dataset the largest and most diverse one to be used for Bloom’s level classification to

our knowledge. For our binary Bloom’s level classification problem, we reassign the Bloom

labels, resulting in 11,190 LOCS questions and 6,529 HOCS questions. A naı̈ve majority

classifier gives a classification accuracy of 63.15%, which serves as one of our baselines.

We encode each question into a numeric feature vector using TF-IDF that is commonly used

in text mining and information retrieval [285].3

5.4.2 Comparing BLACBOARD to Fully Supervised Methods

In this experiment, we compare BLACBOARD, which uses entirely unlabeled data, against

supervised learning methods that use fully labeled data. This experiment will demonstrate

the capability of WSL in effectively performing classification tasks in the absence of human-

provided ground-truth labels. We randomly split the data into 80% training and 20% test

sets. For BLACBOARD, we learn the weak labels for all questions in the training set and

then train a classifier on the weakly labeled training set. For supervised learning, we simply

train a classifier on the training set with ground-truth labels. To verify the results in different

settings, we use a variety of classifiers for both BLACBOARD and supervised learning,

2https://openstax.org
3We also experimented with other featurization methods, but the results were similar to TF-IDF. We thus

use TF-IDF for all experiments in this work.



81

Figure 5.3 : Quantitative Bloom’s level classification results comparing BLACBOARD
to fully supervised methods. We see that for all classifiers used, BLACBOARD achieves
classification accuracies very close to supervised methods using fully unlabeled data.

including linear support vector machine (SVM), radial Basis function (RBF) SVM, random

forest, adaboost, and decision trees [106, 21]. We perform each experiment 5 times and

report the average accuracies on the test set.

Figure 5.3 visualizes the average test accuracies (with standard deviation) comparing

BLACBOARD to fully supervised learning methods for each classifier. We observe that

BLACBOARD achieves classification performance close to fully supervised methods. In

particular, for linear SVM, BLACBOARD achieves statistically the same performance as its

fully supervised counterpart. This result showcases that, with entirely unlabeled data and by

creatively incorporating domain expertise, BLACBOARD approaches the performance of

supervised learning methods using fully labeled data with minimal performance degradation.

We also see that removing the classifier in BLACBOARD leads to lower accuracy, implying

that a classifier trained on weak labels can improve performance.
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Table 5.2 : Labeling function (LF) analysis. We can identify 2 weak LFs, because of low
coverage (“why” LF) and low overlap (“Bloom 5 kw” LF).

Labeling Functions Coverage Overlap Conflict

short 0.435 0.326 0.111
why 0.007 0.006 0.003
Bloom 1 kw 0.321 0.308 0.133
Bloom 2 kw 0.218 0.211 0.163
Bloom 3 kw 0.286 0.250 0.185
Bloom 4 kw 0.166 0.163 0.101
Bloom 5 kw 0.142 0.006 0.003
Bloom 6 kw 0.142 0.142 0.091
glossary 0.104 0.085 0.053
readability 0.329 0.271 0.197

5.4.3 Unsupervised Labeling Function Analysis

In this experiment, we show how we can perform LF analysis in an unsupervised manner,

i.e., without the ground-truth labels. This analysis reveals insights about the effectiveness of

each LF and helps us retain or discard certain LFs.

Metrics.

Recall that the generative model in BLACBOARD leverages three LF properties including

propensity, accuracy, and correlation. We now leverage these properties to define 3 types

of statistics for each LF. The first statistic is coverage, which computes the number of

questions that an LF assigns a label, i.e., Υij ̸= ∅ for LF fj . The second statistic is overlap,

which computes the portion of questions with at least 2 weak labels. The third statistic is

conflict, which computes a portion of questions for which at least 1 other LF yields a label

different from the LF under examination.
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Results, interpretation and significance.

Table 5.2 reports the analysis results, averaged over 5 random runs. We first see that the

conflict scores are low for all LFs. This is an encouraging signal because each LF agrees

with the other LFs in general. The opposite situation, in which LFs tend to give contrasting

labels, would cause much trouble for the graphical model to infer the most likely weak label.

Therefore, having a sizable number of LFs that do not conflict much suggests that all LFs are

reasonable. However, some LFs have low coverage (e.g., “why” LF) and low overlap (e.g.,

“why” and “Bloom 5 kw” LFs). An LF with low coverage and overlap suggests that this LF

influences only a very small fraction of all data points and contributes little to improving the

modeling capacity. For example, for the “why” LF (indexed by j), its corresponding row in

the weak label matrix Υj would have mostly −1 representing abstain (e.g., no label). This

row thus has limited influence for the graphical model inference.

In this work, we choose to keep all LFs because conflicts are low. Even for the LFs

with low coverage and overlap, they have lower conflicts and thus do not appear to cause

negative effects on the weak label inference process. Through these analyses, we show

that by examining the LF statistics in an unsupervised manner (e.g., without using any

ground-truth labels), we can verify the validity of our LFs and identify LFs that have limited

contribution to the weak label inference process.

Post-hoc analysis with ground-truth labels.

To illustrate the conclusions from our unsupervised LF analysis using coverage, overlap,

and conflict statistics, we additionally perform a post-hoc, leave-one-LF-out experiment.

Specifically, we remove one LF and use the remaining LFs to train the generative model

in BLACBOARD. We perform this training step for every LF using the training data

(again without ground-truth labels) and report the labeling accuracy on the test set. This
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Figure 5.4 : Post-hoc leave-one-LF-out analysis results. We show the average and density
of the accuracies for the experiment with each excluded LF. The horizontal line is the best
accuracy with all LFs. We can see that none of the LFs, if removed, statistically improve the
labeling accuracy, suggesting that each individual LF contributes to the labeling inferring
capability and all should be kept.

accuracy is computed using BLACBOARD’s inferred labels and the ground-truth labels

and is thus a post-hoc analysis because we assume ground-truth labels are not available in

practice. Nevertheless, this post-hoc analysis reveals the effectiveness of each individual

LF. Specifically, if the test accuracy improves without a particular LF, then this LF does

not contribute to improving BLACBOARD’s label inferring capability and thus should be

removed. If the opposite situation happens, then this LF is useful and should be retained.

Figure 5.4 shows the post-hoc analysis results for each LF, averaged over 5 runs with

different train-test splits. The horizontal line is the best labeling accuracy with all LFs. We

can see that most of the LFs, if removed, significantly decrease the accuracy, suggesting that

these are important LFs and should be kept. Some LFs, such as the “knowledge keywords”

(Bloom 1 kw), sometimes improve performance if removed. However, the improvement
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is not statistically significant; in most of the 5 runs, the accuracy decreases when these

LFs are removed. Thus, all LFs are useful in BLACBOARD and none should be removed.

This result is consistent with and confirms the conclusion in the preceding unsupervised LF

analysis.

5.5 Conclusions and Future Work

In this chapter, we have introduced BLACBOARD, a WSL framework for Bloom’s level

classification. To the best of our knowledge, this is the first work to investigate WSL for

Bloom’s level classification. Our framework, unlike existing supervised methods for Bloom’s

level classification, requires no labeled dataset. Instead, it incorporates instructional and

domain expertise into modeling to create weak labels for classification. We report promising

preliminary results on a large, real-world question dataset, demonstrating that, compared

to conventional fully supervised methods, BLACBOARD suffers little to no decline in

performance.

The modular framework of our weak supervision approach coupled with our new proce-

dures to perform unsupervised model diagnostics enables iterative and intuitive adjustments

for improvements. In the future, we intend to extend our framework from binary to full

6-level Bloom’s level labeling. One promising avenue of research is to investigate more

sophisticated LFs based on linguistic and heuristic characteristics of Bloom’s levels. More

advanced models that leverage recently developed deep probabilistic methods can also

contribute to improving the weak label inference capability. The essential value of a WSL

approach is that it does not rely on massive, high-quality, labeled data, therefore resulting

in a scalable solution to a previously unscalable problem. Our present work forecasts

the exciting promise of transferring the WSL approach for solving a wide range of prob-

lems in Artificial Intelligence in Education beyond Bloom’s level classification including
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question generation [358], educational conversational agents [65], forum posts sentiment

analysis [271], and knowledge graph construction [267].



87

Chapter 6

Educational Question Mining At Scale:
Prediction, Analysis, and Personalization

6.1 Introduction

Online education platforms are transforming education by democratizing access to high-

quality educational resources and personalizing learning experiences. A central instrument

in today’s online education scenarios is assessment questions (referred to as “questions”

henceforth), which help teachers evaluate the students’ abilities and help students reinforce

the knowledge they are learning [149, 150, 58, 163, 159]. Questions are particularly

important in online education, because teachers have more limited interactions with students;

students answer records to questions serve as one of the few ways for teachers to interact

with and understand their students [327]. With the world reeling from the impact of the

Covid-19 pandemic, there has been a rapid and massive increase in the number of students

learning online [18, 286, 339]. Questions as assessment and learning instruments have thus

become even more prominent.

A key challenge to best utilize these questions is how to choose the most suitable ones for

students. Only high quality and suitably difficult questions are beneficial for learning [22]; as

a result, understanding these two properties of questions help guide the choice of questions.

While in traditional classroom settings, manually examining and selecting questions to

attend to the learning status of each individual student remains the best practice, this labor-

and time-intensive procedure clearly does not scale to large-scale online education scenarios
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in which the number of questions and students can be massive. We thus desire an efficient

tool for question analysis at scale and capable of computing question analytics including

quality and difficulty and automatically selecting questions for students. The analytics will

serve as side information that helps teachers and students select appropriate questions for

their pedagogical and educational needs. The automatic question selection process enables

personalized learning and adaptive testing experience when the number of students greatly

exceeds teachers’ capacities [39, 384]. Both analytics and personalization are important to

realize the values of massive questions in online education scenarios.

To address the above challenges, we aim to develop an AI solution for large-scale online

educational question mining, providing both insights for question quality and difficulty and

strategies for choosing questions for each student. This task involves 3 challenges. First,

the number of questions, students, and answer records is extremely large and processing

such data may be computationally expensive. Second, online educational data is highly

incomplete because each student can only answer a small fraction of all available questions.

Third, we need to design quantitative metrics and strategies to accurately identify question

quality and to adaptively choose questions for each student. Overall, we need a solution that

is efficient, handles highly sparse data, and automatically acquires educationally meaningful

and actionable insights about questions.

6.1.1 Contributions

In this work, we collect a large real-world online educational dataset in the form of students’

answers to multiple-choice questions and develop a machine learning framework to quantify

question quality and difficulty and provide personalized question selection strategy. We

briefly summarize our framework below.

• We leverage the partial variational auto-encoder (p-VAE) [206, 205] to efficiently
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handle the highly sparse educational data at a large scale. p-VAE models existing stu-

dents’ answers and predicts the potential answer to unseen questions in a probabilistic

manner.

• We propose a novel information-theoretic metric to quantify the quality of each

question based on p-VAE. We also define a metric to quantify question difficulty.

• We propose a novel information-theoretic strategy to sequentially select questions for

each student. Our strategy chooses a sequence of questions which best identifies the

student’s learning status.

• We experimentally validate our framework on a new, large educational dataset and

demonstrate state-of-the-art performances of our framework over various baselines.

6.2 Dataset

We analyze data from Eedi,1 a renowned real-world online education platform used by

over 100,000 thousand students and 25,000 teachers in over 16,000 schools. Eedi offers

crowd-sourced, multiple-choice diagnostic questions to students from primary to high school

(roughly between 7 and 18 years old). Each question has 4 answer choices and only one of

them is correct. Currently, the platform focuses mainly on math questions. Figure 6.1 shows

an example question from the platform. We use data collected from the 2018 – 2019 school

year.

We organize the data in a matrix form where each row represents a student and each

column represents a question. Each entry contains a number that represents whether

the student has answered a question correctly (i.e., 0 represents the wrong answer and

1https://eedi.com
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1 represents the correct answer). Each student has only answered a tiny fraction of all

questions and hence the matrix is extremely sparse. We thus removed questions that contain

less than 50 answers and students who have answered less than 50 questions. Besides, when

a student has multiple answer records to the same question, we keep the latest answer record.

The above preprocessing steps lead to a final data matrix that consists of more than 17 mil-

lion students’ answer records with 123,889 students (rows) and 27,613 questions (columns),

making it one of the largest educational datasets to date compared to a number of existing

ones [109, 310]. Additionally, each question is linked to one or more topics that describe the

skills [335, 56] that the question intends to assess. We have open-sourced this dataset [359]

and it is available at https://eedi.com/projects/neurips-education-challenge.

6.3 Method

The extreme sparsity and massive quantity of our dataset brings challenges to analyze

both the question quality because each student only answers a small fraction of potentially

non-overlapping questions. To gain insights into such real-world educational data, we first

need a model that predicts the missing data with uncertainty estimation. The missing data

in our case is students’ answers to unseen questions. With such a model, we can design

different metrics to quantify question quality and difficulty.

The first step is formulated as the following probabilistic missing data imputation (matrix

completion) problem. We have a data matrix X of sizeN byM , where N is the total number

of students and M is the total number of questions. Each entry xij is binary which indicates

whether student i has answered question j correctly.2 The data matrix is only partially

observed; we denote the observed part of the data matrix as XO. Then, we would then like

to accurately predict the missing entries in a probabilistic manner which enables the design

2xij can also be categorical which is the answer in a multiple choice question that a student selects.
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Figure 6.1 : An example question from our new dataset.

of various metrics for question quality, difficulty, and selection strategy. Thus, we use the

partial variational auto-encoder (p-VAE) [206], which is the state-of-the-art method for the

above imputation task.

The second step is to quantify question quality and difficulty and adaptively select

questions for students. Specifically, we define a difficulty measure using the full data matrix

completed by p-VAE. We quantify question quality by measuring the value of information

that each question carries using an information theoretical metric. Using Similar ideas, we

sequentially select questions for each student based on a notion of information gain. Such

“information” computation is made possible and efficient by our utilization of the p-VAE in

the first step above. We present these two steps in detail in the remainder of this section.

6.3.1 Partial Variational Auto-encoder (p-VAE) for Student Answer Prediction

p-VAE [205] is a deep latent variable model that extends traditional VAEs [157, 277, 396]

to handle missing data as in such education applications. VAEs assume that the responses
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xi of student i is generated from a latent variable zi:

pθ(X) =
N∏
i=1

pθ(xi) =
N∏
i=1

∫
pθ(xi|zi) pθ(zi) dzi

=
N∏
i=1

∫ M∏
j=1

pθ(xij|zi) pθ(zi) dzi ,

where xij is the i-th student’s answer to the j-th question. We use a deep neural network

for the generative model pθ(xij|zi) because of its expressive power. Of course, xi contains

missing entries because each student i only answers a small fraction of all questions.

Unfortunately, VAEs can only model fully observed data. To model partially observed data,

p-VAE extends traditional VAEs by exploiting the fact that, given zi, xi is fully factorized.

Thus, the unobserved data entries can be predicted given the inferred zi’s. Concretely,

p-VAE optimizes the following partial evidence lower bound (ELBO):

log p(XO) ≥ log p(XO)−DKL(q(z|XO)∥p(z|XO))

= Ez∼q(z|XO)[log p(XO|z) + log p(z)− log q(z|XO)]

≡ Lpartial ,

which is in the same form as the ELBO for VAE but only over the observed part of the data.

Because X is binary, we use Bernoulli distribution as the likelihood function. However, we

can also choose to use students’ actual answers (A, B, C, or D) as X where the likelihood

function becomes categorical. Investigation of categorical data format is left for future work.

The challenge is to approximate the posterior of zi’s using a partial observed data vector.

p-VAE uses a set-based inference network qϕ(zi|xOi
), where xOi

is the observed subset of

answers for student i [392, 265]. qϕ(zi|xOi) is assumed to be Gaussian; Concretely, the
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Figure 6.2 : Illustration of the p-VAE model architecture.

mean and variance of the posterior of the latent variable is inferenced as

[µϕ(xO), σϕ(xO)] = fϕ(g(s1, ... , sij, ... , s|O|)) , (6.1)

where we have dropped the student index i for notation simplicity. sij is the observed answer

value augmented by its location embedding, which is learned; g(·) is a permutation invariant

transformation such as summation which outputs a fix sized vector; and fϕ : RM → RK

is a regular feedforward neural network. In this work, we set sij = [xij, xijej, bj] where

Figure 6.2 illustrates the network architecture of p-VAE.

Note that, in p-VAE, some parameters have natural interpretations. For example, the

per-question parameters [ej, bj] can be collectively interpreted as a question embedding

for each question j. The per-student latent parameter zi can be interpreted as a student

embedding for each student i. Furthermore, p-VAE quantifies the uncertainty of the student

embedding zi in the form of an (approximate) posterior distribution. This enables us to

define information-theoretic metrics and strategies for question difficulty, question quality,

and question selection, which we describe next.
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6.3.2 Question Difficulty Quantification

For a group of questions answered by the same group of students, the difficulty level of

the questions can be quantified by the incorrect rate of all students’ answers. However,

for real-world online education data, every question is answered only by a small fraction

of students and by different subsets of students with different educational backgrounds.

Thus, directly comparing the difficulty levels of the question from observational data is not

accurate because an easy question, which may be answered by only less-skilled students,

may be shown to be difficult if only observational data is used. Thanks to p-VAE, we

can predict whether a student can correctly answer an unseen question. We achieves this

by first predicting students’ responses to all unanswered questions and then defining the

difficulty level of question j as
∑N

i
p(xij=0)

N
≈ 1

N

∑N
i x̂ij where x̂ij denotes if the student

has answered the question correctly. Higher value implies that more students are predicted

to answer this question correctly and that this is an easier question.

6.3.3 Question Quality Quantification

Working closely with education experts, we found that high-quality questions are considered

to be those that best differentiate student abilities. When a question is simple, almost all

students will answer it correctly. When a question is badly formulated, all students will

provide incorrect answers or random guesses. In any of these cases, the question neither

helps the teacher gain insights about the students’ abilities nor helps students learn well.

Thus, high-quality questions are the ones that can differentiate the students’ abilities.

We thus formulate the following information theoretic objective to quantify the quality
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of question j:

R(j) = Exij∼pθ(xij)
[
DKL[pϕ(zi|xij) || p(z)]

]
, (6.2)

≈ 1

S

S∑
i=1

DKL [qϕ(z|xij)|p(z)] , (6.3)

where we have used Monte Carlo integration and replaced pϕ(zi|xij) with qϕ(zi|xij) for

practical and efficient computation [205, 97]. j is the question index, xij is the i-th student’s

answer to the j-th question, which can be either binary indicating whether the student has

answered it correctly or categorical which is the student’s answer choice for this question.

z is the latent embedding of students. The i-th student ability can be determined by the

student’s possible performance on all questions, which can be inferred from zi.

This objective measures the information gain of estimating the student ability by con-

ditioning on the answer to question j. When R is large, the question is more informative

on differentiating the student ability reflected in the student embedding z, and thus it is

considered as high-quality.

6.3.4 Personalized Question Selection

In practical online education scenarios, it is of great interest to adaptively select a small

sequence of questions for students. Appropriately choosing these questions allows effective

and efficient evaluation of students’ abilities at scale.

We formulate the problem of personalized question selection as a Bayesian experiment

design problem in an information theoretic manner. Specifically, we are interested in

selecting a sequence of questions that is most informative in revealing the student’s current

state of learning. Inspired by [205, 97], we formulate the following selection strategy which
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is similar to Eq. 6.3:

Ri(j,xO) = Exj∼p(xj |xO)DKL[p(zj|xO, xj)||p(zj|xO)] . (6.4)

Intuitively, this selection strategy selects a question j that provides the most information,

defined in KL divergence, on the student knowledge state summarized in zi. This objective

is different from the one used in [205] as we do not have a particular target variable. Note

that we have omitted the student index subscript i in Eq. 6.4 for succinctness. Similar to

the previous quality metric computation, we use Monte Carlo integration to approximate

Eq. 6.4.

The above selection strategy enables selecting a sequence of personalized questions

for each student in the following manner (which is different from Eq. 6.3 which can only

select a single question). First, we initialize xO = ∅. Then, we compute the information

reward according to Eq. 6.4 for each question and select question j outside the prediction

targets (i.e., xj /∈ xψ) with the maximum R̂ as the next one for student i. Finally, we set

xO ← xO
⋃
xj and repeat the previous steps until we reach the desired number of selected

questions.

6.4 Experiments

In this section, we demonstrate the applicability of our framework on the real-world educa-

tional dataset that we have introduced in the dataset section for student answer prediction,

question difficulty, and quality quantification, and personalized question selection.
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Table 6.1 : Imputation performances of various methods. p-VAE remains a very strong
competitor and slightly outperforms all baselines that we consider.

Method Accuracy ↑ Mean Abs. Err. ↓

Random 0.534 0.471
IRT 0.735 0.359
SVD 0.734 0.358
SVD++ 0.737 0.352
Co-clustering 0.731 0.351
NMF 0.737 0.382
p-VAE (ours) 0.739 0.343

6.4.1 Student Answer Prediction

Setup. We split the students (rows of the data matrix) into the train, validation, and test

sets with an 80:10:10 ratio. Therefore, students that are in the test set are never seen in the

training set. We train the model on the train set for 50 epochs using Adam optimizer [156]

with a learning rate of 0.001. We train p-VAE on binary students’ answer records (correct

or incorrect answers). To evaluate imputation performance, we supply the trained p-VAE

model a subset of the test set as input and compute the model’s prediction accuracy and

mean absolute error (MAE) on the rest of the test set.

Results. Table 6.1 shows the accuracy of p-VAE trained on binary answer records com-

paring to various baselines, including random imputation, the Rasch model [273], SVD,

SVD++ [162], Co-clustering [90] and Negative Matrix Factorization (NMF) [204]. Note

that SVD can also be interpreted as a multivariate Rasch model [38] which is another classic

method in educational data mining. We did not compare with vanilla VAEs [157] because,

as mentioned previously, they cannot handle an incomplete input data matrix.

We can observe that p-VAE achieves state-of-the-art performance on the dataset, slightly

outperforming all baselines. In addition, p-VAE is the only method that not only accurately
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Figure 6.3 : Illustration of question quality evaluation interface for the human evaluator. Our
quality metric achieves a maximum of 72% agreement with human evaluators.

predicts students’ responses but also computes a posterior distribution over student embed-

dings which enables the computation of question quality and personalized question selection.

The remaining baselines either do not perform as well as p-VAE or do not compute any

uncertainty information. There exist Bayesian versions of some baselines, such as Bayesian

IRT [317] or Bayesian sparse factor analysis [173] models. Unfortunately, due to the high

computational cost, these traditional Bayesian models do not scale to datasets as big as the

one that we consider in this work. Thanks to the amortized inference, p-VAE is capable of

efficient Bayesian inference at scale.

Implications. Accurately predicting students’ answers and estimate uncertainty lies at the

core of educational data mining and adaptive testing. p-VAE achieves both with state-of-

the-art performances which is a necessary prerequisite to the computation involved in the

remaining experiments.

6.4.2 Question Difficulty Quantification

Setup. With the complete data matrix imputed by p-VAE, we compute question difficulty

by taking the average of all students’ answers including observed and predicted answers.

We resort to human evaluation to compare our framework’s rankings. We ask the evaluator

to provide a full difficulty ranking for all topics. We then compute the difficulty ranking
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Table 6.2 : Question quality ranking agreement between various methods and each evaluator
(T1 through T5). Our metric achieves the best agreement with every evaluator.

Method T1 T2 T3 T4 T5

Random 0.4 0.56 0.44 0.44 0.44
Entropy 0.68 0.64 0.64 0.62 0.64
Ours 0.72 0.64 0.68 0.62 0.72

Table 6.3 : Spearman Correlation coefficients for question topic difficulty rankings between
human expert and model prediction.

Method Spearman Correlation

random ordering 0.060
majority imputation 0.076
using observation 0.395
p-VAE imputation 0.738

using our framework and compute the Spearman correlation coefficient as a measure of the

level of agreement between the model’s and the expert’s difficulty rankings.

Results. Table 6.3 shows the Spearman correlation coefficients comparing expert’s topic

and scheme rankings, respectively, to our framework’s and two other baselines’ rankings.

The baselines include random ordering, using majority imputation to fill the data matrix,

and using the observed data alone. We see that our framework’s ranking closely matches the

human expert’s ranking while baselines do not produce rankings that are any close to the

expert’s ranking.

6.4.3 Question Quality Quantification

Setup. We compute question quality according to Eq. 6.3 and compare the pairwise

rankings of question quality to those provided by human evaluators. Our 5 evaluators are all

highly respected math teachers who have no prior information about this work. We resort to
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Figure 6.4 : Two examples of high-quality questions (top row) and two examples of
low-quality questions (bottom row) determined by our framework. For each pair, the
left image shows the actual question, and the right image shows the stacked portion plot
indicating the percentage of students who answered A, B, C, or D, where the top portion (red)
always indicates the percentage of students who answered correctly. Top row: high-quality
questions differentiate students’ abilities. Bottom left: this low-quality question is too easy;
students tend to answer it correctly despite their ability. Bottom right: these low-quality
questions are either too easy or too difficult; the majority of the students tend to answer
them either correctly or incorrectly despite their ability.

pairwise comparison, i.e., we give all 5 evaluators a pair of questions and ask them to give a

preference on which question is of higher quality. We then compute the number of times

our model agrees with each evaluator’s choice of quality. Because this evaluation requires

significant domain knowledge and because there are more than ten thousand questions

and thus many more possible pairs, we only sample 80 pairs from a subset of our full

dataset. Although limited, the evaluation of these samples provides preliminary evidence

on whether the proposed quality metric agrees with domain experts. Figure 6.3 illustrates

the interface that the evaluator sees when they provide the question quality labels. Each

evaluator performed this task in isolation without knowledge of the other evaluators’ labels.

We also consider two baseline metrics for question quality. The first metric randomly
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Figure 6.5 : Our personalized question selection strategy outperforms baseline strategies for
each question selected.

assigns a ranking to each question. The second metric computes the entropy of a question

where the probability is the portion of correct or incorrect answers among all answer records

for this question.

Results. Table 6.2 shows the agreement between the models’ question quality rankings

and those provided by each of the 5 evaluators. We can see that our proposed quality

metric achieves the highest agreement with human judgment. Also note that the entropy

baseline, which is also inspired by information theory, although outperformed by our metric,

is significantly better than random rankings. This preliminary result implies that further

development of better question quality metrics via similar information-theoretic approaches

has the potential to accurately capture human judgment of question quality and is a promising

direction to pursue.

To visualize the high and low-quality questions that our framework selects, we show

in Figure 6.4 two examples of high-quality questions (top row) and two examples of low-

quality questions (bottom row) determined by our framework. For each pair, the left image

shows the actual question, and the right image shows the stacked portion plot. The stacked

portion plot shows the percentage of students in different ability ranges who have answered
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Table 6.4 : Example of the topics of the 10 questions that our framework chooses for 2
students.

Questions Student #1 Student #2

Q1 Squares, Cubes, etc. Perimeter and Area
Q2 Simplifying Expressions by Collecting Like Terms Line Symmetry
Q3 Squares, Cubes, etc Missing Lengths
Q4 Mental Multiplication and Division Measuring Angles
Q5 Mental Multiplication and Division Line Symmetry
Q6 Factors and Highest Common Factor Basic Angel Facts
Q7 Factors and Highest Common Factor Angles
Q8 Factors and Highest Common Factor Measuring Angles
Q9 Simplifying Expressions by Collecting Like Terms Perimeter and Area
Q10 Simplifying Expressions by Collecting Like Terms Transformations

the question correctly. (the correct answer choice is always at the top, i.e., the red color

part of the plot, and the remaining colors are the remaining three incorrect answer choices).

The stacked portion plot is produced using the observed students’ answer choices to the

questions (i.e., A, B, C, or D choices).

In addition to the question content itself, we can gain some insights by examining and

comparing the stacked portion plots. For example, We can see that high-quality questions

better test the variability in students’ abilities because fewer students with a lower ability

score can answer them correctly, whereas more students with a higher ability score can

answer them correctly. This phenomenon is not present in lower quality questions, where

most of the students, regardless of their ability score, tend to answer them either correctly or

incorrectly.

Implications. Our difficulty and quality metrics efficiently and accurately provide data-

driven analytics on questions which may help teachers in designing quizzes, homework sets,

and exams that best suit their classes.
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6.4.4 Personalized Question Selection

Setup. To quantitatively evaluate the performance of our selection strategy, we proceed

as follows. We first sample a subset of students from the dataset and sample 10% of each

student’s answer records as the prediction targets. For each student, we then sequentially

choose 10 questions as prescribed in Eq. 6.4, reveal their answers, and predict the student’s

answers using these 10 revealed answers through p-VAE. We report the average mean

absolute error over all the sampled answer records at each of the 10 steps in the question

selection process. We consider two baselines, a random selection strategy (RAND) and

a single global optimal strategy (SING) which is similar to our proposed strategy but the

reward is averaged over all students. Therefore, this strategy only selects one single sequence

of questions for all students and cannot achieve personalization.

Results. Figure 6.5 reports the average MAE comparing our proposed strategy with RAND

and SING after 10 runs. Our strategy achieves lower MAE at every step of the question

selection process, demonstrating its effectiveness in choosing a sequence of questions that

minimizes prediction error.

To demonstrate that our strategy is personalized for each student, we show in figure 6.6

the sequence of questions for 10 students. The x-axis is the step (number) of the question

selected and the y-axis is the question ID. Each color represents the selected question

sequence for one student. We can see that our strategy picks a very different set of questions

for these 10 students. We also show the topics of the selected questions for two students in

Table 6.4 to gain some understanding of how our strategy chooses questions. We can see

that the questions chosen for these two students are very different: the questions for the first

students emphasize a few recurring topics while the questions for the second students cover

a diverse set of topics.



104

Figure 6.6 : Illustration of the questions that our framework selects for 10 students. Each
student gets a personalized sequence of questions.

Implications. Our question selection strategy provides an efficient and automatic method

to sequentially select questions for students. This can be used in large-scale learning and

adaptive testing scenarios in which teachers cannot attend to each individual student but still

would like to have a quick way to assess each student’s skills.

6.5 Related Work

AI in Education. There is a vast and rapidly expanding literature on using AI for advancing

education. A sample of examples includes knowledge tracing [175, 273, 341, 173, 234, 258];

various automation including grading [363, 174], feedback generation [374] and quiz

question generation [361]; and understanding students’ online and offline behaviors such as

collaboration [362] and cheating [181].

Most related to our work is prior literature on acquiring educational insights by analyzing

students’ answer records to questions. Notable examples include the Rasch model [273]

that outputs a scalar question difficulty and a scalar student ability; the sparse factor analysis

(SPARFA) model [175] which extends the Rasch model to output multi-dimensional question

and student analytics; the time-varying SPARFA model [173] capable of processing time-

varying students’ answer records which is a more realistic scenario. These models, however,
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are limited to their high computational complexity and thus are difficult to apply to large

scale educational data analysis. Our work complements prior work in that we develop a

framework capable of efficiently analyzing large educational data sets while at the same

time extracting educationally meaningful insights.

Missing Data Imputation. The missing Data Imputation method is used in many

real-world applications, such as recommender systems. Many existing approaches for

recommender systems rely on linear methods because of their efficiency and scalabil-

ity [283, 250, 312]. More recent literature introduces nonlinear models using deep learning

for improved model capacity, notably with variational autoencoders [49, 147, 188, 236, 347].

However, many of these models do not handle missing data without some ad-hoc modifica-

tions to the data, i.e., zero imputation as in [166, 192, 291]. Such an ad-hoc way of replacing

missing values in the data matrix significantly changes the original data distribution and can

negatively impact the imputation results. In contrast to the above methods, p-VAE leverages

amortized Bayesian inference with a special model architecture to efficiently handle missing

data and quantify uncertainty, which is ideal for our application.

Our work builds on [206, 205, 97, 219], all of which take advantage of the desirable

properties of p-VAE for recommender systems and information acquisition framework,

respectively. Our work further advances such prior work in that we extend, to the first of

our knowledge, p-VAE to the application of education data mining with a novel information

criterion to extract educationally meaningful insights.

6.6 Conclusions

In this work, we develop a framework to analyze questions in online education platforms on a

large scale. Our framework combines the recently proposed partial variational auto-encoder
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(p-VAE) for efficiently processing large scale, partially observed educational datasets, and

novel metrics and strategy for automatically producing a suite of meaningful and actionable

insights about quiz questions. We demonstrate the applicability of our framework on a

real-world educational dataset, showcasing the rich and interpretable information including

question difficulty, question quality, and personalization that our framework obtains from

millions of students’ answer records to multiple-choice questions.

Our framework is highly flexible, which enables further improvements and extensions

to obtain richer educational insights. For example, one extension is to customize the

information-theoretic metrics for extracting various other information of interest. An-

other extension is to adapt the p-VAE model for time-series data, where we can work

with a more realistic yet challenging scenario that students’ states of knowledge change

over time. To facilitate and encourage future research, we have open sourced our dataset

in the form of a competition for AI in education; see https://eedi.com/projects/

neurips-education-challenge for more details.
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Chapter 7

Open-Ended Knowledge Tracing
for Computer Science Education

7.1 Introduction

Knowledge tracing (KT) [60] refers to the problem of estimating student mastery of con-

cepts/skills/knowledge components from their responses to questions and using these esti-

mates to predict their future performance. KT methods play a key role in many of today’s

large-scale online learning platforms to automatically estimate the knowledge levels of a

large number of students and provide each of them with personalized feedback and rec-

ommendation, leading to improved learning outcomes [278]. KT methods consist of two

essential components. First, a knowledge estimation (KE) component, i.e.,

ht+1 = KE((p1,x1), . . . , (pm,xt)), (7.1)

estimates a student’s current knowledge state ht+1 using questions (p) and responses (x)

from previous (discrete) time steps for this student. Second, a response prediction (RP)

component predicts the student’s response to the next question (or future questions), i.e.,

xt+1 ∼ RP(ht+1,pt+1). Section 7.4 contains a detailed overview of existing KT methods

and how the question, responses, and knowledge state variables are represented.

One key limitation of almost all existing KT methods is that they only analyze and

predict binary-valued student responses to questions, i.e., the correctness of the response.
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That is, the RP is typically a simple binary classifier. As a result, one can broadly apply KT

methods to any question as long as student responses are graded. However, this approach

loses important information regarding student mastery, since it does not make use of the

content of questions and student responses, especially for open-ended questions. Past work

has shown that students’ open-ended responses to such questions contain useful information

on their knowledge states, e.g., having a “buggy rule” [28], exhibiting misconceptions

[79, 80, 307], or a general lack of knowledge [9]; this information is highly salient for

instructors but cannot be captured by response correctness alone.

Generative language models such as GPT [31] provide an opportunity to fully exploit

the rich information contained in open-ended student responses in various domains for

the purposes of KT. In this work, we focus on computer science education, where short

programming questions require students to write code chunks that satisfy the question’s

requirements. The program synthesis capabilities of variants of pre-trained neural language

models such as CodeX [43] enable the generation of short chunks of code from natural

language instructions, which we can leverage for open-ended response prediction. However,

two key challenges make this task difficult: First, as students learn through practice, their

knowledge on different programming concepts is dynamic; students can often learn and

correct their errors given instructor-provided feedback or even error messages generated by

the compiler. Therefore, we need new KE models that can effectively trace time-varying

student knowledge throughout their learning process. Second, student-generated code is

often incorrect and exhibits various errors; there may also exist multiple correct responses

that capture different lines of thinking among students. This intricacy is not covered by

program synthesis models, since their goal is to generate correct code and they are usually

trained on code written by skilled programmers. Therefore, we need new RP models that

can generate student-written (possibly erroneous) code that reflects their (often imperfect)
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knowledge of programming concepts.

7.1.1 Contributions

In this work, we present the first attempt at analyzing and predicting exact, open-ended

student responses, specifically for programming questions in computer science education.1

Our contributions can be summarized as follows:

• We define the open-ended knowledge tracing (OKT) framework, a novel KT frame-

work for open-ended student responses, and a new KT task, exact student response

prediction. We ground OKT in the domain of computer science education for student

code submission analysis and prediction but emphasize that OKT can be broadly

applicable to a wide range of subjects that involve open-ended questions.

• We develop an initial solution to the OKT task, a knowledge-guided code generation

method. Our method combines KE components in existing binary-valued KT meth-

ods with code generation models, casting the OKT task as a dynamic controllable

generation problem where the control, i.e., time-varying student knowledge states,

are also learned.

• Through extensive experiments on a real-world student code dataset, we explore

the effectiveness of OKT in reflecting variations of student code and especially errors

in its knowledge state estimates. We explore the effectiveness of our solution in

making reasonably accurate predictions of student-submitted code. We also discuss

how these OKT capabilities can help computer science instructors and outline several

new research directions.

1Find our code at https://github.com/lucy66666/OKT
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7.2 OKT for Computer Science Education

We now define the OKT framework and detail specific model design choices in the domain

of computer science education, where we focus on analyzing students’ code submissions to

programming questions. Figure 7.1 illustrates the three key components of OKT: knowledge

representation (KR), KE, and response generation (RG), the last of which is the key differ-

ence between OKT and existing KT methods. Our key technical challenges are (i) how to

represent programming questions and student code submissions (KR, Section 7.2.1) and use

them to estimate student knowledge states (KE, Section 7.2.2); (ii) how to combine knowl-

edge states with the question prompt to generate student code (RG, Section 7.2.3); and (iii)

how to efficiently perform optimization to train the OKT model components (Section 7.2.4).

7.2.1 Knowledge Representation (KR)

The purpose of the KR component is to convert the prompt/statement of questions that

students respond to and their corresponding code submissions to continuous representations.

Our KR component is significantly different from existing binary-valued KT methods that

ignore question/response content and one-hot encode them using question/concept IDs and

response correctness.

Question Representation. We adopt the popular GPT-2 model2 [268] for prompt rep-

resentation: Given a question prompt p, GPT-2 tokenizes it into a sequence of M word

tokens, where each token has an embedding p̄m ∈ RK . For GPT-2, the dimension of

these embeddings is K = 768. This procedure produces a sequence of token embeddings

{p̄1, p̄2, . . . , p̄M}. We then average the embeddings of each prompt token to get our prompt

2One can use any language model; we choose GPT-2 since our RG component for student code is also
built on GPT-2.
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Figure 7.1 : Open-ended knowledge tracing (OKT) block diagram. We update the student’s
current knowledge state ht+1 using the last question pt and actual student code xt. We then
combine it with the next question statement pt+1 to generate our prediction of the actual
student code x̂t+1.

embedding q =
∑M

m=1
p̄m

M
, where the average is computed element-wise on vectors.

Code Representation. In order to preserve both semantic and syntactic properties of

programming code in embedding vectors, we utilize ASTNN [398], a popular tool for



112

code representation. We first parse student-submitted code into an abstract syntax tree

(AST). We then split each full AST into a sequence of non-overlapping statement trees

(ST-trees) through preorder traversal. Each ST-tree contains a statement node as the root

and its corresponding AST nodes as children. We then pass the ST-trees through a recurrent

statement encoder to obtain embedding vectors and use a bidirectional gated recurrent

unit network [53] to capture the naturalness of the statements and further enhance the

capability of the recurrent layer. Eventually, we apply a max-pooling layer to capture the

most important semantics for each dimension of the embedding. We denote this entire

process as c = ASTNN(x) where x is student-submitted code and c is its code embedding

vector, which we use as input to the KE component. We refer readers to [398] for more

details on ASTNN.

7.2.2 Knowledge Estimation (KE)

The purpose of the KE component is to turn a student’s past question/code information into

estimates of their current knowledge state. Following DKT [258], a popular existing KT

method, we use a long short-term memory (LSTM) model [117] to update a student’s current

knowledge state, ht+1, given their previous response at the last time step. We use the output

of the KR component, i.e., question prompt and code embeddings, as the input to the KE

component as ht+1 = LSTM(ht,qt, ct) and use it as input to the RG component to generate

predicted student code submissions. In principle, we can use any existing binary-valued KT

method as OKT’s KE component. We validate in our experiments (Section 7.3) that OKT

is compatible with two other popular KT methods, DKVMN [399] and AKT [92], that are

based on external memory and attention networks.
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7.2.3 Response Generation (RG)

The purpose of RG, OKT’s core component, is to predict open-ended responses, i.e.,

generate predicted student code, which makes OKT significantly different from existing

binary-valued KT methods with binary classifiers of response correctness. We fine-tune

a base GPT-2 generative model into a text-to-code model PΘ with parameter Θ on code

data (see Section 7.2.5 for details). We choose language models over other code generation

approaches since their text-to-code generation pipeline suits OKT well.

Our key technical challenge is how to use knowledge states as control in the code

generation model to guide personalized code predictions for each student. Given the current

question prompt, pt+1, and its sequence of M token embeddings {p̄1, p̄2, . . . , p̄M}, where

p̄m ∈ RK (we drop the time step index t in prompt tokens for clarity), our approach

for injecting student knowledge states into the code generation model is to replace raw

token embeddings with knowledge-guided embeddings using an alignment function, i.e.,

pm = f(p̄m,ht+1) for m = 1, . . . ,M . Therefore, the GPT-2 input embeddings are

{p1, . . . ,pM}={f(p̄1,ht+1), . . . , f(p̄M ,ht+1)}.

Intuitively, this (possibly learnable) alignment function aligns the space of knowledge states

with the space of textual embeddings for the question prompt. Thus, knowledge states are

responsible for predicting different code submitted to the same programming question by

different students.

We explore four different alignment functions to combine knowledge states with question

prompt token embeddings:

• Addition, i.e., pm = p̄m + ht+1.

• Averaging, i.e., pm = (p̄m + ht+1)/2.
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• Weighted addition, i.e., using a learnable weight for knowledge states, pm = p̄m +

α · ht+1.

• Linear combination, i.e., applying a learnable affine transformation to the knowledge

states before adding it to token embeddings, pm = p̄m +Aht+1 + b.

The latter two functions are learnable with parameters α ∈ R, A ∈ RD×K , and b ∈ RK .

Therefore, the predicted student code (with N code tokens), x = {x1, x2, . . . , xN}, is

generated in an autoregressive manner by the RP component given the knowledge-guided

question prompt token embeddings {p1, . . . ,pM}.

7.2.4 Optimization

During the training process, we jointly optimize the parameters of the KE and RG compo-

nents of OKT; in essense, we are learning both a controllable generation model for student

responses and the control itself, which is the student’s time-varying knowledge state. We

keep the knowledge representation encoders E1 and E2 fixed. The objective for one student

code submission is given by

Loss =
∑N

n=1− logPΘ

(
xn| {p1, . . . ,pM},

{xn′}n−1
n′=1

)
, (7.2)

where Θ denotes the set of parameters in the RP component, including both the GPT-2

text-to-code model parameters and learnable parameters in the alignment function f(·). The

final training objective is the sum of this loss over all code submissions made by all students.

We also design an efficient training setup for OKT. For existing neural network-based

KT methods, at each training step, we use a batch of student (question, response) sequences

to compute the correctness prediction loss across all time steps and all students in the batch.
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We cannot use this training method since OKT’s loss for one student is the sum of code

prediction losses over all time steps, whereas the loss at each time step is itself the sum of

a sequence of cross entropy losses for code token predictions. As a result, if we use the

training setup for existing KT methods, at each training step, we need to call the response

generator for a total of T ×B times where T is the number of time steps and B is the batch

size, which will significantly slow down training. Instead of batching over students, we use a

batch of (student, time step) pairs. Then, at each training step, we first apply the knowledge

update component in OKT to compute the knowledge states for students in the batch, extract

the knowledge states corresponding to the sampled time steps in the batch, and then feed

them into the response generator. This setup enables efficient training for OKT.

7.2.5 Pre-training Models

Before training OKT, we pre-train its KE component using the binary-valued correctness

prediction loss with question and code embeddings as input, following [213, 412]. Since

we cannot directly use CodeX [43] due to our need to adjust the input embeddings with

student knowledge states, we pre-train a text-to-code pipeline by fine-tuning a standard

GPT-2 model on the Funcom dataset [180], which contains 2.1 million Java code snippets

and their textual descriptions.

7.3 Experiments

We now present a series of experiments to explore the capabilities of OKT. We first introduce

the dataset, various quantitative metrics on which we evaluate various methods, and detail

quantitative results. We then qualitatively illustrate that OKT (i) learns a meaningful latent

student knowledge space and (ii) generates predicted student code that capture their coding

patterns and error types.
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Dataset. We use the dataset from the CSEDM Data Challenge, henceforth referred to as

the CSEDM dataset.3 To our knowledge, this is the only college-level, publicly-available

dataset with students’ actual code submissions; a concurrent work [305] uses the Hour of

Code dataset, which has some similarities with this dataset but only has two questions. The

CSEDM dataset contains 246 college students’ 46,825 full submissions on each of the 50

programming questions over the course of an entire semester. The dataset contains rich

textual information on question prompt and students code submissions as well as other

relevant metadata such as the programming concepts involved in each question and all

error messages returned by the compiler. See Section B.1 in the Appendix for detailed data

statistics and preprocessing steps.

Evaluation Metrics. In the context of predicting students code submissions, we need a

variety of different metrics to fully understand the effectiveness of OKT. We thus use two

types of evaluation metrics. First, we need metrics that can measure OKT’s ability to predict

student code on the test set after training. For this purpose, we use two metrics, including

CodeBLEU [275], a variant of the classic BLEU metric adapted to code that measures the

similarity between predicted code and actual student code. The other metric is the average

test loss across code tokens computed using OKT methods with the lowest validation loss.

Second, we need metrics that can measure the diversity of predicted student code since we

do not want OKT to simply memorize frequent student code in the training data. For this

purpose, we use the dist-N metric [185] that computes the ratio of unique N -grams in the

predictions over all N -grams. We choose N = 1 in this work since uni-gram setting is

more compatible with the limited coding vocabulary size. We note that predicting whether

a student code submission passes test cases is another important task for OKT evaluation;

3Challenge: https://sites.google.com/ncsu.edu/csedm-dc-2021/. The dataset is called “Code-
Workout data Spring 2019” in Datashop (pslcdatashop.web.cmu.edu).
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however, since test cases are not included in the CSEDM dataset, we cannot conduct this

evaluation and leave it for future work.

Methods for Comparison. Since exact student code prediction is a novel task, there are

no existing baselines that we can compare against. We thus compare among variants of

OKT to demonstrate that it is highly flexible and extensible. First, we test three different

existing binary-valued KT methods, DKT, DKVMN, and AKT, as the KE component; one

can apply any existing binary-valued KT method as the KE component that is suitable. As

a strong baseline, we also test a version of OKT without KE and use the question prompt

and code embeddings from the previous time step as additional input to the text-to-code

RG component. Second, we compare different alignment functions between the knowledge

and question prompt embedding spaces listed in Section 7.2.3. Third, we compare several

training settings, including pre-training the KE and RG components and using a multi-task

training objective by adding the binary-valued response correctness prediction loss to the

code generation loss in Eq. 7.2, following [7].

Experimental Setup. Following typical settings in the KT literature, our goal is to predict

the code a student submits to a question at the next time step t, xt+1, given their question

prompts and code submissions in all previous time steps, i.e., (p1,x1), . . . , (pt,xt). We

use two experimental settings in our experiments that capture different aspects of OKT:

First, we analyze only the first submission to each question, ignoring later attempts. In

this setting, knowledge states mostly capture a student’s overall mastery of programming

concepts. Second, we analyze all code submissions from each student, including multiple

consecutive attempts at the same question. In this setting, knowledge states capture not only

a student’s programming concept mastery but also their debugging skills. We choose not

to study only the final attempt since most students were able to submit correct code in the
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Table 7.1 : OKT results comparing different KT models as the KE component of OKT. AKT
slightly outperforms DKVMN while DKT performs best under both settings.

setting KT model CodeBLEU ↑ Dist-1 ↑ Test Loss ↓

first submission
DKT 0.690 0.422 0.178
AKT 0.581 0.401 0.193
DKVMN 0.580 0.388 0.196
None 0.518 0.426 0.215

all submissions
DKT 0.726 0.403 0.111
AKT 0.632 0.396 0.125
DKVMN 0.570 0.399 0.135
None 0.471 0.385 0.151

end. See Section B.2 of the Appendix for detailed experimental settings. Additionally, we

perform another experiment on predicting student code submissions to new questions that

are unseen during training; see Section 7.3.4 for details.

7.3.1 Quantitative Results

Table 7.1 shows the quantitative results evaluating OKT on the CSEDM dataset comparing

DKT, AKT, and DKVMN as the KE component, averaged over all students and time steps.

Overall, we observe that our initial OKT method performs reasonably well; as a reference,

the CodeBLEU value for the examples in Table 7.3 are 0.8 and 0.65, respectively. Using

existing binary-valued KT methods as the KE component significantly outperforms the

baseline that relies on a standard text-to-code generation pipeline without this component,

which suggests that KT is a key component in student-generated code prediction. Across

the two experimental settings, analyzing first submissions leads to higher test loss and

lower CodeBLEU score than analyzing all submissions, while performance on the Dist-1

metric does not vary much. These results can be explained by our observation that students

rarely make substantial changes to their code across different submissions, often making
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minor tweaks; therefore, predicting a later code submission given the previous submissions

becomes an easier task than predicting the first submission to a new question. Since

these metrics are computed over all questions, we break down OKT’s performance across

questions in Section B.3 of the Appendix; performance varies significantly across questions

(between 0.55 and 0.85 on CodeBLEU). This observation suggests that there is considerable

room for improvement on the task of exact student code prediction since they have many

nuanced variations, which we further illustrate in the qualitative experiments below.

We also see that using using DKT as the KE component of OKT significantly outperforms

using AKT and DKVMN on all metrics in both experimental settings, while using AKT

also outperforms DKVMN. These results suggest that DKT is more effective than AKT or

DKVMN as the KE component of OKT, which also reported in [412] for standard binary-

valued KT on programming exercises, likely because DKT relies on a simple and robust

LSTM model. In contrast, AKT and DKVMN have complicated model architectures and

may require further parameter tuning and/or more training data in the context of OKT;

typical binary-valued KT datasets are much larger in scale (up to ∼10M responses [55]).

Table 7.2 shows the quantitative results comparing different OKT designs and training

settings with DKT as the KE component on first submissions. First, we see that aligning

the knowledge state space with the prompt token embedding space with a learnable linear

function is the most effective (with p-value of 0.01 for CodeBLEU), although other alignment

functions are only slightly worse. Developing better alignment functions may further

improve performance, which we leave for future work. Second, we see that pre-training the

KE and RG components result in limited improvement in OKT’s performance. This result

suggests that there are significant differences between (i) the nature of the binary-valued

KT task and OKT’s exact code prediction task and (ii) code written by professionals and

by students who are still learning programming. Third, we see that a multi-task OKT
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Table 7.2 : Linearly combining knowledge states and the prompt token embeddings, pre-
training both KE and RG components, and using a multi-task loss lead to best OKT perfor-
mance.

CodeBLEU ↑ Dist-1 ↑ Test Loss ↓

Alignment

add 0.681 ± 0.003 0.423 ± 0.004 0.179 ± 0.006
average 0.680 ± 0.003 0.425 ± 0.003 0.179 ± 0.006
weight 0.684 ± 0.008 0.422 ± 0.004 0.182 ± 0.007
linear 0.696 ± 0.005 0.425 ± 0.004 0.178 ± 0.006

Pre-train LSTM yes 0.681 ± 0.003 0.423 ± 0.004 0.179 ± 0.006
no 0.678 ± 0.003 0.425 ± 0.002 0.180 ± 0.004

Pre-train GPT yes 0.702 ± 0.004 0.423 ± 0.003 0.174 ± 0.003
no 0.678 ± 0.005 0.415 ± 0.004 0.219 ± 0.006

Multi-task yes 0.706 ± 0.002 0.423 ± 0.002 0.362 ± 0.008
no 0.664 ± 0.019 0.426 ± 0.008 0.198 ± 0.009

training objective improves both code prediction performance and model robustness in our

experiments. (with p-value of 0.018) This result suggests that multi-task learning with

multiple objectives helps us learn better representations of the data, i.e., student knowledge

state representations, in OKT.

7.3.2 Interpreting Learned Knowledge States

We now use a case study to show that the knowledge state space learned by OKT captures

the variation in the content and structure of student code. Figure 7.2 visualizes the learned

knowledge states, projected to a 2-D space via t-SNE [331], for the following question:

Write a function in Java that implements the following logic: Your cell phone

rings. Return true if you should answer it. Normally you answer, except in the

morning you only answer if it is your mom calling. In all cases, if you are

asleep, you do not answer.

The right part of Figure 7.2 shows the knowledge states of all students when they respond
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Figure 7.2 : Visualization of latent student knowledge states (best viewed in color; each
color corresponds to one student) and corresponding actual code. Knowledge states reflect
the variation in student-generated code.

to this question, where each dot represents the submission at a time step (a student may have

multiple submissions at multiple time steps) and each color represents a student. We see

that there are distinct clusters in these knowledge states that correspond to different student

code. To further demonstrate this observation, we zoom in into two areas in the knowledge

state space, shown in the two small plots on the left part of Figure 7.2 together with the

corresponding actual student code submissions. We clearly see that the codes within each

cluster share similar structural and syntactic properties and that codes from different clusters

differ significantly. See Section B.4 for a case study on how OKT’s knowledge state space

captures student code revisions across multiple submissions. These results suggest that the

OKT-learned knowledge state space aligns with actual student code submissions.

In Figure 7.3, we compare the learned knowledge state space for OKT against that for

existing KT methods. We see that binary-valued DKT learns knowledge states that belong

to a few highly overlapping groups with little difference within each group. The KT method

in [213] that uses code embeddings only as input to binary-valued KT learns a slightly
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Figure 7.3 : Comparison of the knowledge state spaces learned by DKT (left), DKT with
code embeddings as input [213] (middle), and OKT (right). OKT learns a knowledge space
with distinct clusters that capture variations in actual student code.

more disentangled knowledge state space. In contrast, OKT’s knowledge state space is

highly informative with obvious clusters that correspond to actual student code. Overall,

these results demonstrate that the knowledge state space learned by OKT captures important

aspects of programming knowledge for each student. Therefore, OKT has potential in

student and instructor-facing tasks such as hint generation and predicting when a student

gets stuck and needs help. We can use OKT in a human-in-the-loop process for student

modeling: First, OKT can identify clusters among student responses in an unsupervised

way. Then, instructors and domain experts can supervise OKT by providing fine-grained

concept or error labels on these clusters to further interpret the latent knowledge state space.

7.3.3 Knowledge-aware Prediction of Students’ Code Submissions

We now use a case study to demonstrate OKT’s ability to predict student-submitted code.

Similar to most existing text-to-code models [129, 203], exact prediction of the actual

student code is very difficult. However, OKT can still be effective in capturing coding

styles and even predicting some error types with the help of the learned knowledge states.

Table 7.3 shows the predicted code vs. actual student code for two questions. For the top
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Table 7.3 : OKT generated code vs. actual student code for two questions (differences
highlighted in red boxes).

predicted code actual student code

example, we see that our generation model is able to predict the student’s code structure,

capturing their use of for loops (instead of another popular choice of while loops). In the

bottom example, we see that while code prediction for this question is less accurate than

for the first question, OKT can still capture the main logic and most important parts of the

student’s actual code. These examples show that OKT can capture both code structure and

knowledge gaps on programming concepts for individual students and even predict their

possible errors; this capability has much more potential for student and instructor support

than standard binary-valued KT methods.

7.3.4 Generalizing to Unseen Questions

One important limitation of binary-valued KT methods is that they cannot really generalize

to new questions; if a question is not present during training, these methods can only predict
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Table 7.4 : OKT’s generalization performance to new questions that are unseen during
training, using knowledge states from the previous time step, neighboring time steps, and
random values.

Method CodeBLEU ↑ Dist-1 ↑
Previous 0.484 0.431
Average 0.504 0.419
Random 0.328 0.452

a student’s probability of responding to it correctly using its concept labels (which are often

unavailable). On the contrary, OKT’s KR and RG components utilize exact question and

response content, enabling it to generalize to new questions and predict exact responses to

these questions and specific errors. We conduct a preliminary experiment to demonstrate

this advantage of OKT: we first remove one question from the dataset (say it occurs at

time step t for a student) and then predict the response to this question using the estimated

knowledge state ht. We explore two ways to estimate ht: i) averaging the knowledge states

from neighboring time steps, i.e., ht−1 and ht+1, and ii) using the knowledge state from the

previous time step, i.e., ht−1. As a baseline, we also use randomly generated knowledge

state vectors to predict the response.

Table 7.4 shows the average results over removing each question, using DKT on first

submissions. We use a smaller amount of epochs for this experiment (10 compared to

25 epochs from Table 7.1), which explains some of the significant drop in CodeBLEU

scores. Nevertheless, OKT still significantly outperforms the baseline approach with no

KE component, with averaging knowledge states from neighboring time steps slightly

outperforming using the previous time step. Figure 7.4 visualizes predicted code vs. actual

student code embeddings for an unseen question with an average CodeBLEU value of 0.538

over all students. Blue dots correspond to actual student responses and green dots represent

RG predicted responses in 2-D, while red dots correspond to pairs of predicted and actual
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Figure 7.4 : Visualization of actual student code (blue) compared to predicted code (green)
for a new question unseen during training. Code pairs that are close in the code embedding
space are connected (red).

code that are highly similar (76 out of 225). We clearly see that OKT is able to capture

the majority of student code variations on this new question from their responses to other

questions and left no parts of the code embedding space unaccounted for. OKT’s capability

of generalizing to new questions can potentially be used to provide feedback to teachers

plan homeworks, by predicting typical errors in programming questions that students in

their class may exhibit, before assigning them.

7.4 Related Work

Knowledge Tracing. Existing methods for binary-valued KT can be broadly grouped

by how they represent the student knowledge level variable, h, in Eq. 7.1. For example,

classic Bayesian knowledge tracing methods [153, 247, 391] treat student knowledge as
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a binary-valued latent variable. The KE and RP components are noisy binary channels,

resulting in excellent interpretability of the model parameters. Factor analysis-based methods

[37, 54, 253] use features and latent ability parameters to model student knowledge. The RP

component in these methods relies on item response theory models [330]. More recently,

deep learning-based KT methods [92, 244, 258, 300, 399] treat student knowledge as hidden

states in neural networks. The KE component often relies on variants of recurrent neural

networks [117], resulting in models that excel at future performance prediction but have

limited interpretability.

Student responses, i.e., x in Eq. 7.1, are almost always treated as a binary-valued

scalar indicating response correctness. Few methods characterize them as non-binary-

valued such as option tracing [93], which analyzes the exact option students select on

each multiple-choice question, and predict partial analysis [357]. Questions, i.e., q in

Eq. 7.1, are often one-hot encoded, either according to question IDs/concept tags, or in a

few cases, represented with graph neural networks using question-concept dependencies

[385]. Few existing works use exact question content for q. For example, [197, 352] use pre-

trained word embeddings such as word2vec [226] to encode questions in the RP component.

Specifically for programming questions, [351, 213, 412] use code representation techniques

such as ASTNN [398] and code2vec [5] to convert student code into vectors and use them

as input to the KE component.

Program Synthesis and Computer Science Education. Program synthesis from natural

language instructions [70] has attracted significant recent interest since pre-trained language

models [43] or language model architectures [191] have demonstrated their effectiveness on

hard tasks such as solving coding challenge problems [112]. These methods are pre-trained

on large datasets containing publicly available code on the internet, which is primarily
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written by skilled programmers. There is a line of existing work on analyzing student-

generated code, most noticeably using the Hour of Code dataset released by Code.org

[259, 305, 351], for tasks such as error analysis and automated feedback generation that are

meaningful in computer science education settings.

7.5 Discussions

Limitations. Being the first attempt at the task of predicting the exact content of open-

ended student responses, OKT has several obvious limitations. First, the ability to predict

variation in student responses depends on the fine-tuned language model’s ability to generate

correct responses given the question statement. Therefore, it is not clear whether OKT can

generalize to domains where language models have not been shown to be highly accurate at

generating correct open-ended responses. Second, OKT requires a large amount of student

coding data, which may limit its applicability to learning platforms in their early stages that

do not have a large number of student users. Third, the open-ended response generation

process is sequential and can be time-consuming, which may limit OKT’s ability to support

instructors and students in real-time in real-world computer science education scenarios.

Ethics statement. Our work should be seen as exploratory rather than a finished tool that

can readily be deployed in real-world computer science educational scenarios. Since OKT

requires training on a large amount of student-generated code, there is a need to system-

atically study any potential negative biases toward underrepresented student populations.

The effectiveness of exact open-ended response prediction in helping instructors adjust their

instruction and benefit students remains to be seen, which requires principled evaluation

using A/B testing.
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7.6 Conclusions and Future Work

In this work, we have proposed a framework for open-ended knowledge tracing (OKT) to

track student knowledge acquisition while predicting their full responses to open-ended

questions. We have demonstrated how OKT can be applied to the computer science education

domain, where we analyze students’ code submissions to programming questions. We

addressed the key technical challenge of integrating student knowledge representations

into code generation methods, e.g., text-to-code models based on fine-tuning GPT-2. Our

experiments on real-world computer science student data indicate that OKT has considerable

promise for tracking and predicting student mastery and performance.

There are many avenues for future work. First, we can use code standardization tech-

niques [279] to further pre-process student code using semantic equivalence. Second, we

can explore the applicability of OKT to other domains such as mathematics, where many

pre-trained models for mathematical problem solving have been developed [57, 113, 289]

and explore whether students consistently exhibit certain errors [334]. Third, we can develop

knowledge tracing models that capture more specific aspects of knowledge, i.e., debugging

skills, which is reflected in the change in student code across submissions to the same

question after receiving automated feedback generated by the compiler or test cases. Fourth,

we can further enhance the validity and interpretability of OKT by adding more human

supervision, such as adding an additional loss on the test case scores of generated code. We

can also use instructor- or expert-provided labels on student errors to make the latent knowl-

edge state space more informative. Finally, we can further evaluate our framework on tasks

relevant to instructor feedback, including compilation/runtime error category prediction and

test case outcome prediction; see Section B.5 in the Appendix for a detailed discussion.
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Chapter 8

VarFA: A Variational Factor Analysis Framework
For Efficient Bayesian Learning Analytics

8.1 Introduction

A core task for many practical educational systems is student modeling, i.e., estimating

students’ mastery level on a set of skills or knowledge components (KC) [335, 56]. Such

estimates allow in-depth understanding of students’ learning status and form the foundation

for automatic, intelligent learning interventions. For example, intelligent tutoring systems

(ITSs) [302, 99, 8, 240, 109, 269] rely on knowing the students’ skill levels in order to

effectively recommend individualized learning curriculum and improve students’ learning

outcomes. In the big data era, student modeling is usually formulated as an educational data

mining (EDM) problem [281, 15, 223] where an underlying machine learning (ML) model

estimates students’ skill mastery levels from students’ learning records, i.e., their answers to

assessment questions.

Many student modeling methods have been proposed in prior literature. A fruitful line of

research for student modeling follows the factor analysis (FA) approach. FA models usually

assume that an unknown, potentially multi-dimensional student parameter, in which each

dimension is associated with a certain skill, explains how a student answers questions and is

to be estimated. Popular and successful FA models include item response theory (IRT) [330],

multi-dimensional IRT [3], learning factor analysis (LFA) [37], performance factor analysis

(PFA) [253], DASH (short for difficulty, ability, and student history) [195, 232], DAS3H
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(short for difficulty, ability, skill and student skill history) [54], knowledge tracing machines

(KTM) [341], and so on. Recently, more complex student models based on deep neural

networks (DNN) have also been proposed [258, 399, 227]. Nevertheless, thanks to their

simplicity, effectiveness and robustness, FA models remain widely adopted and investigated

for practical EDM tasks. Moreover, there is evidence that simple FA models could even

outperform DNN models for student modeling in terms of predicting students’ answers [369].

Because of FA models’ competitive performance and its elegant mathematical form, we

focus on FA-based student models in this work.

Most of the aforementioned FA models compute a single point estimate of skill levels

for each student. Often, however, it is not enough to obtain mere point estimates of

students’ skill levels; knowing the model’s uncertainty in its estimation is crucial because

it potentially helps improve the model’s performance and improve both students’ and

instructors’ experience with educational systems. For example, in ITS, an underlying model

can use the uncertainty information in its estimation of students’ skill level to automatically

decide that its recommendations based on highly uncertain estimations are unreliable and

instead notify a human instructor to evaluate the students’ performance. This enables

collaboration between ITS and instructors to create a more effective learning environment.

In adaptive testing systems [39, 384], knowing the uncertainty in model’s estimation could

help the model intelligently pick the next test items to most effectively reduce its uncertainty

about estimated students’ skill levels. This will help to potentially reduce the number of

items needed to have a confident, accurate estimation of the students’ skill mastery level,

saving time for both students to take the test and instructors to have a good assessment of

the student’s skills.

All the above applications require the model to “know what it does not know,” i.e., to

quantify the uncertainty of its estimation. Achieving this does not necessary changes the
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model. rather, we need a different inference algorithm for inferring not only a point estimate

of student’s skill level from observed data (i.e., students’ answer records to questions) but

also uncertainty in the estimations.

Fortunately, there exist methods that both compute point estimates of students’ skill

levels and quantifies the uncertainty of those estimates. These methods usually follow

the Bayesian inference paradigm, where each student’s unknown skill levels are treated

as random variables drawn from a posterior distribution. Thus, one can use the credible

interval to quantify the model’s uncertainty on the student’s estimated skill level. A classical

method for Bayesian inference is Monte Carlo Markov Chain (MCMC) sampling [89] which

has been widely used in many other disciplines [94] other than EDM. In the context of

student modeling with FA models, existing works such as [175, 81, 248, 224] have applied

MCMC methods to obtain credible intervals.

Unfortunately, classic Bayesian inference methods suffer from extensive computational

complexity. For example, each computation step in MCMC involves a time-consuming

evaluation of the posterior distribution. Making matters worse, MCMC typically takes many

more steps to converge than non-Bayesian inference methods. As a concrete illustration,

in [175], the Bayesian inference method (10 minutes) is about 100 times slower than the

other non-Bayesian inference method based on stochastic gradient descent (6 seconds). The

high computational cost prevents Bayesian inference methods from mass-deployment in

large-scale, real-time educational systems where timely feedback is critical for learning [74]

and tens of thousands of data points need to be processed in seconds or less instead of

minutes or hours. It is thus highly desirable to accelerate Bayesian inference so that one

can quantify model’s uncertainty in its estimation as efficiently as non-Bayesian inference

methods.
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Contributions. In this work, we propose VarFA, a novel framework based on variational

inference (VI) to perform efficient, scalable Bayesian inference for FA models. The key

idea is to approximate the true posterior distribution, whose costly computation slows down

Bayesian inference, with a variational distribution. We will see in Section 8.3 that, with this

approximation, we turn Bayesian inference into an optimization problem where we can use

the same efficient inference algorithms as in non-Bayesian inference methods. Moreover,

the variational distribution is very flexible and we have full control specifying it, allowing us

to freely use the latest development in machine learning, e.g., deep neural networks (DNNs),

to design the variational distribution that closely approximates the true posterior. Thus, we

also regard our work as a first step in applying DNNs to FA models for student modeling,

achieving efficient Bayesian inference (enabled by DNNs) without losing interpretability

(brough by FA models). We demonstrate the efficacy of our framework on both synthetic and

real data sets, showcasing that VarFA substantially accelerates classic Bayesian inference

for FA models with no compromise on performance.

The remainder of this chapter is organized as follows. Section 8.2 introduces the problem

setup in FA and reviews the important FA models and their inference methods, in particular

Bayesian inference. Section 8.3 explains our VarFA framework in detail. Section 8.4

presents extensive experimental results that substantiate the claimed advantages of our

framework. Section 8.5 concludes this chapter and discusses possible extensions to VarFA.

8.2 Background and Related Work

We first set up the problem and review related work. Assume we have a data set Y ∈ RN×Q

organized in matrix format where N is the total number of students and Q is the number of

questions. This is a binary students’ answer record matrix where each entry yij represents

whether student i correctly answered question j. Usually, not all students answer all
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questions. Thus, Y contains missing values. We use {i, j} ∈ Ωobs to denote entries in Y ,

i.e., the i-th student’s answer record to the j-th question, that are observed.

We are interested in models capable of inferring each i-th student’s skill mastery level

that can accurately predict the student’s answers given the above data. These models are

often evaluated on the prediction accuracy and whether the inferred student skill mastery

levels are easily interpretable and educationally meaningful. We now review factor analysis

models (FA), one of the most widely adopted and successful methodologies for the student

modeling task.

8.2.1 Factor Analysis For Student Modeling

One of the earliest FA model for student modeling is based on the item response theory

(IRT) [330]. It usually has the following form

P(yij = 1) = σ(ci + µj) , (8.1)

which assumes that each student’s answer yij is independently Bernoulli distributed. The

above formula says that the students’ answers can be explained by an unknown scalar student

skill level factor ci for each student i and an unknown scalar question difficulty level factor µj

for each question j. σ(·) is a Sigmoid activation function, i.e., σ(x) = 1/(1+exp(−x)). The

multi-dimensional IRT model (MIRT) [3] extends IRT by using a multi-dimensional vector

to represent the student skill levels. More recently, [175] proposed sparse factor analysis

model (SPARFA) which extends MIRT by imposing additional assumptions, resulting in

improved interpretations of the inferred factors.

Other FA models seek to improve student modeling performance by cleverly incorporate

additional auxiliary information. For example, the additive factor model (AFM) [37] incor-
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porates students’ accumulative correct answers for a question and the skill tags associated

with each question:

P(yij = 1) = σ

(
ci +

κ∑
k=1

(
qkjβk + qkjρkbik

))
, (8.2)

where κ is the total number of skills in the data, bik is the i-th student’s total number of

correct answers for skill k and qkj ∈ {0, 1} indicates whether the skill k is associated with

question j. In particular, qkj’s form matrix Q ∈ RK×Q which is commonly known as the

Q-matrix in literature [322]. The unknown, to-be-inferred factors are βk, a scalar difficulty

factor for each skill k, and ρk, a scalar learning rate of skill k. The performance factor

model (PFM) [253] builds upon AFM that additionally incorporate the total number of a

student’s incorrect answers to questions associated with a skill. The instructor factor model

(IFM) [51] further builds on PFM to incorporate the prior knowledge of whether a student

has already mastered a skill. More recently, [341] introduces knowledge tracing machines

(KTM) that could flexibly incorporate a number of auxiliary information mentioned above,

thus generalizing AFM, PFM and IFM.

Another way to improve student modeling performance is to utilize the so-called memory,

i.e., using students’ historic action data over time. For example, [195, 232] proposed DASH

(short for difficulty, ability, and student history) that incorporates a student’s total number of

correct answers and total number of attempts for a question in a given time window

P(yij = 1) = σ

(
ci − µj +

W−1∑
w=0

(
θ2w+1log(1 + ρijw)

− θ2w+2log(1 + γijw)
)) (8.3)

where W is the length of the time windows (e.g., number of days), ρijw and γijw are the
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i-th student’s total number of correct answers and total number of attempts for question j at

time w, respectively. θ’s are parameters that captures the effect of correct answers and total

attempts. More recently, DAS3H [54] extends DASH to further include skill tags associated

with each question which essentially amounts to adding, within the last summation term in

Eq. 8.3, another summation over the number of skills.

A general formulation for FA models

Although the above FA models differ in their formulae, modeling assumptions and the

available auxiliary data used, we argue that the aforementioned FA models can be unified

into a canonical formulation below

P(yij = 1) = σ(c⊤i mj + µj) , (8.4)

where ci ∈ RK , mj ∈ RK and µj ∈ R are factors whose dimension, interpretations and

subscript indices depend on the specific instantiations of the FA model. To illustrate that

Eq. 8.4 subsumes the FA models mentioned above, we demonstrate, as examples, how to

turn SPARFA and AFM into the form in Eq. 8.4 and how to reinterpret the parameters in

the reformulation. The equivalence between Eq. 8.4 and the original SPARFA formula is

immediate and we can interpret the parameters in Eq. 8.4 as follows to recover SPARFA: K

is the number of latent skills that group the actual skill tags in the data set into meaningful

coarse clusters; ci represents the i-th student’s skill level on the latent skills; mj represents

the strength of association of the j-th question with the latent skills which is assumed to

be nonnegative and sparse for improved interpretation; and µj represents the difficulty of

question j. All three factors in SPARFA are assumed to be unknown.

Similarly, for AFM, we can perform the following change of variables and indices to
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obtain Eq. 8.4. We first change the indices mj to mij and µj to µi, and remove the index in ci

to c. Then, we simply set c = [β1, ..., βκ, ρ1, ..., ρκ]
⊤, mij = [q1j, ..., qκj, q1jbik, ..., qκjbiκ]

⊤

and µi = αi to obtain Eq. 8.4. We can interpret the parameters in the reformulation as

follows to recover AFM: κ = K/2 is the total number of skill tags in the data; c represents

the unknown skill information including skill difficulty and learning rate; mij summarizes

known auxiliary information for the i-th student and j-th question; µi represents the unknown

i-th student’s skill mastery level. Tthe other FA models can be cast into Eq. 8.4 in a similar

fashion. Note that, if the observed data Y is not binary but rather continuous or categorical,

we can simply use a Gaussian or categorical distribution for the observed data and change

the Sigmoid activation σ(·) to some other activation functions accordingly. In this way, we

still retain the general FA model in Eq. 8.4. We will use this canonical form to facilitate

discussions in the rest of this chapter.

8.2.2 Inference Methods for FA Models

We first introduce the inference objective and briefly review maximum log likelihood

estimation method. Then, we review existing works that uses Bayesian inference for FA

and highlight their high computational complexity, paving the way to VarFA, our proposed

efficient Bayesian inference framework based on variational inference.

The factors in Eq. 8.4 may contain known factors that need no inference. Therefore,

for convenience of notation, let [ν, θ, ψ] be a partition of the factors ci, mj and µj where

ν contains the unknown students’ skill level factors to be estimated, θ contains the re-

maining unknown factors and ψ contains the known factors. For example, for AFM,

ν = {µ1, ..., µN}, θ = c and ψ = {m11, ...,mNQ}. For SPARFA, ν = {c1, ..., cN},

θ = {m1, ...,mQ, µ1, ..., µQ} and ψ = ∅. Further, let the subscripts for these partitions

indicate the corresponding latent factors in FA; i.e., for SPARFA, θi = [mi, µi] and νi = ci.
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Since ψ summarizes known factors, we will omit it from the mathematical expositions in

the remainder of the chapter.

The inference objective in FA is then to obtain a good estimate of the unknown factors,

represented by θ and ν, with respect to some loss function L, usually the marginal data log

likelihood. There are two ways to infer the unknown factors.

Maximum Likelihood Estimation

The first way is through the maximum likelihood estimate (MLE) which obtains a point

estimate of the unknown factors

θ̂, ν̂ = argmin
θ,ν

(
−
∑

i,j∈Ωobs

log p(yij; θ, ν)

)
+ λR(θ, ν) . (8.5)

Recall that Ωobs indicates which student i has provided an answer to question j. R(θ, ν)

is a regularization term, e.g., ℓ2 regularization on the factors and λ is a hyper-parameter

that controls the strength of the regularization. Most of the works in FA use this method

of inference [37, 253, 51, 341, 54, 195, 232]. The advantage of MLE is that the above

optimization objective allows the use of fast inference algorithms, in particular stochastic

gradient descent (SGD) and its many variants, making the inference highly efficient.

Maximum A Posteriori Estimation

The second way is through maximum a posteriori (MAP) estimation through Bayesian

inference. This is the focus of our work. Recall that we wish to obtain not only a point

estimate but also credible interval, which MAP allows while MLE does not.

Bayesian inference methods treat the unknown parameters ν and θ as random variables

drawn from some distribution. We are thus interested in inferring the posterior distribution
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of ν and θ. Using the Bayes rule, we have that

p(ν|Y , θ) =
p(Y , ν, θ)

p(Y )
(8.6)

=
p(Y |ν, θ) p(ν) p(θ)∫∫
p(Y |ν, θ) p(ν) p(θ)dνdθ

. (8.7)

We can similarly derive the posterior for the other unknown factor θ, although in this work

we focus on Bayesian inference for the unknown student skill level parameter ν. In Eq. 8.6

to Eq. 8.7 we have applied standard Bayes rule. Note that, because ψ contains known

factors and thus does not enter the Bayes rule equation, we have omitted it from the above

equations. Once we estimate the posterior distribution for ν from data, we can obtain both

point estimates and credible intervals by respectively taking the mean and the standard

deviation of the posterior distributions. A number of prior works have proposed to use

Bayesian inference for factor analysis, mostly developed for the IRT model [82, 228]. More

recently, Bayesian methods are developed for more complex models. For example, [175]

proposed SPARFA-B, a specialized MCMC algorithm that accounts for SPARFA’s sparsity

and nonnegativity assumptions.

However, Bayesian inference suffers from high computational cost despite its desired

capability to quantify uncertainty. The challenge stems from the difficulty to evaluate the

denominator in the posterior distribution in Eq. 8.6 and 8.7 which involves an integration

over a potentially multi-dimensional variable. This term usually cannot be computed in close

form, thus we usually cannot get an analytical formula for the posterior distribution. Monte

Carlo Markov Chain (MCMC) method gets around this difficulty by using analytically

tractable proposal distributions to approximate the true posterior and sequentially updating

the proposal distribution in a manner reminiscent of gradient descent. MCMC methods

also enjoy the theoretical advantage that, when left running for long enough, the proposal
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distribution is guaranteed to converge to the true posterior distribution [89]. However,

in practice, it might take very long time for MCMC to converge to the point that running

MCMC is no longer practical when data set is very large. The high computational complexity

of MCMC is apparently impractical for educational applications where timely feedback is

of critical importance [74].

8.3 VarFA: A Variational Inference Factor Analysis Framework

We are ready to introduce VarFA, our variational inference (VI) factor analysis framework

for efficient Bayesian learning analytics. The core idea follows the variational principle, i.e.,

we use a parametric variational distribution to approximate the true posterior distribution.

VarFA is highly flexible and efficient, making it suitable for large scale Bayesian inference

for FA models in the context of educational data mining.

In this current work, we focus on obtaining credible interval for the student skill mastery

factor ν as a first step of VarFA because, recall from Section 8.1, this factor is often of more

practical interest than the other unknown factors. Therefore, currently VarFA is a hybrid

MAP and MLE inference method: we perform VI on the unknown student factor ν and

MLE on all other unknown factors θ. We consider this hybrid nature of VarFA in its current

formulation as a novel feature because classic MLE or MAP estimation are not capable of

performing Bayesian inference on a subset of the unknown factors. Extension to VarFA to

full Bayesian inference for all unknown factors is part of an ongoing research; see 8.5 for

more discussions.

8.3.1 VarFA Details

Now, we explain in detail how to apply variational inference for FA models for efficient

Bayesian inference. Because the posterior distribution is intractable to compute (recall
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Eq. 8.6 and 8.7 and the related discussion), we approximate the true posterior distribution

for ν with a parametric variational distribution

p(ν|Y , θ) ≈ qϕ(ν|Y ) =
N∏
i=1

qϕ(νi|yi) , (8.8)

where ϕ is a collection of learnable parameters that parametrize the variational distribution

and yi is all the answer records by student i. Notably, we have removed the dependency of

the variational distribution on ψ and θ so that the variational distribution is solely controlled

by the variational parameter ϕ. Thus, the design of the variational distribution is highly

flexible. All we need to do is to specify a class of distributions and design a function

parametrized by ϕ to output the parameters of qϕ. Common in prior literature is to use a

Gaussian with diagonal covariance for qϕ:

qϕ(ν|yi) = N (uj, diag(vj)) , (8.9)

where its mean and variance [u⊤
j ,v

⊤
j ]

⊤ = fϕ(yi). We can use arbitrarily complex functions

such as a deep neural network for fϕ as long as they are differentiable; more details in

Section 8.3.2. With the above approximation, Bayesian inference turns into an optimization

problem under the variational principle, where we now optimize a lower bound, known as

the evidence lower bound (ELBO) [21], of the marginal data log likelihood. We derive a

novel ELBO objective for variational inference applied to FA models in the EDM setting,

summarized in the proposition below.
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Proposition 1

In VarFA, the ELBO objective for an FA model in the form of Eq. 8.4 is

LELBO(ϕ, θ) =
∑

i,j∈Ωobs

(
−DKL[qϕ(νi|yi)∥p(νi)]

+ Eνi∼qϕ(νi|yi)[log pθj(yij|νi)]
) (8.10)

where DKL is the Kullback–Leibler (KL) divergence [208] between two distributions.

Proof 1 We start with the marginal data log likelihood which is the objective we want to

maximize and introduce the random variables νi’s:

log p(Y ) =
∑

i,j∈Ωobs

log pθj(yij)

=
∑

i,j∈Ωobs

log

∫
pθj(yij, νj) dνi

=
∑

i,j∈Ωobs

log

∫
qϕ(νi|yi)

pθj(yij, νj)

qϕ(νi|yi)
dνi

(i)

≥
∑

i,j∈Ωobs

Eνi∼qϕ(νi|yi)

[
log

pθj(yij, νj)

qϕ(νi|yi)

]
≥

∑
i,j∈Ωobs

−Eνi
[
log

qϕ(νi|yi)
p(νj)

]
+ Eνi

[
log pθj(yij|νj)

]
= LELBO(ϕ, θ)

where step (i) follows from Jensen’s inequality [133]. 2

The ELBO objective differs from those used in existing literature in that, in our case,

because the data matrix is only partially observed, the summation is only over {i, j} ∈ Ωobs,

i.e., the observed entries in the data matrix. In contrast, in prior literature, the summation in

the ELBO objective is over all all entries in the data matrix.
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We form the following optimization objective to estimate ϕ and θ:

θ̂, ϕ̂ = argmin
θ,ϕ

− LELBO(ϕ, θ) + λR(θ) , (8.11)

whereR(θ) is a regularization term. That is, we perform VI on the student factor ν and MLE

inference on the remaining factors θ. More explicitly, to perform VI on ν, we simply compute

the mean and standard deviation of qϕ using fϕ with the learnt variational parameters ϕ.

8.3.2 Why is VarFA efficient?

VarFA supports efficient stochastic optimization. By formulating Bayesian inference

as an optimization problem via the ELBO objective, VarFA allows efficient optimization

algorithms such as SGD, with a few additional tricks. In particular, we require all terms

in L(θ, ϕ) to be differentiable with respect to θ and ϕ which enable gradient computation

necessary for SGD. This requirement is easily satisfied with a few moderate assumptions.

Specifically, we let the variational distribution qϕ and the prior distribution p(νi) for each

i to be Gaussian (See Eq. 8.9; we use a standard Gaussian for the prior distribution p(νi),

i.e., p(νi) = N (0, I)) following existing literature [157, 276]. These two assumptions

are not particularly limiting especially given the vast number of successful applications

of VI that rely on the same assumptions [405, 218, 303, 61, 44, 115, 154]. Thanks to the

Gaussian assumption, for the first term in L(θ, ϕ), we can easily compute the KL divergence

term analytically in closed form. For the second term in L(θ, ϕ), we can use the so-called

reparametrization trick, i.e., νi = ui + vi ⊙ ϵ, where ϵ ∼ N (0, I), which allows a low

variance estimation of the gradient of the second term in L(θ, ϕ) with respect to ϕ. See

Section 2.3 in [157], Section 2.3 in [158] and Section 3 in [276] for more details on stochastic

gradient computation in VI. As a result, our framework can be efficiently implemented using
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a number of open source, automatic differentiation packages such as Tensorflow [1] and

PyTorch [252].

VarFA supports amortized inference. Classic Bayesian inference methods such as

MCMC infer each parameter νi for each student. As the number of students increases,

the number of parameters that MCMC needs to infer also increases, which may not be

scalable in large-scale data settings. In contrast, unlike classic Bayesian inference methods,

VI is amortized. It does not infer each parameter νi. Rather, it estimates a single set of

variational parameter ϕ responsible for inferring all νi’s. In this way, once we have trained

FA models using VarFA and obtain the variational parameter ϕ, we can easily infer νi by

simply computing qϕ, even for new students, without invoking any additional optimization

or inference procedures.

8.3.3 Dealing with missing entries

Note from Eq. 8.10 that the variational distribution qϕ for each νi is conditioned on yi ∈ RQ,

i.e., an entire row in Y . However, in practice, the data matrix Y is often only partially

observed, i.e., some students only answer a subset of questions. Then, yi’s will likely contain

missing values which computation cannot be performed on. To work around this issue, we

use “zero imputation”, a simple strategy that transforms the missing values to 0, following

prior work on applying VI in the context of recommender systems [192, 284, 291, 236] that

demonstrated the effectiveness of this strategy despite its simplicity. We note that there exist

more elaborate ways to deal with missing entries, such as designing specialized function fϕ

for the variational distribution [205, 97, 206]. We leave the investigation of more effectively

dealing with missing entries to future work.
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Figure 8.1 : Performance of the SPARFA-M, SPARFA-B, and VarFA algorithms on the
synthetic data set with different data sizes. Plots from left to right show comparison on
accuracy (ACC), area under curve (AUC) and F1 metrics, respectively. Higher is better for
all metrics. VarFA performs similarly to SPARFA-M and SPARFA-B.

8.3.4 Remarks

Applicability of VarFA. The VarFA framework is general and flexible and can be applied

to a wide array of FA models. The recipe for applying VarFA to an FA model of choice is as

follows: 1) formulate the FA model into the canonical formulation as in Eq. 8.4; 2) partition

the factors into student factor ν, the remaining unknown factors θ and known factors ψ; 3)

perform VI on ν and MLE estimation on θ, following Section. 8.3.1.

Relation to variational auto-encoders. Our proposed framework can be regarded as a

standard variational auto-encoder (VAE) but with the decoder implemented not as a neural

network but by the FA model. Because the decoder is constraint to a FA model, it is more

interpretable than a neural network.

Relation to other efficient Bayesian factor analysis methods. We acknowledge that VI

applied to general FA models have been proposed in existing literature [91, 404]. However,

to our knowledge, little prior work have applied VI to educational FA models nor investigated

its effectiveness. One concurrent work applied VI to IRT [373]. Our VarFA framework

applies generally to a number of other FA models by following the recipe in the preceding

paragraph, including IRT. Thus, our work complements existing literature in providing
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promising results in applying VI for FA models in the context of educational data mining.

8.4 Experiments

We demonstrate the efficacy of VarFA variational inference framework using the sparse

factor analysis model (SPARFA) as the underlying FA model. This choice of SPARFA as the

FA model to investigate is motivated by its mathematical generality: it assumes no auxiliary

information is available and all three factors ci’s, mj’s and µj’s need to be estimated, which

makes the inference problem more challenging. [175] provides two inference algorithms

including SPARFA-M (based on MLE) and SPARFA-B (based on MAP).

We conduct experiments on both synthetic and real data sets. Using synthetic data sets,

we compare VarFA to both SPARFA-M and SPARFA-B. We demonstrate that 1) VarFA

predicts students’ answers as accurately as SPARFA-M and SPARFA-B; 2) VarFA is almost

100× faster than SPARFA-B. Using real data sets, we compare VarFA to SPARFA-M. We

demonstrate that 1) VarFA predicts students’ answers more accurately than SPARFA-M; 2)

VarFA can output the same insights as SPARFA-M, including point estimate of students’

skill levels and questions’ associations with skill tags; 3) VarFA can additionally output

meaningful uncertainty quantification for student skill levels, which SPARFA-M is incapable

of, without sacrifice to computational efficiency. Note that SPARFA-B can also compute

uncertainty for small data sets but fails for large data sets due to scalability issues and thus

we do not compare to SPARFA-B for real data sets.

Specifically for SPARFA, using the notation convention in Section 8.2.2, the question-

skill association factors mj’s and the question difficulty factors µj are collected in

θ = {m1, ...,mQ, µ1, ..., µQ}. The student skill level factors cj’s are collected in

ν = {c1, ..., cN}. Because the factors mj’s are unknown, the “skills” in SPARFA are

latent (referred to as “latent skills” in subsequent discussions) and are not attached to any
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Figure 8.2 : Training run time comparing VarFA, SPARFA-M, and SPARFA-B on synthetic
data sets of varying sizes. VarFA performs approximate Bayesian inference almost 100x
faster than SPARFA-B and is close to the run time of SPARFA-M. Thus, VarFA enables
practical and scalable Bayesian inference for very large data sets.

specific interpretation. However, as we will see in Section 8.4.2, assuming the skill tags

are available as auxiliary information, we can associate the estimated latent skills with the

provided skills tags using the same approach proposed in [175]. For the regularization term

in Eq. 8.11, because the factors mj’s are assumed to be sparse and nonnegative, we use ℓ1

regularization for mj’s. When performing MLE for mj’s, we use the proximal gradient

algorithm for optimization problem with nonnegative and sparsity requirements; see Section

3.2 in [175] for more details. For the other unknown factor µj’s in θ, we apply standard ℓ2

regularization.

8.4.1 Synthetic Data Experiments

Setup

Data set generation. We generate data set according to the canonical FA model specified

in Eq. 8.4, taking into consideration the additional sparsity and nonnegativity assumptions
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Table 8.1 : Summary statistics of pre-processed real data sets.

data set #students #questions %observed
assistment 392 747 12.93%
algebra 697 782 13.02%
bridge 913 1242 11.42%

in SPARFA. Specifically, We sample the factors µj’s and ci’s from i.i.d. standard isotropic

Gaussian distributions with variance 1 (or identity matrix for ci’s) and mean sampled from a

uniform distribution in range [−1, 1]. To simulate sparse and nonnegative factors mj’s, we

first sample an auxiliary variable skj
i.i.d.∼ Bernoulli(π), where π controls the sparsity, and

then sample mkj
i.i.d.∼ Exponential(1) when skj = 1 or setting mkj = 0 when skj = 0 for

each j and k. In all synthetic data experiments, we use π = 0.3 and set the true number of

latent skills to K = 5.

Experimental settings. We vary the size of the data set and use 5 different data matrix

sizes: 100×50, 300×50, 500×50, 700×50 and 900×50. We select a data missing rate of

50%, i.e., we randomly choose 50% of all entries in the data matrix as training set and

the rest as test set. Experimental results for each of the above data sizes are averaged over

5 runs where we randomize over the train/test data split. We train SPARFA with both

SPARFA-M and VarFA using the Adam optimizer [156] with learning rate = 0.05 for 100

epochs. Regularization hyper-parameters are chosen by grid search for each experiment.

For VarFA, we use a simple 3-layer neural network for the function fϕ in the variational

distribution. We use the hyper-parameter settings for SPARFA-B following Section 4.2

in [175].
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Evaluation metrics. We evaluate the inference algorithms on their ability to recover

(predict) the missing entries in the data matrix given the observed entries. We term this

criterion “student answer prediction”. Since our data matrix is binary, using prediction

accuracy (ACC) alone does not accurately reflect the performance of the inference algorithms

under comparison. Thus, we use area under the receiver operating characteristic curve (AUC)

and F1 score in addition to ACC, as standard in evaluating binary predictions [107].

Results

Fig. 8.1 shows bar plots that compare the student answer prediction performance of VarFA

with SPARFA-M and SPARFA-B on all three evaluation metrics. We can observe that all

three methods perform similarly and that SPARFA-M and SPARFA-B show no statistically

significant advantage over VarFA. We further showcase VarFA’s scalability by comparing

its training run-time with SPARFA-M and SPARFA-B. The results are shown in Fig. 8.2.

VarFA is significantly faster than SPARFA-B and is almost as fast as SPARFA-M.

In summary, with VarFA, we obtain posteriors that allow uncertainty quantification

with roughly the same computation complexity of computing point estimates and without

compromising prediction performance.

8.4.2 Real Data Experiments

Setup

Data sets and pre-processing steps. We perform experiments on three large-scale,

publicly available, real educational data sets including ASSISTments 2009-2010 (As-

sistment) [109], Algebra I 2006-2007 (algebra) [310] and Bridge to Algebra 2006-2007

(bridge) [311]. The details of the data sets, including data format and data collection

procedure can be found in the preceding references. We remove students and questions
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that have too few answer records from the data sets to reduce the sparsity of the data sets.

Specifically, we keep students and questions that have no less than 30, 35 and 40 answer

records for Assistment, Algebra and Bridge data sets, respectively. In each data set, each

student may provide more than one answer record for each question. Therefore, we also

remove student-question answer records except for the first one. Table 8.1 presents the

summary statistics of the resulting pre-processed data matrix for each data set.

Experimental settings and evaluation metrics. Optimizer, learning rate, number of

epochs, neural network architecture and evaluation metrics are the same as in synthetic data

experiments. For real data sets, we use 8 latent skills instead of 5. Other choices of the

number of latent skills might result in better performance. However, since we are comparing

different inference algorithms for the same model, it is a fair to compare the inference

algorithms on the same model with the same number of latent dimensions. We use a 80:20

data split, i.e., we randomly sample 80% and 20% of the observed entries in each data set,

without replacement, as training and test sets, respectively. Regularization hyper-parameters

are selected by grid search and are different for each data set. We only compare VarFA with

SPARFA-M because SPARFA-B does not scale to such large data sets.

Results: Performance Comparison

Table 8.2 shows the average performance on the test set of each data set comparing VarFA and

SPARFA-M for all three data sets and additionally run time. We can see that VarFA achieves

slightly better student answer prediction on most data sets and on most metrics. Interestingly,

recall that, in the preceding synthetic data set experiment, SPARFA-M performed better

than VarFA most of the time. A possible explanation is that, for synthetic data sets, the

underlying data generation process matches the SPARFA model, whereas for real data
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Table 8.2 : Student answer prediction erformance comapring VarFA to SPARFA-M on
Assistment, Algebra and Bridge data sets. ↑ and ↓ denote higher and lower is better,
respectively. VarFA performs better than SPARFA-M on all three data sets and evaluation
metrics most of the time. Additionally, VarFA’s run time is very close to SPARFA-M.

(a) Assistment

Metric Algorithm

SPARFA-M VarFA

ACC ↑ 0.7074±0.0044 0.7101±0.0048
AUC ↑ 0.756±0.048 0.7635±0.0036
F1 ↑ 0.7746±0.0029 0.7765±0.0014
Run time (s) ↓ 5.3319±0.2774 6.9167±0.1074

(b) Algebra

Metric Algorithm

SPARFA-M VarFA

ACC ↑ 0.7735±0.0037 0.7774±0.0031
AUC ↑ 0.8137±0.003 0.8245±0.002
F1 ↑ 0.8465±0.0021 0.8486±0.001
Run time (s) ↓ 8.464±0.4568 10.3335±0.4435

(c) Bridge

Metric Algorithm

SPARFA-M VarFA

ACC ↑ 0.8492±0.0016 0.8468±0.0016
AUC ↑ 0.837±0.0024 0.8419±0.0028
F1 ↑ 0.9121±0.0005 0.912±0.0009
Run time (s) ↓ 15.6048±0.7314 15.8558±1.046

sets, the underlying data generation process is unknown. VarFA’s better performance than

SPARFA-M for real data sets implies that VarFA is more robust to the unknown underlying

data generation process. As a result, VarFA may be more applicable than SPARFA-M in

real-world situations.

Table 8.2 also shows the run time comparison between VarFA and SPARFA-M; see the

last row in each sub-table. We see that both inference algorithms have very similar run time,
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(a) 3rd latent concept (b) 4th latent concept (c) 7th latent concept

Figure 8.3 : Violin plot showing the mean and standard deviation of the estimated skill
mastery levels on 10 selected students on the 3rd, 4th and 7th latent skills that VarFA
computes. In each sub-figure, bottom and top axises respectively shows student IDs and top
axis shows the number of questions each student answered. The more questions a student
answers, the tighter the credible interval. (Best viewed in color.)

showing that VarFA is applicable for very large data sets. Notably, VarFA achieves this

efficiency while also performing Bayesian inference on the student knowledge level factor.

Results: Bayesian Inference With VarFA

We now illustrate VarFA’s capability of outputting credible intervals using the Assistment

data set. Fig. 8.3 presents violin plots that show the sampled student latent skill levels for a

random subset of 10 students. Plots 8.3a, 8.3b and 8.3c shows the inferred students ability

for the 3rd, 4th and 7th latent skill dimension. In each plot, the bottom axis shows the student

ID and the top axis shows the total number of questions answered by the corresponding

student. For each student, the horizontal width of the violin represents the density of the

samples; the skinnier the violin, the more widespread the samples are, implying the model’s

less certainty on its estimations.

Results in Fig. 8.3 confirms our intuition that the more questions a student answers, the

more certain the model is about its estimation. For example, students with ID 106, 110 and

389 answered 222, 181 and 149 questions, respectively, and the credible intervals of their
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Table 8.3 : Illustration of the estimated latent skills with the their top 3 most strongly
associated skill tags in the Assistment data set. The percentage in the parenthesis shows the
association probability (summed to 1 for each latent skill). We see that the tagged skills
associated with each estimated latent skill form intuitive and interpretable groups.

Latent Skill 1 Latent Skill 3

Division Fractions (29.1%)
Least Common Multiple (18.1%)
Write Linear Equation from Ordered Pairs (17.8%)

Conversion of Fraction Decimals Percents (7.3%)
Addition and Subtraction Positive Decimals (6.8%)
Probability of a Single Event (5.7%)

Latent Skill 4 Latent Skill 7

Pattern Finding (17.4%)
Histogram as Table or Graph (11.3%)
Percent Of (10.5%)

Volume Sphere (13.4%)
Volume Cylinder (10.4%)
Surface Area Rectangular Prism (10.2%)

ability estimation is quite small. In contrast, students with ID 27, 49 and 65 answered far

less questions and the credible intervals of their ability estimation is quite large. This result

implies that VarFA outputs sensible and interpretable credible intervals. As mentioned in

Section 8.1, such uncertainty quantification may benefit a number of educational applications

such as improving adaptive testing algorithms. Note that VarFA is able to compute such

credible interval as fast as SPARFA-M, making VarFA potentially useful for even real-time

educational systems. In contrast, SPARFA-M is not capable of computing credible intervals.

Although we may still obtain confidence interval as uncertainty quantification with SPARFA-

M via bootstrapping, i.e., train with SPARFA-M multiple times with random subsets of the

data set and then use the point estimates from different random runs to compute confidence

intervals. However, this method suffers from two immediate drawbacks: 1) it is slow because

we need to run the model multiple times and 2) different runs result in permutation in the

estimated factors and thus the averaged estimations loss meaning. Given that VarFA is as

efficient as SPARFA-M and the previous drawbacks of SPARFA-M, we recommend VarFA

over bootstrapping with SPARFA-M for quantifying model’s uncertainty in practice.
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Figure 8.4 : Comparison between the estimated skill mastery levels using VarFA’s predictions
and using empirical observations for student with ID 110. Even though the two curves show
different numeric values, they nevertheless demonstrate similar trends, showing that the
predictions reasonably match our intuition about student’s skill mastery levels.

Results: Post-Processing for Improved Interpretability

SPARFA assumes that each student factor νi identifies a multi-dimensional skill level on a

number of “latent” skills (recall that we use 8 latent skills in our experiments). As mentioned

earlier, these latent skills are not interpretable without the aid of additional information.

To improve interpretability, [175] proposed that, when the skill tags for each question is

available in the data set, we can associate each latent skill with skill tags via a simple matrix

factorization. Then, we can compute each students’ mastery levels on the actual skill tags.

We refer readers to Sections 5.1 and 5.2 in [175] for more technical details. Although the

above method to improve interpretability has already been proposed, [175] only presented

results on private data sets, whereas here we presents results on publicly available data set

with code, making our results more transparent and reproducible.

We again use the Assistment data set for illustration. We compute the association of

skill tags in the data set with each of the latent skills and show 4 of the latent skills with

their top 3 most strongly associated skill tags. We can see that each latent skill roughly

identify the same group of skill tags. For example, latent skill 4 clusters skill tags on
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statistics and probability while latent skill 7 clusters skill tags on geometry. Thus, by simple

post-processing, we obtain an interpretation of the latent skills by associating them with

known skill tags in the data.

We can similarly obtain VarFA’s estimations of the students’ mastery levels on each skill

tags through the above process. In Fig. 8.4, we compare the predicted mastery level for each

skill tag (only for the questions this student answered) with the percent of correct answers

for that skill tag. Blue curve shows the empirical student’s mastery level on a skill tag by

computing the percentage of correctly answered questions belonging to a particular skill

tag. Orange curve shows VarFA’s estimated student mastery level on a skill tag, normalized

to range [0, 1]. We can see that, when the student gave more correct answers to questions

of a particular skill tag, such as skill tag ID 2, 10, 14 and 30, VarFA also predicts a higher

ability score for these skill tags. When the student gave more incorrect answers to questions

of a particular skill tag, such as skill tag ID 0, 4 and 27, VarFA also predicts a lower ability

score for those skill tags. Although the correspondence is not perfect, VarFA’s predicted

student’s mastery levels match our intuition about student’s abilities (using the observed

correct answer ratio as an empirical estimate) reasonably well. Thus, by post-processing,

we can interpret VarFA’s estimated students’ latent skill mastery levels using the easily

understandable skill tags.

8.5 Conclusions and Future Work

We have presented VarFA, a variational inference factor analysis framework to perform

efficient Bayesian inference for learning analytics. VarFA is general and can be applied to a

wide array of FA models. We have demonstrated the effectiveness of our VarFA using the

sparse factor analysis (SPARFA) model as a case study. We have shown that VarFA can

very efficiently output interpretable, educationally meaningful information, in particular
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credible intervals, much faster than classic Bayesian inference methods. Thus, VarFA has

potential application in many educational data mining scenarios where efficient credible

interval computation is desired, i.e., in adaptive testing and adaptive learning systems. We

have also provided open-source code to reproduce our results and facilitate further research

efforts.

We outline three possible future research directions and extensions. First, VarFA cur-

rently performs Bayesian inference on the student skill mastery level factor. We are working

on extending the framework to perform full Bayesian inference for all unknown factors.

Extensions to some models such as IRT is straightforward, as studied in [373], because all

factors can be reasonably assumed to be Gaussian. However, some other models involve

additional modeling assumptions, making it challenging to design distributions that satisfy

these assumptions. For example, in SPARFA, one of the factors is assumed to be nonnegative

and sparse [175]. No standard distribution fulfills these requirements. We are exploring mix-

ture distributions, in particular spike and slab models [128] for Bayesian variable selection,

and methods to combine them with variational inference, following [324, 325].

Second, other methods exist that accelerate classic Bayesian inference. Recent works in

large-scale Bayesian inference proposed approximate MCMC methods that scale to large

data sets [402, 207, 309]. Some of these methods apply variational inference to perform

the approximation [67, 103]. We are investigating extending VarFA to support approximate

MCMC methods.

Finally, the goal of VarFA is to improve real-world educational systems and ultimately

improve learning. Therefore, it is necessary to evaluate VarFA beyond synthetic and

benchmark data sets. We plan to integrate VarFA into an existing educational system and

conduct a case study where students interact with the system in real-time to understand the

VarFA’s educational implications in the wild.
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Chapter 9

A Max-Affine Spline Perspective of
Recurrent Neural Networks

9.1 Introduction

Recurrent neural networks (RNNs) are a powerful class of models for processing sequential

inputs and a basic building block for more advanced models that have found success in

challenging problems involving sequential data, including sequence classification (e.g.,

sentiment analysis [308] , sequence generation (e.g., machine translation [12]), speech

recognition [100], and image captioning [212]. Despite their success, however, our un-

derstanding of how RNNs work remains limited. For instance, an attractive theoretical

result is the universal approximation property that states that an RNN can approximate an

arbitrary function [290, 304, 104]. These classical theoretical results have been obtained

primarily from the dynamical system [304, 290] and measure theory [104] perspectives.

These theories provide approximation error bounds but unfortunately limited guidance on

applying RNNs and understanding their performance and behavior in practice.

In this work, we provide a new angle for understanding RNNs using max-affine spline

operators (MASOs) [210, 105] from approximation theory. The piecewise affine approxima-

tions made by compositions of MASOs provide a new and useful framework to study neural

networks. For example, [17] have provided a detailed analysis in the context of feedforward

networks. Here, we go one step further and find new insights and interpretations from the

MASO perspective for RNNs. We will see that the input space partitioning and matched
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filtering links developed in [17] extend to RNNs and yield interesting insights into their

inner workings. Moreover, the MASO formulation of RNNs enables us to theoretically

justify the use of a random initial hidden state to improve RNN performance.

For concreteness, we focus our analysis on a specific class of simple RNNs [77] with

piecewise affine and convex nonlinearities such as the ReLU [95]. RNNs with such non-

linearities have recently gained considerable attention due to their ability to combat the

exploding gradient problem; with proper initialization [179, 320] and clever parametrization

of the recurrent weight [10, 372, 142, 125, 225, 110], these RNNs achieve performance on

par with more complex ones such as LSTMs. Below is a summary of our key contributions.

Contribution 1. We prove that an RNN with piecewise affine and convex nonlinearities

can be rewritten as a composition of MASOs, making it a piecewise affine spline operator

with an elegant analytical form (Section 9.3).

Contribution 2. We leverage the partitioning of piecewise affine spline operators to

analyze the input space partitioning that an RNN implicitly performs. We show that an

RNN calculates a new, high-dimensional representation (the partition code) of the input

sequence that captures informative underlying characteristics of the input. We also provide

a new perspective on RNN dynamics by visualizing the evolution of the RNN input space

partitioning through time (Section 9.4).

Contribution 3. We show the piecewise affine mapping in an RNN associated with

a given input sequence corresponds to an input-dependent template, from which we can

interpret the RNN as performing greedy template matching (matched filtering) at every

RNN cell (Section 9.5).

Contribution 4. We rigorously prove that using a random (rather than zero) initial

hidden state in an RNN corresponds to an explicit regularizer that can mollify exploding

gradients. We show empirically that such a regularization improves RNN performance (to
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Figure 9.1 : Visualization of an RNN that highlights a cell (purple), a layer (red) and the
initial hidden state of each layer (green). (Best viewed in color.)

state-of-the-art) on four datasets of different modalities (Section 9.6).

9.2 Background

Recurrent Neural Networks (RNNs). A simple RNN unit [77] per layer ℓ and time step t,

referred to as a “cell,” performs the following recursive computation

h(ℓ,t) = σ
(
W (ℓ)h(ℓ−1,t) +W (ℓ)

r h(ℓ,t−1) + b(ℓ)
)
, (9.1)

where h(ℓ,t) is the hidden state at layer ℓ and time step t, h(0,t) := x(t) which is the input

sequence, σ is an activation function and W (ℓ),W
(ℓ)
r , and b(ℓ) are time-invariant parameters

at layer ℓ. h(ℓ,0) is the initial hidden state at layer ℓ which needs to be set to some value

beforehand to start the RNN recursive computation. Unrolling the RNN through time gives

an intuitive view of the RNN dynamics, which we visualize in Figure 9.1. The output of the

overall RNN is typically an affine transformation of the hidden state of the last layer L at

time step t

z(t) = Wh(L,t) + b . (9.2)
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In the special case where the RNN has only one output at the end of processing the entire

input sequence, the RNN output is an affine transformation of the hidden state at the last

time step, i.e., z(T ) = Wh(L,T ) + b.

Max-Affine Spline Operators (MASOs). A max-affine spline operator (MASO)

is piecewise affine and convex with respect to each output dimension k = 1, . . . , K. It

is defined as a parametric function S : RD → RK with parameters A ∈ RK×R×D and

B ∈ RK×R . A MASO leverages K independent max-affine splines [210], each with R

partition regions. Its output for output dimension k is produced via

[y]k = [S(x)]k = max
r=1,...,R

{
⟨[A]k,r,· , x⟩+ [B]k,r

}
, (9.3)

where x ∈ RD and y ∈ RK are dummy variables that respectively denote the input and

output of the MASO S and ⟨·, ·⟩ denotes inner product. The three subscripts of the “slope”

parameter [A]k,r,d correspond to output k, partition region r, and input signal index d. The

two subscripts of the “bias” parameter [B]k,r correspond to output k and partition region r.

We highlight two important and interrelated MASO properties relevant to the discussions

throughout the work. First, a MASO performs implicit input space partitioning, which is

made explicit by rewriting (9.3) as

[y]k =
R∑
r=1

[Q]k,r(⟨[A]k,r,· , x⟩+ [B]k,r) , (9.4)

where Q ∈ RK×R is a partition selection matrix1 calculated as

[Q]k,r = 1(r = [r∗]k) , where [r∗]k = argmax
r=1,··· ,R

⟨[A]k,r,· , x⟩+ [B]k,r . (9.5)

1Prior work denotes the partition selection matrix as T . But in the context of RNNs, T usually denotes the
length of the input sequence. Thus we denote this matrix as Q in this work to avoid notation conflicts.
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Namely, Q containsK stacked one-hot row vectors, each of which selects the [r∗]thk partition

of the input space that maximizes (9.4) for output dimension k. As a consequence, knowing

Q is equivalent to knowing the partition of an input x that the MASO implicitly computes.

We will use this property in Section 9.4 to provide new insights into RNN dynamics.

Second, given the partition r∗ that an input belongs to, as determined by (9.5), the output

of the MASO of dimension k from (9.3) reduces to a simple affine transformation of the

input

[y]k = [A]k,·x+ [B]k , where [A]k,· = [A]k,[r∗]k and [B]k,· = [B]k,[r∗]k . (9.6)

Here, the selected affine parameters A ∈ RK×D and B ∈ RK are specific to the input’s

partition region [r∗]k , which are simply the [r∗]thk slice and [r∗]thk column of A and B,

respectively, for output dimension k. We emphasize that A and B are input-dependent;

different inputs x induce different A and B.2 We will use this property in Section 9.5 to link

RNNs to matched filterbanks.

9.3 RNNs as Piecewise Affine Spline Operators

We now leverage the MASO framework to rewrite, interpret, and analyze RNNs. We

focus on RNNs with piecewise affine and convex nonlinearities in order to derive rigorous

analytical results. The analysis of RNNs with other nonlinearities is left for future work.

We first derive the MASO formula for an RNN cell (9.1) and then extend to one layer

of a time-unrolled RNN and finally to a multi-layer, time-unrolled RNN. Let z(ℓ,t) =[
h(ℓ−1,t)⊤ ,h(ℓ,t−1)⊤

]⊤ be the input to an RNN cell that is the concatenation of the current

2The notation for the affine spline parameters A and B in [17, 16] are A[x] and B[x], respectively, in
order to highlight their input dependency. In this work, we drop the input dependency when writing these
affine parameters to simplify the notation, and we use brackets to exclusively denote indexing or concatenation.
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input h(ℓ−1,t) and the previous hidden state h(ℓ,t−1). Then we have the following result,

which is a straightforward extension of Proposition 4 in [17].

Proposition 2

An RNN cell of the form (9.1) is a MASO with

h(ℓ,t) =A(ℓ,t)z(ℓ,t) +B(ℓ,t) , (9.7)

whereA(ℓ,t) = A
(ℓ,t)
σ [W (ℓ),W

(ℓ)
r ] andB(t) = A

(ℓ,t)
σ b(ℓ) are the affine parameters andA(ℓ,t)

σ is

the affine parameter corresponding to the piecewise affine and convex nonlinearity σ(·)that

depends on the cell input z(ℓ,t).

We now derive an explicit affine formula for a time-unrolled RNN at layer ℓ. Let

h(ℓ−1) =
[
h(ℓ−1,1)⊤ , · · · ,h(ℓ−1,T )⊤

]⊤ be the entire input sequence to the RNN at layer ℓ,

and let h(ℓ) =
[
h(ℓ,1)⊤ , · · · ,h(ℓ,T )⊤

]⊤ be all the hidden states that are output at layer ℓ. After

some algebra and simplification, we arrive at the following result.

Theorem 1

The ℓth layer of an RNN is a piecewise affine spline operator defined as


h(ℓ,T )

...

h(ℓ,1)

 =


A(ℓ)
T :T . . .A

(ℓ)
1:T

... . . . ...

0 . . . A(ℓ)
1:1


︸ ︷︷ ︸

upper triangular


A

(ℓ,T )
σ W (ℓ) . . . 0

... . . . ...

0 . . . A
(ℓ,1)
σ W (ℓ)


︸ ︷︷ ︸

diagonal


h(ℓ−1,T )

...

h(ℓ−1,1)



+


1∑

t=T

A(ℓ)
t:TB

(ℓ,t)
+A(ℓ)

0:Th
(ℓ,0)

...

A(ℓ)
1:1B

(ℓ,t)
+A(ℓ)

0:1h
(ℓ,0)

 = A
(ℓ)
RNNh

(ℓ−1) +B
(ℓ)
RNN , (9.8)
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where A(ℓ)
t:T ′ =

(∏t+1
s=T ′ A

(ℓ,s)
σ W

(ℓ)
r

)
for t < T ′ and identity otherwise,3 h(ℓ,0) is the initial

hidden state of the RNN at layer ℓ, and A(ℓ)
RNN and B(ℓ)

RNN are affine parameters that depend

on the layer input h(ℓ−1) and the initial hidden state h(ℓ,0).

We present the proof for Theorem 1 in Appendix C.7. The key point here is that, by lever-

aging MASOs, we can represent the time-unrolled RNN as a simple affine transformation

of the entire input sequence (9.8). Note that this affine transformation changes depending

on the partition region in which the input belongs (recall (9.4) and (9.5)). Note also that

the initial hidden state affects the layer output by influencing the affine parameters and

contributing a bias term A
(ℓ)
0:th

(ℓ,0) to the bias parameter B(ℓ)
RNN. We study the impact of the

initial hidden state in more detail in Section 9.6.

We are now ready to generalize the above result to multi-layer RNNs. Let

x =
[
x(1)⊤ , · · · ,x(T )⊤

]⊤ be the input sequence to a multi-layer RNN, and let z =[
z(1)⊤ , · · · , z(T )⊤

]⊤ be the output sequence. We state the following result for the over-

all mapping of a multi-layer RNN.

Theorem 2

The output of an L-layer RNN is a piecewise affine spline operator defined as

z =W
(
h(L)

)
+ b =W (ARNNx+BRNN) + b , (9.9)

where ARNN =
∏1

ℓ=LA
(ℓ)
RNN and BRNN =

∑L
ℓ=1

(∏L−1
ℓ′=ℓ A

(ℓ′)
RNN

)
B

(ℓ)
RNN are the affine param-

eters of the L-layer RNN.W and b are parameters of the fully connected output layer, where

W = [W ,W , . . . ,W ] when the RNN outputs at every time step andW = [W , 0, . . . , 0]

when the RNN outputs only at the last time step.

3In our context,
∏n

i=m ai := am · am−1 · · · an+1 · an for m > n as opposed to the empty product.
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Theorem 2 shows that, using MASOs, we have a simple, elegant, and closed-form

formula showing that the output of an RNN is computed locally via very simple functions.

This result is proved by recursively applying the proof for Theorem 1.

The affine mapping formula (9.9) opens many doors for RNN analyses, because we can

shed light on RNNs by applying established matrix results. In the next sections, we provide

three analyses that follow this programme. First, we show that RNNs partition the input

space and that they develop the partitions through time. Second, we analyze the forms of the

affine slope parameter and link RNNs to matched filterbanks. Third, we study the impact

of the initial hidden state to rigorously justify the use of randomness in initial hidden state.

From this point, for simplicity, we will assume a zero initial hidden state unless otherwise

stated.

9.4 Internal Input Space Partitioning in RNNs

The MASO viewpoint enables us to see how an RNN implicitly partitions its input sequence

through time, which provides a new perspective of its dynamics. To see this, first recall

that, for an RNN cell, the piecewise affine and convex activation nonlinearity partitions each

dimension of the cell input z(ℓ,t) into R regions (for ReLU, R = 2). Knowing the state of

the nonlinearity (which region r is activated) is thus equivalent to knowing the partition of

the cell input. For a multi-layer RNN composed of many RNN cells (recall Figure 9.1), the

input sequence partition can be retrieved by accessing the collection of the states of all of the

nonlinearities; each input sequence can be represented by a partition “code” that determines

the partition to which it belongs.

Since an RNN processes an input sequence one step at a time, the input space partition

is gradually built up and refined through time. As a consequence, when seen through the

MASO lens, the forward pass of an RNN is simply developing and refining the partition
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Figure 9.2 : t-SNE [331] visualization of the evolution of the RNN partition codes of input
sequences from the MNIST test set. Each color represents one of the ten classes. We see
clearly that the RNN gradually develops and refines the partition codes through time to
separate the classes.

code of the input sequence. Visualizing the evolution of the partition codes can be potentially

beneficial for diagnosing RNNs and understanding their dynamics.

As an example, we demonstrate the evolution of the partition codes of a one-layer ReLU

RNN trained on the MNIST dataset, with each image flattened into a 1-dimensional sequence

so that input at each time step is a single pixel. Details of the model and experiments are

in Appendix C.3. Since the ReLU activation partitions its input space into only 2 regions

, we can retrieve the RNN partition codes of the input images simply by binarizing and

concatenating all of the hidden states. Figure 9.2 visualizes how the partition codes of

MNIST images evolve through time using t-SNE, a distance-preserving dimensionality

reduction technique [331]. The figure clearly shows the evolution of the partition codes

from hardly any separation between classes of digits to forming more and better separated

clusters through time. We can also be assured that the model is well-behaved, since the

final partition shows that the images are well clustered based on their labels. Additional

visualizations are available in Section C.4.
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9.5 RNNs as Matched Filterbanks

The MASO viewpoint enables us to connect RNNs to classical signal processing tools like

the matched filter. Indeed, we can directly interpret an RNN as a matched filterbank, where

the classification decision is informed via the simple inner product between a “template”

and the input sequence. To see this, we follow an argument similar to that in Section 9.4.

First, note that the slope parameter A(ℓ,t) for each RNN cell is a “locally optimal template”

because it maximizes each of its output dimensions over the R regions that the nonlinearity

induces (recall (9.3) and (9.7)). For a multi-layer RNN composed of many RNN cells, the

overall “template” ARNN corresponds to the composition of the optimal templates from each

RNN cell, which can be computed simply via dz/dx (recall (9.9)).

Thus, we can view an RNN as a matched filterbank whose output is the maximum inner

product between the input and the rows of the overall templateARNN [332, 333]. The overall

template is also known in the machine learning community as a salience map; see [183] for

an example of using saliency maps to visualize RNNs. Our new insight here is that a good

template produces a larger inner product with the input regardless of the visual quality of

the template, thus complementing prior work. The template matching view of RNNs thus

provides a principled methodology to visualize and diagnose RNNs by examining the inner

products between the inputs and the templates.

To illustrate the matched filter interpretation, we train a one-layer ReLU RNN on

the polarized Stanford Sentiment Treebank dataset (SST-2) [308], which poses a binary

classification problem, and display in Figure 9.3 the templates corresponding to the correct

and incorrect classes of an input where the correct class is a negative sentiment. We see that

the input has a much larger inner product with the template corresponding to the correct

class (left plot) than that corresponding to the incorrect class (right plot), which informs us

that the model correctly classifies this input. Additional experimental results are given in



166

Figure 9.3 : Templates corresponding to the correct (left) and incorrect class (right) of
a negative sentiment input from the SST-2 dataset. Each column contains the gradient
corresponding to an input word. Quantitatively, we can see that the inner product between
input and the correct class template (left) produces a larger value than that between input
and the incorrect class template (right).

Appendix C.5.

9.6 Improving RNNs Via Random Initial Hidden State

In this section, we provide a theoretical motivation for the use of a random initial hidden

state in RNNs. The initial hidden state needs to be set to some prior value to start the

recursion (recall Section 9.2). Little is understood regarding the best choice of initial hidden

state other than [414]’s dynamical system argument. Consequently, it is typically simply set

to zero. Leveraging the MASO view of RNNs, we now demonstrate that one can improve

significantly over a zero initial hidden state by using a random initial hidden state. This

choice regularizes the affine slope parameter associated with the initial hidden state and

mollifies the so-called exploding gradient problem [251].

Random Initial Hidden State as an Explicit Regularization. We first state our theo-

retical result that using random initial hidden state corresponds to an explicit regularization

and then discuss its impact on exploding gradients. Without loss of generality, we focus on

one-layer ReLU RNNs. Let N be the number of data points and C the number of classes.

Define Ah := A1:T =
∏1

s=T A
(s)
σ W

(ℓ)
r (recall (9.8)).
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Theorem 3

Let L be an RNN loss function, and let L̃ represent the modified loss function when the

RNN initial hidden state is set to a Gaussian random vector ϵ ∼ N (0, σ2
ϵI) with small

standard deviation σϵ. Then we have that Eϵ

[
L̃
]
= L+R. For the cross-entropy loss Lwith

softmax output,R = σ2
ϵ

2N

∑N
n=1

∥∥∥∥diag
([

dŷni

∂znj

]
i=j

)
Ah
∥∥∥∥2, where ŷni is the ith dimension of

the softmax output of the nth data point and i, j ∈ {1, . . . , C} are the class indices. For the

mean-squared error loss L,R = σ2
ϵ

2N

∑N
n=1 ∥Ah∥

2.

We prove this result for the cross-entropy loss in Appendix C.7.2. The standard deviation

σϵ controls the importance of the regularization term and recovers the case of standard zero

initial hidden state when σϵ = 0.

Connection to the Exploding Gradient Problem. Backpropagation through time

(BPTT) is the default RNN training algorithm. Updating the recurrent weight Wr with its

gradient using BPTT involves calculating the gradient of the RNN output with respect to the

hidden state at each time step t = 0, . . . , T

dL
dh(t)

=
dL
dz

dz

dh(T )

(
t+1∏
s=T

dh(T )

dh(s)

)
=

dL
dz

W

(
t+1∏
s=T

A(s)
σ Wr

)
. (9.10)

When ∥A(s)
σ Wr∥2 > 1, the product term

∏t+1
s=T A

(s)
σ Wr in (9.10) blows up, which leads to

unstable training. This is known as the exploding gradient problem [251].

Our key realization is that the gradient of the RNN output with respect to the initial

hidden state h(0) features the term Ah from Theorem 3

dL
dh(0)

=
dL
dz

W

(
1∏

s=T

A(s)
σ Wr

)
=

dL
dz

WAh . (9.11)

Of all the terms in (9.10), this one involves the most matrix products and hence is the most
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Figure 9.4 : Visualization of the regularization effect of a random initial hidden state on
the adding task (T = 100). (Top) Norm of Ah every 100 iterations; (Middle) norm of the
gradient of the recurrent weight every 100 iterations; (Bottom) validation loss at every epoch.
Each epoch contains 1000 iterations.

erratic. Fortunately, Theorem 3 instructs us that introducing randomness into the initial

hidden state effects a regularization on Ah and hence tamps down the gradient before it can

explode. An interesting direction for future work is extending this analysis to every term in

(9.10).

Experiments. We now report on the results of a number of experiments that indicate

the significant performance gains that can be obtained using a random initial hidden state of

properly chosen standard deviation σϵ. Unless otherwise mentioned, in all experiments we

use ReLU RNNs with 128-dimensional hidden states and with the recurrent weight matrix

W
(ℓ)
r initialized as an identity matrix [179, 320]. We summarize the experimental results;

experimental details and additional results are available in Appendices C.3 and C.6.

Visualizing the Regularizing Effect of a Random Initial Hidden State. We first consider a

simulated task of adding 2 sequences of length 100. This is a ternary classification problem

with input X ∈ R2×T and target y ∈ {0, 1, 2}, y =
∑

i 1X2i=1X1i. The first row of X

contains randomly chosen 0’s and 1’s; the second row of X contains 1’s at 2 randomly

chosen indices and 0’s everywhere else. Prior work treats this task as a regression task [10];
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our regression results are provided in Appendix C.6.1.

In Figure 9.4, we visualize the norm of Ah, the norm of the recurrent weight gradient

∥ dL
dWr
∥, and the validation loss against training epochs for various random initial state

standard deviations. The top two plots clearly demonstrate the effect of the random initial

hidden state in regularizing both Ah and the norm of the recurrent weight gradient, since

larger σϵ reduces the magnitudes of both Ah and ∥ dL
dWr
∥. Notably, the reduced magnitude

of the gradient term ∥ dL
dWr
∥ empirically demonstrates the mollification of the exploding

gradient problem. The bottom plot shows that setting σϵ too large can negatively impact

learning. This can be explained as having too much regularization effect. This suggests the

question of choosing the best value of σϵ in practice, which we now investigate.

Choosing the Standard Deviation of the Random Initial Hidden State. We examine

the effect on performance of different random initial state standard deviations σϵ in RNNs

using RMSprop and SGD with varying learning rates. We perform experiments on the

MNIST dataset with each image flattened to a length 784 sequence (recall Section 9.4). The

full experimental results are included in Appendix C.6.2; here, we report two interesting

findings. First, for both optimizers, using a random initial hidden state permits the use

of higher learning rates that would lead to an exploding gradient when training without a

random initial hidden state. Second, RMSprop is less sensitive to the choice of σϵ than

SGD and achieves favorable accuracy even when σϵ is very large (e.g., σϵ = 5). This

might be due to the gradient smoothing that RMSprop performs during optimization. We

therefore recommend the use of RMSprop with a random initial hidden state to improve

model performance.

We used RMSprop to train ReLU RNNs of one and two layers with and without

random initial hidden state on the MNIST, permuted MNIST4 and SST-2 datasets. Table 9.1

4We apply a fixed permutation to all MNIST images.
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Table 9.1 : Classification accuracies on the (permuted) MNIST and SST-2 test sets for
various models. A random initial hidden state elevates simple RNNs from also-rans to strong
competitors of complex, state-of-the-art models.

Model Dataset

MNIST permuted MNIST SST-2

RNN, 1 layer, zero initial hidden state 0.970 0.891 0.871
RNN, 1 layer, random initial hidden state 0.981 0.922 0.873

(σϵ = 0.1) (σϵ = 0.01) (σϵ=0.1)
RNN, 2 layers, zero initial hidden state 0.969 0.873 0.884
RNN, 2 layers, random initial hidden state 0.987 0.927 0.888

(σϵ = 0.5) (σϵ = 0.005) (σϵ=0.005)

GRU 0.986 0.888 0.881
LSTM 0.978 0.913 0.849
uRNN [10] 0.951 0.914 –
scoRNN [110] 0.985 0.966 –
C-LSTM [408] – – 0.878
Tree-LSTM [319] – – 0.88
Bi-LSTM+SWN-Lex [323] – – 0.892

shows the classification accuracies of these models as well as a few state-of-the-art results

using complicated models. It is surprising that a random initial hidden state elevates the

performance of a simple ReLU RNN to near state-of-the-art performance.

Random Initial Hidden State in Complex RNN Models. Inspired by the results of the

previous experiment, we integrated a random initial hidden state into some more complex

RNN models. We first evaluate a one-layer gated recurrent unit (GRU) on the MNIST

and permuted MNIST datasets, with a random and zero initial hidden state. Although the

performance gains are not quite as impressive as those for ReLU RNNs, our results for

GRUs still show worthwhile accuract improvements, from 0.986 to 0.987 for MNIST and

from 0.888 to 0.904 for permuted MNIST.

We continue our experiments with a more complex, convolutional-recurrent model

composed of 4 convolution layers followed by 2 GRU layers [34] and the Bird Audio
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Detection Challenge dataset.5 This binary classification problem aims to detect whether or

not an audio recording contains bird songs; see Appendix C.3 for the details. We use the area

under the ROC curve (AUC) as the evaluation metric, since the dataset is highly imbalanced.

Simply switching from a zero to a random initial hidden state provides a significant boost in

the AUC: from 90.5% to 93.4%. These encouraging preliminary results suggest that, while

more theoretical and empirical investigations are needed, a random initial hidden state can

also boost the performance of complicated RNN models that are not piecewise affine and

convex.

9.7 Conclusions and Future Work

We have developed and explored a novel perspective of RNNs in terms of max-affine spline

operators (MASOs). RNNs with piecewise affine and convex nonlinearities are piecewise

affine spline operators with a simple, elegant analytical form. The connections to input

space partitioning (vector quantization) and matched filtering followed immediately. The

spline viewpoint also suggested that the typical zero initial hidden state be replaced with

a random one that mollifies the exploding gradient problem and improves generalization

performance.

There remain abundant promising research directions. First, we can extend the MASO

RNN framework following [16] to cover more general networks like gated RNNs (e.g,

GRUs, LSTMs) that employ the sigmoid nonlinearity, which is neither piecewise affine

nor convex. Second, we can apply recent random matrix theory results [215] to the affine

parameter ARNN (e.g., the change of the distribution of its singular values during training)

to understand RNN training dynamics.

5The leaderboard of benchmarks can be found at https://goo.gl/TyaFrd.
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Chapter 10

RetMol: Retrieval-based Controllable Molecule Generation

10.1 Introduction

Drug discovery is a complex, multi-objective problem [329]. For a drug to be safe and effec-

tive, the molecular entity must interact favorably with the desired target [249], possess favor-

able physicochemical properties such as solubility [222], and be readily synthesizable [136].

Compounding the challenge is the massive search space (up to 1060 molecules [261]).

Previous efforts address this challenge via high-throughput virtual screening (HTVS) tech-

niques [346] by searching against existing molecular databases. Combinatorial approaches

have also been proposed to enumerate molecules beyond the space of established drug-like

molecule datasets. For example, genetic-algorithm (GA) based methods [306, 132, 388]

explore potential new drug candidates via heuristics such as hand-crafted rules and random

mutations. Although widely adopted in practice, these methods tend to be inefficient and

computationally expensive due to the vast chemical search space [118]. The performance

of these combinatorial approaches also heavily depends on the quality of generation rules,

which often require task-specific engineering expertise and may limit the diversity of the

generated molecules.

To this end, recent research focuses on learning to controllably synthesize molecules

with generative models [321, 41, 345]. It usually involves first training an unconditional

generative model from millions of existing molecules [370, 127] and then controlling the

generative models to synthesize new desired molecules that satisfy one or more property
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constraints such as high drug-likeness [20] and high synthesizability [78]. There are three

main classes of learning-based molecule generation approaches: (i) reinforcement-learning

(RL)-based methods [241, 137], (ii) supervised-learning (SL)-based methods [193, 299],

and (iii) latent optimization-based methods [371, 64]. RL- and SL-based methods train or

fine-tune a pre-trained generative model using the desired properties as reward functions

(RL) or using molecules with the desired properties as training data (SL). Such methods

require heavy task-specific fine-tuning, making them not easily applicable to a wide range

of drug discovery tasks. Latent optimization-based methods, in contrast, learn to find latent

codes that correspond to the desired molecules, based on property predictors trained on the

generative model’s latent space. However, training such latent-space property predictors

can be challenging, especially in real-world scenarios where we only have a limited number

of active molecules for training [141, 124]. Moreover, such methods usually necessitate a

fixed-dimensional latent-variable generative model with a compact and structured latent

space [382, 381], making them incompatible with other generative models with a varying-

dimensional latent space, such as transformer-based architectures [127].

Our approach. In this work, we aim to overcome the aforementioned challenges

of existing works and design a controllable molecule generation method that (i) easily

generalizes to various generation tasks; (ii) requires minimal training or fine-tuning; and (iii)

operates favorably in data-sparse regimes where active molecules are limited. We summarize

our contributions as follows:

[1] We propose a first-of-its-kind retrieval-based framework, termed RetMol, for control-

lable molecule generation. It uses a small set of exemplar molecules, which may partially

satisfy the desired properties, from a retrieval database to guide generation towards satisfying

all the desired properties.

[2] We design a retrieval mechanism that retrieves and fuses the exemplar molecules
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Figure 10.1 : An illustration of RetMol, a retrieval-based framework for controllable
molecule generation. The framework incorporates a retrieval module (the molecule retriever
and the information fusion) with a pre-trained generative model (the encoder and decoder).
The illustration shows an example of optimizing the binding affinity (unit in kcal/mol; the
lower the better) for an existing potential drug, Favipiravir, for better treating the COVID-19
virus (SARS-CoV-2 main protease, PDB ID: 7L11) under various other design criteria.

with the input molecule, a new self-supervised training with the molecule similarity as a

proxy objective, and an iterative refinement process to dynamically update the generated

molecules and retrieval database.

[3] We perform extensive evaluation of RetMol on a number of controllable molecule

generation tasks ranging from simple molecule property control to challenging real-world

drug design for treating the COVID-19 virus, and demonstrate RetMol’s superior perfor-

mance compared to previous methods.

Specifically, as shown in Figure 10.1, the RetMol framework plugs a lightweight retrieval

mechanism into a pre-trained, encoder-decoder generative model. For each task, we first

construct a retrieval database consisting of exemplar molecules that (partially) satisfy

the design criteria. Given an input molecule to be optimized, a retriever module uses

it to retrieve a small number of exemplar molecules from the database, which are then

converted into numerical embeddings, along with the input molecule, by the encoder of the
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pre-trained generative model. Next, an information fusion module fuses the embeddings

of exemplar molecules with the input embedding to guide the generation (via the decoder

in the pre-trained generative model) towards satisfying the desired properties. The fusion

module is the only part in RetMol that requires training. For training, we propose a new

self-supervised objective (i.e., predicting the nearest neighbor of the input molecule) to

update the fusion module, which enables RetMol to generalize to various generation tasks

without task-specific training/fine-tuning. For inference, we propose a new inference process

via iterative refinement that dynamically updates the generated molecules and retrieval

database, which leads to improved generation quality and enables RetMol to extrapolate

well beyond the retrieval database.

RetMol enjoys several advantages. First, it requires only a handful of exemplar molecules

to achieve strong controllable generation performance without task-specific fine-tuning.

This makes it particularly appealing in real-world use cases where training or fine-tuning a

task-specific model is challenging. Second, RetMol is flexible and easily adaptable. It is

compatible with a range of pre-trained generative models, including both fixed-dimensional

and varying-dimensional latent-variable models, and requires training only a lightweight,

plug-and-play, task-agnostic retrieval module while freezing the base generative model.

Once trained, it can be applied to many drug discovery tasks by simply replacing the retrieval

database while keeping all other components unchanged.

In a range of molecule controllable generation scenarios and benchmarks with diverse

design criteria, our framework achieves state-of-the-art performance compared to latest

methods. For example, on a challenging four-property controllable generation task, our

framework improves the success rate over the best method by 4.6% (96.9% vs. 92.3%) with

better synthesis novelty and diversity. Using a retrieval database of only 23 molecules, we

also demonstrate our real-world applicability on a frontier drug discovery task of optimizing
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the binding affinity of eight existing, weakly-binding drugs for COVID-19 treatment under

multiple design criteria. Compared to the best performing approach, our framework succeeds

more often at generating new molecules with the given design criteria (62.5% vs. 37.5%

success rate) and generates on average more potent optimized drug molecules (2.84 vs. 1.67

kcal/mol average binding affinity improvement over the original drug molecules).

10.2 Methodology: the RetMol Framework

We now detail the various components in RetMol and how we perform training and inference.

Problem setup. We focus on the multi-property controllable generation setting in this

work. Concretely, let x ∈ X be a molecule where X denotes the set of all molecules,

aℓ(x) : X → R a property predictor indexed by ℓ ∈ [1, . . . , L], and δℓ ∈ R a desired

threshold. Then, we formulate multi-property controllable generation as one of three

problems below, differing in the control design criteria: (i) a constraint satisfaction problem,

where we identify a set of new molecules such that {x ∈ X | aℓ(x) ≥ δℓ, ∀ ℓ}, (ii) an

unconstrained optimization problem, where we find a set of new molecules such that

x′ = argmaxx s(x) where s(x) =
∑L

ℓ=1wℓaℓ(x) with the weighting coefficient wℓ, and (iii)

a constrained optimization problem that combines the objectives in (i) and (ii).

10.2.1 RetMol Components

Encoder-decoder generative model backbone. The pre-trained molecule generative model

forms the backbone of RetMol that interfaces between the continuous embedding and raw

molecule representations. Specifically, the encoder encodes the incoming molecules into

numerical embeddings and the decoder generates new molecules from an embedding, respec-

tively. RetMol is agnostic to the choice of the underlying encoder and decoder architectures,

enabling it to work with a variety of generative models and molecule representations. In
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this work, we consider the SMILES string [364] representation of molecules and the Chem-

Former model [127], which a variant of BART [182] trained on the billion-scale ZINC

dataset [126] and achieves state-of-the-art generation performance.

Retrieval database. The retrieval database XR contains molecules that can potentially

serve as exemplar molecules to steer the generation towards the design criteria and is thus

vital for controllable generation. The construction of the retrieval database is task-specific:

it usually contains molecules that at least partially satisfy the design criteria in a given

task. The domain knowledge of what molecules meet the design criteria and how to select

partially satisfied molecules can play an important role in our approach. Thus, our approach

is essentially a hybrid system that combines the advantages of both the heuristic-based

methods and learning-based methods. Also, we find that a database of only a handful of

molecules (e.g., as few as 23) can already provide a strong control signal. This makes

our approach easily adapted to various tasks by quickly replacing the retrieval database.

Furthermore, the retrieval database can be dynamically updated during inference, i.e.,

newly generated molecules can enrich the retrieval database for better generalization (see

Section 10.2.3).

Molecule retriever. While the entire retrieval database can be used during generation,

for computational reasons (e.g., memory and efficiency) it is more feasible to select a small

portion of the most relevant exemplar molecules to provide a more accurate guidance. We

design a simple heuristic-based retriever that retrieves the exemplar molecules most suitable

for the given control design criteria. Specifically, we first construct a “feasible” set containing

molecules that satisfy all the given constraints, i.e., X ′ = ∩Lℓ=1{x ∈ XR | aℓ(x) ≥ δℓ}. If

this set is larger than K, i.e., the number of exemplar molecules that we wish to retrieve,

then we select K molecules with the best property scores, i.e., Xr = topK(X ′, s), where

s(x) is the task-specific weighted average property score, defined in Section 5.3. Otherwise,
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we construct a relaxed feasible set by removing the constraints one at a time until the relaxed

feasible set is larger thanK, at which point we selectK molecules with the best scores of the

most recently removed property constraints. In either case, the retriever retrieves exemplar

molecules with more desirable properties than the input and guides the generation towards

the given design criteria. We summarize this procedure in Algorithm 2 in Appendix D.1. We

find that our simple retriever with K = 10 works well across a range of tasks. In general,

more sophisticated retriever designs are possible and we leave them as the future work.

Information fusion. This module enables the retrieved exemplar molecules to modify

the input molecule towards the targeted design criteria. It achieves this by merging the

embeddings of the input and the retrieved exemplar molecules with a lightweight, trainable,

standard cross attention mechanism similar to that in [27]. Concretely, the fused embedding

e is given by

e = fCA(ein,Er; θ) = Attn(Query(ein),Key(Er)) · Value(Er) (10.1)

where fCA represents the cross attention function with parameters θ, and ein and Er are

the input embedding and retrieved exemplar embeddings, respectively. The functions Attn,

Query, Key, and Value compute the cross attention weights and the query, key, and value

matrices, respectively. For our choice of the transformer-based generative model [127],

we have that ein = Enc(xin) ∈ RL×D, Er = [e1
r, . . . , e

K
r ] ∈ R(

∑K
k=1 Lk)×D, and ekr =

Enc(xkr) ∈ RLk×D whereL andLk are the lengths of the tokenized input and the kth retrieved

exemplar molecules, respectively, and D is the dimension of each token representation.

Intuitively, the Attn function learns to weigh the retrieved exemplar molecules differently

such that the more “important” retrieved molecules correspond to the higher weights. The

fused embedding e ∈ RL×D thus contains the information of desired properties extracted
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from the retrieved exemplar molecules, which serves as the input of the decoder to control

its generation. More details of this module are available in Appendix D.1.

10.2.2 Training via Predicting the Input Molecule’s Nearest Neighbor

The conventional training objective that reconstructs the input molecule (e.g., in Chem-

Former [127]) is not appropriate in our case, since perfectly reconstructing the input molecule

does not rely on the retrieved exemplar modules (more details in Appendix D.1). To enable

RetMol to learn to use the exemplar molecules for controllable generation, we propose a

new self-supervised training scheme, where the objective is to predict the nearest neighbor

of the input molecule:

L(θ) =
B∑
i=1

CE
(

Dec
(
fCA(e

(i)
in ,E

(i)
r ; θ)

)
, x

(i)
1NN

)
. (10.2)

where CE is the cross entropy loss function since we use the BART model as our encoder

and decoder (see more details in Appendix D.1), x1NN represents the nearest neighbor of

the input xin, B is the batch size, and i indexes the input molecules. The set of retrieved

exemplar molecules consists of the remaining K−1 nearest neighbors of the input molecule.

During training, we freeze the parameters of the pre-trained encoder and decoder. Instead,

we only update the parameters in the information fusion module fCA, which makes our

training lightweight and efficient. Furthermore, we use the full training dataset as the

retrieval database and retrieve exemplar molecules by best similarity with the input molecule.

Thus, our training is not task-specific yet forces the fusion module to be involved in the

controllable generation with the similarity as a proxy criterion. We will show that during the

inference time, the model trained with the above training objective and proxy criterion using

similarity is able to generalize to different generation tasks with different design criteria,
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and performs better compared to training with the conventional reconstruction objective.

For the efficient training, we pre-compute all the molecules’ embeddings and their pairwise

similarities with efficient approximate kNN algorithms [101, 143].

Remarks. The above proposed training strategy that predicts the most similar molecule

based on the input molecule and other K − 1 similar molecules shares some similarity

with masked language model pre-training in NLP [71]. However, there are several key

differences: 1) we perform “masking” on a sequence level, i.e., a whole molecule, instead

of on a token/word level; 2) our “masking” strategy is to predict a particular signal only (i.e.,

the most similar retrieved molecule to the input) instead of randomly masked tokens; and

3) our training objective is used to only update the lightweight retrieval module instead of

updating the whole backbone generative model.

10.2.3 Inference via Iterative Refinement

We propose an iterative refinement strategy to obtain an improved outcome when controlling

generation with implicit guidance derived from the exemplar molecules. The strategy works

by replacing the input xin and updating the retrieval database with the newly generated

molecules. Such an iterative update is common in many other controllable generation

approaches such as GA-based methods [306, 132] and latent optimization-based meth-

ods [50, 64]. Furthermore, if the retrieval database XR is fixed during inference, our method

is constrained by the best property values of molecules in the retrieval database, which

greatly limits the generalization ability of our approach and also limits our performance

for certain generation scenarios such as unconstrained optimization. Thus, to extrapolate

beyond the database, we propose to dynamically update the retrieval database over iterations.

We consider the following iterative refinement process. We first randomly perturb the

fused embedding M times by adding Guassian noises and greedily decode one molecule
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from each perturbed embedding to obtainM generated molecules. We score these molecules

according to task-specific design criteria. Then, we replace the input molecule with the best

molecule in this set if its score is better than that of the input molecule. At the same time,

we add the remaining ones to the retrieval database if they have better scores than the lowest

score in the retrieval database. If none of the generated molecules has a score better than

the input molecule or the lowest in the retrieval database, then the input molecule and the

retrieval database stays the same for the next iteration. We also add a stop condition if the

maximum allowable number of iterations is achieved or a successful molecule that satisfies

the desired criteria is generated. Algorithm 3 in Appendix D.1 summarizes the procedure.

10.3 Experiments

We conduct four sets of experiments, covering all controllable generation formulations (see

“Problem setup” in Section 5.3) with increasing difficulty. For fair comparisons, in each

experiment we faithfully follow the same setup as the baselines, including using the same

number of optimization iterations and evaluating on the same set of input molecules to be

optimized. Below, we summarize the main results and defer the detailed experiment setup

and additional results to Appendix D.2 and D.3.

10.3.1 Improving QED and Penalized logP Under Similarity Constraint

These experiments aim to generate new molecules that improve upon the input molecule’s in-

trinsic properties including QED [20] and penalized logP (defined by logP(x)−SA(x)) [138]

where SA represents synthesizability [78]) under similarity constraints. For both exper-

iments, we use the top 1k molecules with the best property values from the ZINC250k

dataset [138] as the retrieval database. In each iteration, we retrieve K = 20 exemplar

molecules with the best property score that also satisfy the similarity constraint. The
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Table 10.1 : Under the similarity constraints, RetMol achieves higher success rate in
the constrained QED optimization task and better score improvements in the constrained
penalized logP optimization task. Baseline results are reported from [118].

(a) Success rate of generated molecules
that satisfy QED ∈ [0.9, 1.0] under simi-
larity constraint δ = 0.4.

Method Success (%)

MMPA [63] 32.9
JT-VAE [138] 8.8
GCPN [389] 9.4
VSeq2Seq [12] 58.5
VJTNN+GAN [140] 60.6
AtomG2G [139] 73.6
HierG2G [139] 76.9
DESMILES [214] 77.8
QMO [118] 92.8

RetMol 94.5

(b) The average penalized logP improvements of gen-
erated molecules over inputs under similarity con-
straint δ = {0.6, 0.4}.

Method Improvement

δ = 0.6 δ = 0.4

JT-VAE [138] 0.28± 0.79 1.03± 1.39
GCPN [389] 0.79± 0.63 2.49± 1.30
MolDQN [410] 1.86± 1.21 3.37± 1.62
VSeq2Seq [12] 2.33± 1.17 3.37± 1.75
VJTNN [140] 2.33± 1.24 3.55± 1.67
HierG2G [139] 2.49± 1.09 3.98± 1.46
GA [239] 3.44± 1.09 5.93± 1.41
QMO [118] 3.73± 2.85 7.71± 5.65

RetMol 3.78± 3.29 11.55± 11.27

remaining configurations exactly follow [118].

QED experiment setup and results. This is a constraint satisfaction problem with the

goal of generating new molecules x′ such that asim(x′, x) ≥ δ = 0.4 and aQED(x
′) ≥ 0.9

where x is the input molecule, asim is the Tanimoto similarity function [13], and aQED is the

QED predictor. We select 800 molecules with QED in the range [0.7, 0.8] as inputs to be

optimized. We measure performance by success rate, i.e., the percentage of input molecules

that result in a generated molecule that satisfy both constraints. Table 10.1a shows the

success rate of QED optimization by comparing RetMol with various baselines. We can see

that RetMol achieves the best success rate, e.g., 94.5% versus 92.8% compared to the best

existing approach.

Penalized logP setup and results. This is a constrained optimization problem with

the goal to generate new molecules x′ to maximize the penalized logP value aplogP(x′) with
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Table 10.2 : Success rate, novelty and diversity of generated molecules in the task of
optimizing four properties: QED, SA, and two binding affinities to GSK3β and JNK3
estimated by pre-trained models from [137]. Baseline results are reported from [137, 378].

Method Success % Novelty Diversity

JT-VAE [138] 1.3 - -
GVAE-RL [137] 2.1 - -
GCPN [389] 4.0 - -
REINVENT [241] 47.9 0.561 0.621
RationaleRL [137] 74.8 0.568 0.701
MARS [378] 92.3 0.824 0.719
MolEvol [40] 93.0 0.757 0.681

RetMol 96.9 0.862 0.732

similarity constraint asim(x′, x) ≥ δ where δ ∈ {0.4, 0.6}. We select 800 molecules that

have the lowest penalized logP values in the ZINC250k dataset as inputs to be optimized. We

measure performance by the relative improvement in penalized logP between the generated

and input molecules, averaged over all 800 input molecules. Table 10.1b shows the results

comparing RetMol to various baselines. RetMol outperforms the best existing method for

both similarity constraint thresholds and, for the δ = 0.4 case, improves upon the best

existing method by almost 50%. The large variance in RetMol is due to large penalized logP

values of a few generated molecules, and is thus not indicative of poor statistical significance.

We provide a detailed analysis of this phenomenon in Appendix D.3.

10.3.2 Optimizing GSK3β and JNK3 Inhibition Under QED and SA Constraints

This experiment aims to generate novel, strong inhibitors for jointly inhibiting both GSK3β

(Glycogen synthase kinase 3 beta) and JNK3 (-Jun N-terminal kinase-3) enzymes, which

are relevant for potential treatment of Alzheimer’s disease [137, 190]. Following [137], we

formulate this task as a constraint satisfaction problem with four property constraints: two

positivity constraints aGSK3β(x
′) ≥ 0.5 and aJNK3(x

′) ≥ 0.5, and two molecule property



184

constraints of QED and SA that aQED(x
′) ≥ 0.6 and aSA(x′) ≤ 4. Note that aGSK3β and

aJNK3 are property predictors [137, 190] for GSK3β and JNK3, respectively, and higher

values indicate better inhibition against the respective proteins. The retrieval database

consists of all the molecules from the CheMBL [88] dataset (approx. 700) that satisfy the

above four constraints and we retrieve K = 10 exemplar molecules most similar to the input

each time. For evaluation, we compute three metrics including success rate, novelty, and

diversity according to [137].

Table 10.2 shows that RetMol outperforms all previous methods on the four-property

molecule optimization task. In particular, our framework achieves these results without

task-specific fine-tuning required for RationaleRL and REINVENT. Besides, RetMol is

computationally much more efficient than MARS, which requires 550 iterations model

training whereas RetMol requires only 80 iterations (see more details in Appendix D.2.5).

MARS also requires test-time, adaptive model training per sampling iteration which further

increases the computational overhead during generation.

10.3.3 Guacamol Benchmark Multiple Property Optimization
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Figure 10.2 : Comparison with the state-of-the-art methods in the multiple property opti-
mization (MPO) tasks on the Guacamol benchmark. Left: QED (↑) versus the averaged
benchmark performance (↑). Right: SA (↓) versus the average benchmark performance (↑).
RetMol achieves the best balance between improving the benchmark performance while
maintaining the synthesizability (SA) and drug-likeness (QED) of generated molecules.
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This experiment evaluates RetMol on the seven multiple property optimization (MPO)

tasks, a subset of tasks in the Guacamol benchmark [29]. They are the unconstrained

optimization problems to maximize a weighted sum of multiple diverse molecule properties.

We choose these MPO tasks because 1) they represent a more challenging subset in the

benchmark, as existing methods can achieve almost perfect performance on most of the

other tasks [29], and 2) they are the most relevant tasks to our work, e.g., multi-property

optimization. The retrieval database consists of 1k molecules with best scores for each task

and we retrieve K = 10 exemplar molecules with the highest scores each time.

We demonstrate that RetMol achieves the best results along the Pareto frontier of the

molecular design space. Figure 10.2 visualizes the benchmark performance averaged over

the seven MPO tasks against QED, SA, two metrics that evaluate the drug-likeness and

synthesizability of the optimized molecules and that are not part of the Guacamol bench-

mark’s optimization objective. Our framework achieves a nice balance between optimizing

benchmark performance and maintaining good QED and SA scores. In contrast, Graph

GA [132] achieves the best benchmark performance but suffers from low QED and high SA

scores. These results demonstrate the advantage of retrieval-based controllable generation:

because the retrieval database usually contains drug-like molecules with desirable properties

as high QED and low SA, the generation is guided by these molecules in a good way to not

deviate too much from these desirable properties. Moreover, because the retrieval database is

updated with newly generated molecules with better benchmark performance, the generation

can produce molecules with benchmark score beyond the best in the initial retrieval database.

Additional results in Figure 10.2 in Appendix D.3.3 corroborate with those presented above.
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Table 10.3 : Quantitative results in the COVID-19 drug optimization task, where we
aim to improve selected molecules’ binding affinity (estimated via docking [298]) to the
SARS-CoV-2 main protease under the QED, SA, and similarity constraints. Under stricter
similarity condition, RetMol succeeds in more cases (5/8 versus 3/8). Under milder similarity
condition, RetMol achieves higher improvements (2.84 versus 1.67 average binding affinity
improvements). Unit of numbers in the table is kcal/mol and lower is better.

δ = 0.6 δ = 0.4

Input molecule Input score RetMol Graph GA [132] RetMol Graph GA [132]

Favipiravir -4.93 -6.48 -7.10 -8.70 -7.10
Bromhexine -9.64 -11.48 -11.20 -12.65 -11.83
PX-12 -6.13 -8.45 -8.07 -10.90 -8.31
Ebselen -7.31 - - -10.82 -10.41
Disulfiram -8.58 -9.09 - -10.44 -10.00
Entecavir -9.00 - - -12.34 -
Quercetin -9.25 - - -9.84 9.81
Kaempferol -8.45 -8.54 - -10.35 10.19

Avg. Improvement - 0.78 0.71 2.84 1.67

10.3.4 Optimizing Existing Inhibitors for SARS-CoV-2 Main Protease

To demonstrate our framework’s applicability at the frontiers of drug discovery, we apply

it to the real-world task of improving the inhibition of existing weak inhibitors against the

SARS-CoV-2 main protease (Mpro, PDB ID: 7L11), which is a promising target for treating

COVID-19 by neutralizing the SARS-CoV-2 virus [87, 397]. Because the the novel nature of

this virus, there exist few high-potency inhibitors, making it challenging for learning-based

methods that require a sizable training set not yet attainable in this case. However, the few

existing inhibitors make excellent candidates for the retrieval database in our framework.

We use a set of 23 known inhibitors [141, 124, 118] as the retrieval database and select the

8 weakest inhibitors to Mpro as input. We design an optimization task to maximize the

binding affinity (estimated via docking [298]; see Appendix D.2 for the detailed procedure)

between the generated molecule and Mpro while satisfying the following three constraints:
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Original  
(docking score=-9.64)

Graph GA

(docking score=-11.83)

RetMol (Ours)

(docking score=-12.65)

contact contact 1

contact 2

Figure 10.3 : 3D visualizations that compare RetMol with Graph GA in optimizing the
original inhibitor, Bromhexine, that binds to the SARS-CoV-2 main protease in the δ = 0.6
case. We can see the optimized inhibitor in RetMol has more polar contacts (red dotted
lines) and also more disparate binding modes with the original compound than the Graph
GA optimized inhibitor, which aligns with the quantitative results.

aQED(x
′) ≥ 0.6, aSA(x′) ≤ 4, and asim(x′, x) ≥ δ where δ ∈ {0.4, 0.6}.

Table 10.3 shows the optimization results of comparing RetMol with graph GA, a

competitive baseline. Under stricter (δ = 0.6) similarity constraint, RetMol successfully

optimizes the most molecules constraint (5 out of 8) while graph GA fails to optimize input

molecules most of the time because it cannot satisfy the constraints or improve upon the

input drugs’ binding affinity. Under milder (δ = 0.4) similarity constraint, our framework

achieves on average higher improvement (2.84 versus 1.67 binding affinity improvements)

compared to the baseline. We have also tested QMO [118], and find it unable to generate

molecules that satisfy all the given constraints.

We produce 3D visualizations in Figure 10.3 (along with a video demo in https:

//shorturl.at/fmtyS) to show the comparison of the RetMol-optimized inhibitors that

bind to the SARS-CoV-2 main protease with the original and GA-optimized inhibitors.

We can see that 1) there are more polar contacts (shown as red dotted lines around the

molecule) in the RetMol-optimized compound, and 2) the binding mode of the GA-optimized

molecule is much more similar to the original compound than the RetMol-optimized binding
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Table 10.4 : Left: Comparing different training schemes in the unconditional generation
setting. Right: Generation performance with different retrieval database constructions based
on the experiment in Section 10.3.2.

Training objective Validity Novelty Uniqueness

RetMol (predict NN) 0.902 0.998 0.922
Conventional (recon. input) 0.834 0.998 0.665

Ret. database construction Success % Novelty Diversity

GSK3β + JNK3 + QED + SA 96.9 0.862 0.732
GSK3β + JNK3 84.7 0.736 0.700
GSK3β or JNK3 44.1 0.571 0.708
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Figure 10.4 : Generation performance with varying retrieval database size (left), varying
number of iterations (middle), and with or without dynamically updating the retrieval
database (right). The left two plots are based on the experiment in Section 10.3.2 while the
right plot is based on the penalized logP experiment in Section 10.3.1.

mode, implying RetMol optimizes the compound beyond local edits to the scaffold. These

qualitative and quantitative results together demonstrate that RetMol has the potential to

effectively optimize inhibitors in a real-world scenario. Besides, we provide extensive 2D

graph visualizations of optimized molecules in Tables D.10 and D.11 in the Appendix.

Finally, we also perform another set of experiments on Antibacterial drug design for the

MurD protein [288] and observe similar results; see Appendix D.3.5 for more details.

10.3.5 Analyses

We analyze how the design choices in our framework impact generation performance.

We summarize the main results and defer the detailed settings and additional results to

Appendix D.2 and D.3. Unless otherwise stated, we perform all analyses on the experiment

setting in Section 10.3.2.
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Training objectives. We evaluate how the proposed self-training objective in Sec.

10.2.2 affects the quality of generated molecules in the unconditional generation setting.

Table 10.4 (left) shows that, training with our proposed nearest neighbor objective (i.e.,

predict NN) indeed achieves better generation performance than the conventional input

reconstruction objective (i.e., recon. input).

Types of retrieval database. We evaluate how the retrieval database construction

impacts controllable generation performance, by comparing four different constructions:

with molecules that satisfy all four constraints, i.e., GSK3β + JNK3 + QED + SA; or

satisfy only GSK3β + JNK3; or satisfy only GSK3β or JNK3 but not both. Table 10.4

(right) shows that a retrieval database that better satisfies the design criteria and better aligns

with the controllable generation task generally leads to better performance. Nevertheless,

we note that RetMol performs reasonably well even with exemplar molecules that only

partially satisfy the properties (e.g., GSK3β + JNK3), achieving comparable performance to

RationaleRL [137].

Size of retrieval database. Figure 10.4 (left) shows a larger retrieval database generally

improves all metrics and reduces the variance. It is particularly interesting that our framework

achieves strong performance with a small retrieval database, which already outperforms the

best baseline on the success rate metric with only a 100-molecule retrieval database.

Number of optimization iterations. Figure 10.4 (middle) shows that RetMol outper-

forms the best existing methods with a small number of iterations (outperforms RationaleRL

at 30 iterations and MARS at 60 iterations); its performance continues to improve with

increasing iterations.

Dynamic retrieval database update. Figure 10.4 (right) shows that, for the penalized

logP optimization experiment (Section 10.3.1), with dynamical update our framework

generates more molecules with property values beyond the best in the data compared to the
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case without dynamic update. This comparison shows that dynamic update is crucial to

generalizing beyond the retrieval database.

10.4 Related Work

RetMol is most related to controllable molecule generation methods, which we have briefly

reviewed and compared with in Section 4.1. Another line of work in this direction leverages

constraints based on explicit, pre-defined molecule scaffold structures to guide the generative

process [220, 177]. Our approach is fundamentally different in that the retrieved exemplar

molecules implicitly guides the generative process through the information fusion module.

RetMol is also inspired by a recent line of work that integrates a retrieval module in vari-

ous NLP and vision tasks, such as language modeling [27, 198, 377], code generation [108],

question answering [102, 403], and image generation [326, 36, 23, 45]. Among them, the

retrieval mechanism is mainly used for improving the generation quality either with a smaller

model [27, 23] or with very few data points [36, 45]. None of them has explicitly explored

the controllable generation with retrieval. The retrieval module also appears in bio-related

applications such as multiple sequence alignment (MSA), which can be seen as a way to

search and retrieve relevant protein sequences, and has been an essential building block in

MSA transformer [272] and AlphaFold [146]. However, the MSA methods focus on the

pairwise interactions among a set of evolutionarily related (protein) sequences while RetMol

considers the cross attention between the input and a set of retrieved examples.

There also exist priors work that study retrieval-based approaches for controllable text

generation [155, 380]. These methods require task-specific training/fine-tuning of the

generative model for each controllable generation task whereas our framework can be

applied to many different tasks without it. While we focus on molecules, our framework is

general and has the potential to achieve controllable generation for multiple other modalities
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beyond molecules.

10.5 Discussions

Applications that involve molecule generation such as drug discovery are high-stake in

nature. These applications are highly regulated to prevent potential misuse [116]. RetMol as

a technology to improve controllable molecule generation has the potential to be subjected

to malicious use. For example, one could change the retrieval database and the design

criteria into harmful ones, such as increased drug toxicity. However, we note that RetMol

is a computational tool useful for in silico experiments. As a result, although RetMol can

suggest new molecules according to arbitrary design criteria, the properties of the generated

molecules are estimations of the real chemical and biological properties and need to be

further validated in lab experiments. Thus, while RetMol’s real-world impact is limited to

in silico experiments, it is also prevented from directly generating real drugs that can be

readily used. In addition, controllable molecule generation is an active area of research; we

hope that our work contribute to this ongoing line of research and make ML methods safe

and reliable for molecule generation applications in the real world.

10.6 Conclusions

We proposed RetMol, a new retrieval-based framework for controllable molecule generation.

By incorporating a retrieval module with a pre-trained generative model, RetMol leverages

exemplar molecules retrieved from a task-specific retrieval database to steer the generative

model towards generating new molecules with the desired design criteria. RetMol is

versatile, requires no task-specific fine-tuning and is agnostic to the generative models (see

Appendix D.3.7). We demonstrated the effectiveness of RetMol on a variety of benchmark
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tasks and a real-world inhibitor design task for the SARS-CoV-2 virus, achieving state-

of-the-art performances in each case comparing to existing methods. Since RetMol still

requires exemplar molecules that at least partially satisfy the design criteria, it becomes

challenging when those molecules are unavailable at all. A valuable future work is to

improve the retrieval mechanisms such that even weaker molecules, i.e., those that do not

satisfy but are close to satisfying the design criteria, can be leveraged to guide the generation

process.
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Chapter 11

Summary and Future Work

This thesis has developed machine-learning methods for personalized human learning at

scale, addressing the need for customized learning content and learning analytics as well

as for doing so in a manner that learners and instructors can trust. Under learning content

personalization, I have proposed methods and obtained results for 1) generation, specifically

for math word problems; 2) evaluation, specifically for factual quiz question generation

from textbooks with today’s large-scale language models; 3) representation, specifically for

scientific and mathematical formulae; and 4) analyses, specifically for quiz and diagnostic

questions. Under learning analytics personalization, I have proposed methods to track and

analyze a learner’s unique learning journey both scalably and flexibly. Under trustworthy

machine learning, I have proposed methods to both understand and improve existing,

popular algorithms underlying many innovative methods for personalized learning in the

literature. The work presented in this thesis lays a solid foundation for further developing

methodologies for high-quality, accessible, and trustworthy content customization and

learning analytics in personalized learning.

The recent advances in AI and ML have made it clear that the future of education will

never be the same. For example, the emergence of powerful generative models, such as

chatGPT, will likely be able to solve students’ homework questions and write essays for

them, potentially rendering certain pedagogical practices and assessments widely use today

obsolete. A promising avenue for future research is to identify the emerging challenges and

opportunities in human learning, develop new AI systems to empower learners to flourish
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in new learning environments, and analyze these systems to ensure safe and interpretable

interaction with learners. At the same time, by tackling problems in human learning, this

research will also advance the state-of-the-art in fundamental AI and ML methodologies.

Below, I outline a few opportunities for future research.

Complex, multi-modal, heterogeneous learning content customization and evaluation.

Powerful generative models have the potential to dramatically change how learning content

is being created, consumed, and shared. Realizing this goal requires innovation capable

of organizing and producing learning content that humans can trust as much as human

expert-produced content. My future research will vastly expand on my prior work and

develop new methodologies for generating and curating a wide range of diverse and het-

erogeneous learning content that learners and instructors can confidently and safely use.

One promising direction is multi-modal educational content generation. Today’s diverse

learning content involves modalities beyond text, including images, tables, and videos that

provide rich additional contextual information. Incorporating these modalities into genera-

tive models will enable generating more varied questions with richer contexts for more types

of learning content. For example, my lab will investigate visual question generation (VQG)

to create practice questions from images and videos that describe scientific processes and

illustrates relationships among multiple concepts. My lab will also develop new methods

to adaptively generate distractors for multiple-choice questions (MCQs) tailored to each

learner’s knowledge level. This will effectively assess and help resolve each learner’s

unique misconceptions. Another promising direction is automated quality assurance

for educational content generation. Generated content may contain various sources of

errors, such as factual errors that can be misleading and render the content inappropriate

to use in real-world learning scenarios. My lab will develop new methods to mitigate and



195

eliminate factual errors in the generated content. These methods will also incorporate the

course syllabus and other learning materials such that the generated content does not contain

information beyond the current learning progress.

Closing the gap between generated content and learning outcomes. Generated learning

content, even if it is high-quality in its own right, is meaningless if it fails to benefit

learners and improve learning in the wild. It is thus critical to evaluate the educational

utility of the generated content, which will help us understand humans’ reception of the

generated content and aid the design of more educationally valuable generation methods that

incorporate human preferences. One promising direction is new quality metrics learned

from human preferences. Evaluating generative models has remained an active area of

research, which becomes more challenging in human learning applications because the

metrics are unclear. Unlike generative models for applications such as translation, where

established metrics exist, no metrics evaluate whether the generated content is high-quality or

useful for human learning. My lab will develop novel algorithms to learn metrics that assess

the quality and usefulness of the generated content directly from human preferences. These

human-centric metrics provide a unified measure to identify high and low-quality generated

content and to quantitatively evaluate the different generative models’ performance. Another

promising direction is designing learning intervention with generated content. My

lab will investigate the use of the generated content to intervene in the learning progress

effectively and to improve learning outcomes. The first step is to study the generated

content’s impact on learning in various carefully designed, real-world learning environments

and compare it to traditional, expert-designed learning content. In doing so, My lab strives

to bridge the gap in content generation, learner understanding, and trustworthy machine

intelligence toward more effective human learning in the wild.
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Mathematica, vol. 30, pp. 175–193, 1906.

[134] A. H. Jha, S. Anand, M. Singh, and V. Veeravasarapu, “Disentangling factors of variation with cycle-
consistent variational auto-encoders,” in Proc. ECCV, September 2018.

[135] Z. Jiao and F. Ren, “WRGAN: Improvement of RelGAN with wasserstein loss for text generation,”
Electronics, vol. 10, no. 3, p. 275, Jan. 2021.
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[290] A. M. Schäfer and H. G. Zimmermann, “Recurrent neural networks are universal approximators,” in
Proc. Int. Conf. Artificial Neural Netw. (ICANN), Sept. 2006, pp. 632–640.

[291] S. Sedhain, A. K. Menon, S. Sanner, and L. Xie, “Autorec: Autoencoders meet collaborative filtering,”
in Proc. Int. Conf. World Wide Web, May 2015, pp. 111–112.

[292] M. H. S. Segler, T. Kogej, C. Tyrchan, and M. P. Waller, “Generating Focussed Molecule Libraries for
Drug Discovery with Recurrent Neural Networks,” arXiv e-prints, p. arXiv:1701.01329, Jan. 2017.

[293] I. V. Serban et al., “Generating factoid questions with recurrent neural networks: The 30M factoid
question-answer corpus,” in Proc. ACL, Aug. 2016, pp. 588–598.

[294] T. Shen, T. Lei, R. Barzilay, and T. Jaakkola, “Style transfer from non-parallel text by cross-alignment,”
in Proc. NeurIPS, I. Guyon, U. V. Luxburg, S. Bengio, H. Wallach, R. Fergus, S. Vishwanathan, and
R. Garnett, Eds., vol. 30, 2017.

[295] X. Shen, J. Suzuki, K. Inui, H. Su, D. Klakow, and S. Sekine, “Select and attend: Towards controllable
content selection in text generation,” in Proc. EMNLP-IJCNLP, Nov. 2019, pp. 579–590.

[296] Y. Shen, S. Tan, A. Sordoni, and A. Courville, “Ordered neurons: Integrating tree structures into
recurrent neural networks,” in Proc. Int. Conf. Learn. Representations, 2019.

[297] S. Shi, Y. Wang, C.-Y. Lin, X. Liu, and Y. Rui, “Automatically solving number word problems by
semantic parsing and reasoning,” in Proc. EMNLP, Sep. 2015, pp. 1132–1142.

[298] T. Shidi, C. Ruiqi, L. Mengru, L. Qingde, Z. Yanxiang, D. Ji, W. Jiansheng, H. Haifeng,
and L. Ming, “Accelerating AutoDock VINA with GPUs,” Mar. 2022. [Online]. Available:
https://doi.org/10.26434/chemrxiv-2021-3qvn2-v4



213

[299] B. Shin, S. Park, J. Bak, and J. C. Ho, “Controlled molecule generator for optimizing multiple chemical
properties,” in Proceedings of the Conference on Health, Inference, and Learning. ACM, Apr. 2021.
[Online]. Available: https://doi.org/10.1145/3450439.3451879

[300] D. Shin, Y. Shim, H. Yu, S. Lee, B. Kim, and Y. Choi, “Saint+: Integrating temporal features for ednet
correctness prediction,” in 11th Int. Learn. Analytics Knowl. Conf., 2021, pp. 490–496.

[301] V. Shiv and C. Quirk, “Novel positional encodings to enable tree-based transformers,” in Proc. Int.
Conf. Neural Info. Process. Syst., 2019, pp. 12 081–12 091.

[302] V. J. Shute and J. Psotka, “Intelligent tutoring systems: Past, present, and future,” Tech. Rep., 1994.

[303] N. Siddharth, B. Paige, J.-W. Van de Meent, A. Desmaison, N. Goodman, P. Kohli, F. Wood, and
P. Torr, “Learning disentangled representations with semi-supervised deep generative models,” in Proc.
Advances in Neural Information Processing Systems, Dec. 2017, pp. 5925–5935.

[304] H. T. Siegelmann and E. D. Sontag, “On the computational power of neural nets,” J. Comput. Syst. Sci.,
vol. 50, no. 1, pp. 132–150, Feb. 1995.

[305] A. Singla and N. Theodoropoulos, “From {Solution Synthesis} to {Student Attempt Synthesis} for
block-based visual programming tasks,” arXiv preprint arXiv:2205.01265, 2022.

[306] G. Sliwoski, S. Kothiwale, J. Meiler, and E. W. Lowe, “Computational methods in drug
discovery,” Pharmacological Reviews, vol. 66, no. 1, pp. 334–395, Dec. 2013. [Online]. Available:
https://doi.org/10.1124/pr.112.007336

[307] J. P. Smith III, A. A. DiSessa, and J. Roschelle, “Misconceptions reconceived: A constructivist analysis
of knowledge in transition,” j. learn. sci., vol. 3, no. 2, pp. 115–163, 1994.

[308] R. Socher, A. Perelygin, J. Wu, J. Chuang, C. D. Manning, A. Ng, and C. Potts, “Recursive deep models
for semantic compositionality over a sentiment treebank,” in Proc. Conf. Empirical Methods Natural
Language Process. (EMNLP), Oct. 2013, pp. 1631–1642.

[309] J. Song, S. Zhao, and S. Ermon, “A-nice-mc: Adversarial training for mcmc,” in Adv. Neural Inf.
Process. Syst., 2017, pp. 5140–5150.

[310] J. Stamper, A. Niculescu-Mizil, S. Ritter, G. Gordon, and K. Koedinger, “Algebra dataset,” Challenge
data set from KDD Cup 2010 Educational Data Mining Challenge, 2010.

[311] J. C. Stamper and Z. A. Pardos, “The 2010 kdd cup competition dataset: Engaging the machine learning
community in predictive learning analytics,” 2016.

[312] D. H. Stern, R. Herbrich, and T. Graepel, “Matchbox: large scale online bayesian recommendations,”
in Proc. International World Wide Web Conference. ACM, 2009, pp. 111–120.

[313] D. Stowell and M. D. Plumbley, “An open dataset for research on audio field recording archives:
Freefield1010,” in Proc. Audio Eng. Soc. 53rd Conf. Semantic Audio (AES53), 2014, pp. 1–7.

[314] J. Sun, P. Han, Z. Cheng, E. Wu, and W. Wang, “Transformer based multi-grained attention network for
aspect-based sentiment analysis,” IEEE Access, vol. 8, pp. 211 152–211 163, 2020.

[315] C. Supriyanto, N. Yusof, B. Nurhadiono et al., “Two-level feature selection for naive bayes with
kernel density estimation in question classification based on Bloom’s cognitive levels,” in Int. Conf. Inf.
Technol. Elect. Eng., 2013, pp. 237–241.

[316] I. Sutskever, O. Vinyals, and Q. V. Le, “Sequence to sequence learning with neural networks,” in Proc.
Int. Conf. Neural Info. Process. Syst., 2014, p. 3104–3112.

[317] H. Swaminathan and J. A. Gifford, “Bayesian estimation in the rasch model,” Journal of Educational
Statistics, vol. 7, no. 3, pp. 175–191, 1982.



214

[318] A. J. Swart, “Evaluation of final examination papers in engineering: a case study using Bloom’s
taxonomy,” IEEE Trans. Educ., vol. 53, no. 2, pp. 257–264, 2010.

[319] K. S. Tai, R. Socher, and C. D. Manning, “Improved semantic representations from tree-structured long
short-term memory networks,” in Proc. Annu. Meeting Assoc. Comput. Linguistics (ACL), Jul. 2015, pp.
1556–1566.

[320] S. S. Talathi and A. Vartak, “Improving performance of recurrent network network with relu nonlinear-
ity,” in Proc. Int. Conf. Learn. Representations (ICLR), Apr. 2016.

[321] B. Tang, J. Ewalt, and H.-L. Ng, “Generative AI models for drug discovery,” in Biophysical and
Computational Tools in Drug Discovery. Springer International Publishing, 2021, pp. 221–243.
[Online]. Available: https://doi.org/10.1007/7355 2021 124

[322] K. K. Tatsuoka, “Rule space: An approach for dealing with misconceptions based on item response
theory,” Journal of Educational Measurement, vol. 20, no. 4, pp. 345–354, 1983. [Online]. Available:
http://www.jstor.org/stable/1434951

[323] Z. Teng, D. T. Vo, and Y. Zhang, “Context-sensitive lexicon features for neural sentiment analysis,” in
Proc. Conf. Empirical Methods Natural Language Process. (EMNLP), Nov. 2016, pp. 1629–1638.

[324] M. K. Titsias and M. Lázaro-Gredilla, “Spike and slab variational inference for multi-task and multiple
kernel learning,” in Adv. Neural Inf. Process. Syst., 2011, pp. 2339–2347.

[325] F. Tonolini, B. S. Jensen, and R. Murray-Smith, “Variational sparse coding,” July 2019. [Online].
Available: http://eprints.gla.ac.uk/191553/

[326] H.-Y. Tseng, H.-Y. Lee, L. Jiang, M.-H. Yang, and W. Yang, “RetrieveGAN: Image synthesis via
differentiable patch retrieval,” in Computer Vision – ECCV 2020. Springer International Publishing,
2020, pp. 242–257. [Online]. Available: https://doi.org/10.1007/978-3-030-58598-3 15

[327] C. A. Twigg, “Improving learning and reducing costs: New models for online learning,” EDUCAUSE
Review, vol. 38, no. 5, pp. 28–38, 2003.

[328] S. Upadhyay and M.-W. Chang, “Draw: A challenging and diverse algebra word problem set,” Microsoft,
Tech. Rep., 2015.

[329] J. Vamathevan, D. Clark, P. Czodrowski, I. Dunham, E. Ferran, G. Lee, B. Li, A. Madabhushi, P. Shah,
M. Spitzer, and S. Zhao, “Applications of machine learning in drug discovery and development,”
Nature Reviews Drug Discovery, vol. 18, no. 6, pp. 463–477, Apr. 2019. [Online]. Available:
https://doi.org/10.1038/s41573-019-0024-5

[330] W. J. van der Linden and R. K. Hambleton, Handbook of modern item response theory. Springer
Science & Business Media, 2013.

[331] L. van der Maaten and G. Hinton, “Visualizing data using t-SNE,” J. Mach. Learn. Res., vol. 9, no. Nov,
pp. 2579–2605, 2008.

[332] H. L. van Trees, Detection, Estimation, and Modulation Theory: Radar-Sonar Signal Processing and
Gaussian Signals in Noise. Krieger Publishing Co., Inc., 1992.

[333] ——, Detection, estimation, and modulation theory, part I. John Wiley & Sons, Inc., 2013.

[334] K. VanLehn, “Bugs are not enough: Empirical studies of bugs, impasses and repairs in procedural
skills.” J. Math. Behavior, 1982.

[335] ——, “Student modeling,” Foundations of Intelligent Tutoring Systems, vol. 55, p. 78, 1988.

[336] P. Varma, B. D. He, P. Bajaj, N. Khandwala, I. Banerjee, D. Rubin, and C. Ré, “Inferring generative
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[370] R. Winter, F. Montanari, F. Noé, and D.-A. Clevert, “Learning continuous and data-driven molecular
descriptors by translating equivalent chemical representations,” Chemical Science, vol. 10, no. 6, pp.
1692–1701, 2019. [Online]. Available: https://doi.org/10.1039/c8sc04175j

[371] R. Winter, F. Montanari, A. Steffen, H. Briem, F. Noé, and D.-A. Clevert, “Efficient multi-objective
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Appendix A

A.1 Gumbel-Softmax in Section 2.2.1

We describe in detail the procedure to approximate sampling M ′ from pΦ, i.e., sampling

discrete tokens m′
t ∼ pΦ(mt|E, c,m1, . . . ,mt−1), using the Gumbel-softmax relaxation.

In the first step, we reparametrize sampling from a categorical distribution pΘ using the

Gumbel-max trick [209] as follows:

u(i) ∼ uniform(0, 1) ,

g
(i)
t = −log(−log(u(i))) ,

mt = one hot

(
argmax
i∈|V |

(
f
(i)
Θ,t + g

(i)
t

))
,

where |V | is the size of the vocabulary, f (i)
Θ,t is the pre-softmax activation of pΘ at the t-th

generation step for the i-th word, and g(i)t are i.i.d. samples from the standard Gumbel

distribution.

In the second step, we approximate the discrete argmax operator with the continuous,

differentiable softmax operator, which enables us to obtain the final approximation

m′
t = softmax((fΘ,t + gt)/τ) ,

where τ is a temperature hyperparameter, resulting in the Gumbel-softmax distribu-

tion. When τ approaches 0, this approximation approaches the categorical distribution
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Table A.1 : Model configurations.

architecture #layers input size layer size #params optimizer learning rate batch size training epochs/steps

seq2seq-rnn 2 300 512 11M adagrad 0.15 64 {5000, 15000∗}
seq2seq-attn-rnn 1 300 512 11M adagrad 0.15 64 {5000, 15000∗}
seq2seq-transformer 6 512 512 52M Adam 2 4096 {5000, 15000∗}
GPT 36 1280 1280 774M Adam 5e-5 8 20
ours 36 1280 1280 774M Adam 5e-5 {8∗, 16} {5, 15†}

Table A.2 : Additional examples of MWPs generated by our approach.

Equation x = num1 / num2
Context Sue bag bags cookies fill mother
Gen. MWP Sue ’ s mom baked num1 cookies. If she wants to distribute the cookies among num2

children, how many cookies will each child get?

Equation x = num1 + num2 + num3
Context Charlie Cortland bag bags fruit pick picked visit
Gen. MWP Cortland picked num1 pears, and Mike picked num2 pears, and Alyssa picked num3 pears

from the pear tree. How many pears were picked in total?

Equation x = num1 - num2
Context cousin game playing points scored video
Gen. MWP Zach scored num1 points in the football game. Ben scored num2 points. How many more

points did Zach score than Ben?

Equation x = num1 + num2
Context teacher worksheet
Gen. MWP The secretary prints a copy of the worksheet, num1 copies in the morning, and num2 copies

in the afternoon. How many copies were printed throughout the day?

Equation x = ( num1 + num2 )
Context mike baseball football marble total toy
Gen. MWP The total cost of a toy factory to produce a football is num1 yuan, which is num2 yuan less

than the total cost. How much is the total cost?

Equation x = ( num1 * num2 )
Context anne hour mile
Gen. MWP It takes num2 hours for a car to travel num1 kilometers per hour from A to B. How many

kilometers are the distance between A and B?

parametrized by one hot
(
argmaxi∈|V |(fΘ,t)

)
.

A.2 Quality of the Math23K Dataset

Some reviewers brought up a concern on the quality of the Math23K dataset because it

is originally in Chinese and we use the English-translated version (via Google Translate
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Figure A.1 : Averaged perplexity of each dataset under a small GPT-2. The translated
Math23K dataset has similar perplexity compared to the other two datasets, suggesting
similar language quality of the three datasets.

API) of this dataset. Despite using an automated translation service, we find that most data

points in the translated Math23K dataset is good enough to use for training and evaluation.

Figure A.1 reports the perplexity score under a small GPT-2 model for each dataset, averaged

over all data points. We see that the translated Math23K dataset has comparable perplexity

compared to that of the other two datasets. This observation suggests that the translated

Math23K dataset has similar language quality compared to the other two datasets that are

originally in English.

A.3 Experiment Details

A.3.1 Training Details

We train the three components in our method jointly. Specifically, we first jointly train the

context keyword selection model and the MWP generator. After that, we freeze the context

selection model and continue to jointly train the MWP generator and the mwp2eq model.
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Notably, the input token embeddings to the context selector are the same as the pre-trained

GPT-2 token embeddings. These embeddings are kept fixed throughout training for training

stability.

Table A.1 provides the configurations for all models under consideration. The numbers

marked with an asteroid (*) are the setting for the Math23K dataset. The number marked

with a dagger (†) is the configuration for our approach. For all baselines, we use the

noun+pronoun words (see Section A.3.2) extracted from the MWPs as the input context.

Each model are trained on a single NVIDIA RTX 8000 GPU. For the GPT-based models,

including our approach, the training time ranging from 1.3 minute per epoch (for the

Arithmetic and MAWPS datasets) to 20 min per epoch (for the Math23K dataset). The much

slower runtime for the Math23K dataset is due to both its smaller batch size in order to fit

into memory and its large size, which is almost 20 times as big as the Arithmetic dataset.

For the seq2seq baselines, the training speed is about 7 seconds per 10 steps (equivalent of

640 data points). The seq2seq baselines are implemented using the OpenNMT framework.1

The pre-trained GPT-2 model is loaded from the HuggingFace repository.2

When training all models, we also randomly drop words in the context with a probability

of 0.3 for each word and permute the order of these words. We do so to improve the models’

robustness with respect to the number and the order of the keywords in the context. In

addition, for the seq2seq baselines, we additionally lowercase all string to reduce the total

number of vocabulary.

1https://opennmt.net/
2https://huggingface.co/
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Table A.3 : Examples of failed cases.

Equation x = ( num1 / num2)
Context Tom cars dollars money week weekend
Gen. MWP On Sunday, num1 yuan can buy num2 cars. So how much money is needed to buy a car?
Error Incomplete information: implicitly assumes each car costs the same. Can be remedied by

adding “on average”.)

Equation x = ( num1 * num2 )
Context Tom box boxes brother candy chocolate pieces
Gen. MWP There are num2 boxes of chocolates in the candy store, and the price is num1 yuan per piece.

How much does it cost to buy a piece of chocolate?
Error Wrong question asked. Can be remedied by changing the “a piece of chocolate” to “those

chocolates”.

Equation x = ( num1 * num2 )
Context David box dog dogs dollars toy
Gen. MWP A toy dog is num1 yuan, and the price of a puppy is num2 times that of a puppy. How much

is a puppy?
Error Incoherent question statement. Can be remedied by changing the second “puppy” to “dog”.

A.3.2 Baselines for the Ablation Study

Here, we explain the different method to select keywords. We first tokenize3 the MWPs.

For the noun+pronoun method, we extract words that have “noun” or “pronoun” as their

part-of-speech tags. Stopwords and punctuation are not included. For the TF-IDF method,

we compute the TF-IDF weights for all tokens, again excluding stopwords and punctuation,

and then choose 5 words with the highest weights for each MWP as its context.

A.3.3 Mathematical Consistency Metric

In principle, A more accurate mwp2eq model leads to more accurate mathematical consis-

tency evaluation and many other state-of-the-art mwp2eq methods, including those targeting

automatic MWP answering that we reviewed in Section 2.4, can be employed. We have

observed that fine-tuning pre-trained GPT-2 achieves competitive performance comparing to

3https://spacy.io/
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Figure A.2 : Diversity of generation comparing our approach with a fine-tuned pre-trained
GPT-2. Our approach achieves similar generation diversity according to the Dist-3 metric.

a number of existing approaches and thus use it for this present work. Using more advanced

methods to improve the mathematical consistency evaluation is left for future work.

A.4 Additional Results

A.4.1 Generation Diversity

Per the reviewers request, we compare the generation diversity using the Dist-3 metric [185]

in Figure A.2, where higher numbers indicating more diversity. We can observe that our

approach achieves similar generation diversity across all datasets compared to GPT-2,

with differences smaller than 0.1, suggesting our regularizations do not compromise the

generation diversity.

A.4.2 Additional Qualitative Examples

Table A.2 presents additional examples of MWPs generated by our approach. The contexts

and equations in the first three rows and the last three rows are taken from the Arithmetic

and the Math23K datasets, respectively. These examples are consistent with the qualitative
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results in Section 2.3.2.

A.5 Limitations

Despite promising results, our approach can still generates problematic MWPs. Because

some of our baselines simply copy a sample from the training data as the “generated” sample

during evaluation, which would make a unfair comparison, here we instead conduct a

small case study for our approach on the most challenging generation scenario where we

randomly sample 25 contexts and combine it with each of the four equations that involve two

variables.4 This procedure produces 100 generated examples. We then qualitatively evaluate

their generation quality. In total, we find that 17 out of the 100 generated samples are

completely satisfactory and another 17 can become satisfactory with minor changes. Some

common errors in our generated samples include: 1) incomplete information; 2) wrong

question asked; and 3) incoherent question statement. We illustrate these types of errors in

Table A.3. The errors suggest that, for better generation quality, we should further improve

the model’s understanding of the semantics of the math operations and the relationship

between various mathematical entities in the equation and the important words in the MWPs.

4In general, evaluating generated MWPs is a challenging task and we defer the investigation of human
evaluation criteria and more comprehensive human evaluations to a future work.
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Appendix B

B.1 Dataset Statistics and Preprocessing Steps

Statistic Raw Processsed

#codes 46825 39796
#avg. lines of code per submission 17.52 17.64
#avg. submissions per student 190.34 161.77
#avg. submissions per problem 936.5 795.9

Table B.4 : Dataset statistics comparing the raw and our processed dataset, the latter of
which is used throughout our experiments.

Since we choose to use the AST representation for code, we perform a preprocessing

step to remove student solutions that cannot be converted to AST format. Overall, about 85%

of all student solutions are AST-convertible, which means that this preprocessing step does

not result in significant data loss. Table B.4 describes the summary statistics of the original

dataset and the resulting preprocessed dataset that we use for all our experiments. For

KT, we follow standard procedure in the literature [258, 92, 399] by setting the maximum

solution sequence for any student to 200. For students with more than 200 solutions, we

split their solutions into separate sequences of length 200.

B.2 Experimental Setup Details

In both settings, we split all students in the dataset into disjoint (train, validation, test)

sets with a 80% − 10% − 10% ratio and report all metrics on the test set. In the default
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Figure B.3 : Visualization of CodeBLEU metric versus number of student responses (left),
rate of correct submissions (middle) and Dist-1 metric (right) in each question. Each point
represents one question.

setting, we add knowledge states into token embeddings for the question prompt as input

to the RG component using a linear projection layer as detailed above. We pre-train both

the KE and RG components of OKT on the training data with a correctness prediction

objective (i.e., pre-train an existing KT method) and a prompt-to-code supervised generation

objective, respectively. For the KE component, we follow the original DKT, DKVMN, and

AKT methods with 768 hidden units in their models. When combining DKVMN or AKT

with the answer generator, we use the context reader output from DKVMN and the hidden

state from AKT, respectively, as input to the answer generator at each time step. We refer

readers to [399, 92] for more details. For the RG component, we use a small GPT-2 with 12

transformer decoder layers [268]. We use the RMSProp optimizer for the knowledge update

component and the Adam optimizer for the RG component, both with a default learning rate

of 0.00001. Also, we freeze the parameters of the question and code representation models

and only train the KT model and the answer prediction model, Although the former two

components can also be optimized.

We run all experiments using a single NVIDIA Quadro RTX 8000 GPU. The KT model

pre-training usually takes less than 5 minutes per epoch of wall clock time. The OKT
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Figure B.4 : Four sample submissions of two students corresponding to the top right figures,
respectively. One student gradually proceeded to a correct code while the other got stuck.

training with DKT as the KT model takes about 10 minutes and 30 minutes per epoch of

wall clock time for the the two scenarios, namely, using only students’ first submitted code

and all submitted code that can be converted to AST format, respectively. OKT training

with AKT as the KT model takes about the same time as DKT as the KT model while with

DKVMN, training is about 1.5 times slower due to the more expensive memory computation

[399].

B.3 Visualizing Quantitative Results

Following the results in Section 7.3.1 and Table 7.1, we additionally examine the model

performance across questions and measure the correlation between its CodeBLEU score

and some features (i.e. difficulty level, response diversity). Figure B.3 shows that model

performance has a positive correlation with student performance, i.e., the portion of correct

responses, and a negative correlation with the number of student responses. In other words,

an easy question with fewer submissions is more likely to achieve better prediction results.

However, CodeBLEU is minimally correlated with the diversity in student responses. Also,
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the range of CodeBLEU performance across questions is relatively big, with the highest of

0.86 and lowest of 0.56.

B.4 Visualizing Code Revisions

We also show how the learnt knowledge state space can be useful for tracing and under-

standing students’ consecutive submissions to the same question. On the right-hand side

of Figure B.4, we show the knowledge state trajectories of two students responding to this

question. The colors in these two figures represent knowledge states that correspond to

wrong, partially correct and fully correct codes at different time steps. We see that both stu-

dents start with a wrong solution. However, one student gradually proceeded to the correct

solution after a few edits, whereas the other student got stuck after a few unsuccessful edits

and eventually gave up on solving this prompt. The steady progress versus getting stuck

is clearly visualized in these figures, where for the former student, the knowledge states

gradually moves from the upper right corner in the knowledge state space to the lower left,

whereas for the latter student, the knowledge states circle around and bounce back and forth

in the space. We also show four selected submissions by each student during their response

process, further illustrating how the first student made steady progress, i.e., adding the return

statement (first two code submissions) and correcting logic (last two code submissions), and

how the second student got stuck, i.e., making reasonable changes initially but then some

repetitive edits.

B.5 Real-World Use Cases and Implications

One crucial highlight of our work is that, through OKT, we can predict students’ responses

to open-ended questions before actually assigning them. On the contrary, existing student

and teacher support tools can only be applied after observing their responses. Therefore,
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OKT can be used in practice in many ways by anticipating student errors and struggles

ahead of time. For example, for teacher support, we can use OKT to provide diagnosis

information to teachers via a dashboard. For any open-ended question that the teacher wants

to assign to their class, we can predict the responses that each student will write given their

current knowledge states and show teachers clusters that represent typical errors. This way,

the teacher can anticipate student performance, switch to an easier (or more challenging)

question if necessary, and prepare feedback for individual students ahead of time. For student

support, if a student struggles, we can use OKT to find other students stuck in a similar

place but ultimately succeeded in answering the question and provide incremental hints or

feedback on their errors. These advantages over traditional KT methods will potentially

enable OKT to become the next-generation workhorse for large-scale, intelligent educational

systems.
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Appendix C

C.1 Notation

L, ℓ Total number of layers: L ≥ 0; Index of the layer in an RNN: ℓ ∈ {0, · · · , L}
T , t Total number of time steps: T ≥ 0; Index of time steps of an RNN: t ∈ {0, · · · , T}
C, c Total number of output classes: C > 0; Index of the output class: c ∈ {1, · · · , C}
N , n total number of examples: N ≥ 1;

Index of example in a dataset: n ∈ {1, · · · , N}
R(ℓ) Index of the partition region induced by the piecewise nonlinearity at layer l

D(ℓ) Dimension of input to the RNN at layer ℓ

K, k Total number of output dimensions of a MASO, K ≥ 0; Index of MASO output dimension, k ∈ {1, · · · , K}
Q The partition region selection matrix

x(t) tth time step of a discrete time-serie, x(t) ∈ RD(0)

x Concatenation of the whole length T time-serie: x =
[
x(1)⊤ , · · · ,x(T )⊤

]⊤
, x ∈ RD(0)T

X A dataset of N time-series: X = {xn}N1
ŷ(x) Output/prediction associated with input x

yn True label (target variable) associated with the nth time-serie example xn.
For classification yn ∈ {1, . . . , C}, C > 1; For regression yn ∈ RC , C ≥ 1

h(ℓ,t) Output of an RNN cell at layer ℓ and time step t;
Alternatively, input to an RNN cell at layer ℓ+ 1 and time step t− 1

h(ℓ) Concatenation of hidden state h(ℓ,t) of all time steps at layer ℓ: h(ℓ) =
[
h(ℓ,1)⊤ , · · · ,x(ℓ,T )⊤

]⊤
, h(ℓ) ∈ RD(ℓ)T

z(ℓ,t) Concatenated input to an RNN cell at layer ℓ and time step t: z(ℓ,t) =
[
h(ℓ−1,t)⊤ ,h(ℓ,t−1)⊤

]⊤
, z(ℓ,t) ∈ R2D(ℓ)

W
(ℓ)
r ℓth layer RNN weight associated with the input h(ℓ,t−1) from the previous time step: W (ℓ)

r ∈ RD(ℓ)×D(ℓ)

W (ℓ) ℓth layer RNN weight associated with the input h(ℓ−1,t) from the previous layer: W (ℓ) ∈ RD(ℓ)×D(ℓ−1)

W Weight of the last fully connected layer: W ∈ RC×D(L)

b(ℓ) ℓth layer RNN bias: b(ℓ) ∈ RD(ℓ)

b Bias of the last fully connected layer: b ∈ RC

σ(·) Pointwise nonlinearity in an RNN (assumed to be piecewise affine and convex in this work)

σϵ Standard deviation of noise injected into the initial hidden state h(ℓ,0) ∀ℓ

A
(ℓ,t)
σ MASO formula of the RNN activation σ(·) at layer ℓ and time step t: Aσ ∈ RDℓ×D(ℓ)

A(ℓ,t), B(ℓ,t) MASO parameters of an RNN at layer ℓ and time step t:
A(ℓ,t) ∈ RD(ℓ)×R(ℓ)×D(ℓ−1) , B(ℓ,t) ∈ RD(ℓ)×R(ℓ)
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C.2 Datasets and Preprocessing Steps

Below we describe the datasets and explain the preprocessing steps for each dataset.

MNIST. The dataset5 consists of 60k images in the training set and 10k images in

the test set. We randomly select 10k images from the training set as validation set. We

flatten each image to a 1-dimensional vector of size 784. Each image is also centered and

normalized with mean of 0.1307 and standard deviation of 0.3081 (PyTorch default values).

permuted MNIST. We apply a fixed permutation to all images in the MNIST dataset to

obtain the permuted MNIST dataset.

SST-2. The dataset6 consists of 6920, 872, 1821 sentences in the training, validation

and test set, respectively. Total number of vocabulary is 17539, and average sentence

length is 19.67. Each sentence is minimally processed into sequences of words and use a

fixed-dimensional and trainable vector to represent each word. We initialize these vectors

either randomly or using GloVe [255]. Due to the small size of the dataset, the phrases in

each sentence that have semantic labels are also used as part of the training set in addition to

the whole sentence during training. Dropout of 0.5 is applied to all experiments. Phrases are

not used during validation and testing, i.e., we always use entire sentences during validation

and testing.

Bird Audio Dataset. The dataset7 consists of 7, 000 field recording signals of 10 seconds

sampled at 44 kHz from the Freesound [313] audio archive representing slightly less than

20 hours of audio signals. The audio waveforms are extracted from diverse scenes such

as city, nature, train, voice, water, etc., some of which include bird sounds. The labels

regarding the bird detection task can be found in the file freefield1010. Performance is

5http://yann.lecun.com/exdb/mnist/
6https://nlp.stanford.edu/sentiment/index.html
7http://machine-listening.eecs.qmul.ac.uk/bird-audio-detection-challenge/
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measured by Area Under Curve (AUC) due to the unbalanced distribution of the classes. We

preprocess every audio clip by first using short-time Fourier transform (STFT) with 40ms

and 50% overlapping Hamming window to obtain audio spectrum and then by extracting 40

log mel-band energy features. After preprocessing, each input is of dimension D = 96 and

T = 999.

C.3 Experimental Setup

Experiment setup for various datasets is summarized in Table C.5. Some of the experiments

do not appear in the main text but in the appendix; we include setup for those experiments

as well. A setting common to all experiments is that we use learning rate scheduler so that

when validation loss plateaus for 5 consecutive epochs, we reduce the current learning rate

by a factor of 0.7.

Setup of the experiments on influence of various standard deviations in random

initial hidden state under different settings. We use σϵ chosen in {0.001, 0.01, 0.1, 1, 5}

and learning rates in {1 × 10−5, 1 × 10−4, 1.5 × 10−4, 2 × 10−4} for RMSprop and {1 ×

10−7, 1× 10−6, 1.25× 10−6, 1.5× 10−6} plain SGD.

Setup of input space partitioning experiments. For the results in the main text, we

use t-SNE visualization [331] with 2 dimensions and the default settings from the python

sklearn package. Visualization is performed on the whole 10k test set images. For finding

the nearest neighbors of examples in the SST-2 dataset, since the examples are of varying

lengths, we constrain the distance comparison to within +/-10 words of the target sentence.

When the sentence lengths are not the same, we simply pad the shorter ones to the longest

one, then process it with RNN and finally calculate the distance as the ℓ2 distance of the

partition codes (i.e., concatenation of all hidden states) that RNN computes. We justify the

comparison between examples of different lengths using padding by noting that batching
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Table C.5 : Various experiment setup. Curly brackets indicate that we attempted more than
one value for this experiment. p-MNIST stands for permuted MNIST.

Settings
Dataset

Add task MNIST p-MNIST SST-2 Bird detection

RNN type ReLU RNN ReLU RNN ReLU RNN ReLU RNN GRU

#Layers {1, 2} {1, 2} {1, 2} {1, 2} 2

Input size 2 1 1 128 96

Hidden size 128 128 128 300 256

Output size 3 3 10 2 2

Initial
Learning Rate

1e-4 1e-4 1e-4 1e-4 1e-4

Optimizer RMSprop {RMSprop, SGD} RMSprop Adam Adam

Batch size 50 64 64 64 64

Epochs 100 200 200 100 50

examples and padding the examples to the longest example within a batch has been a

common practice in modern natural language processing tasks.

Setup of exploratory experiments. We experimented with one-layer GRU with 128

hidden unites for MNIST and permuted MNIST datasets. We use RMSprop optimizer

with an initial learning rate of 0.001. We experimented with various standard deviations

in random initial hidden state including {0.01, 0.05, 0.1, 0.5, 1, 5}. The optimal standard

deviations that produce the results in the main text are σϵ = {0.01, 0.05, 0.01}, for MNIST,

permuted MNIST and bird detection datasets, respectively.

C.4 Additional Input Space Partition Visualizations

We provide ample additional visualizations to demonstrate the partition codes that an RNN

computes on its input sequences. Here, the results are focused more on the properties of the

final partition codes computed after the RNN processes the entire input sequence rather than
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Figure C.5 : Visualization of partition codes for pixel-by-pixel (i.e., flattened to a 1-
dimensional, length 784 vector) MNIST dataset using a trained ReLU RNN (one layer,
128-dimensional hidden state). Here, we visualize the nearest 5 and farthest 5 images of
one selected image from each class. The distance is computed using the partition codes of
the images. Leftmost column is the original image; the middle 5 images are the 5 nearest
neighbors; the rightmost 5 images are the farthest neighbors.

part of the input sequence. Several additional sets of experimental results are shown; the

first three on MNIST and the last one on SST-2.

First, we visualize the nearest and farthest neighbors of several MNIST digits in Fig-

ure C.5. Distance is calculated using the partition codes of the images. The left column

is the original image; The next five columns are the five nearest neighbors to the original

image; The last five columns are five farthest neighbors. This figure shows that partition

codes the images are well clustered.

Second, we show the two dimensional projection using t-SNE of the raw pixel and VQ

representations of each data points in the MNIST dataset and visualize them in Figure C.6.

We clearly see a more distinct clustering using VQ representation of the data than using the

raw pixel representation. This comparison demonstrate the ability of the RNN to extract

useful information from the raw representation of the data in the form of VQ.

Third, we perform a KNN classification with k ∈ {1, 2, 5, 10} using 1) the RNN

computed partition codes of the inputs and 2) raw pixel data representation the MNIST

test set to illustrate that the data reparametrized by the RNN has better clustering property

than the original data representations. We use 80% of the test set to train the classifier and
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Figure C.6 : t-SNE visualization of MNIST test set images using raw pixel representation
(left) and RNN VQ representation (right). We see more distinct clusters in the t-SNE plot
using RNN VQ representation of images than the raw pixel representation, implying the
useful information that RNN extracts in the form of VQ.

Table C.6 : K-nearest neighbor classification accuracies using data reparametrized by RNN
compared to those using raw pixel data. We can see that classification accuracies using RNN
reparametrized data are much higher than those using raw pixel data for all k’s.

k MNIST, raw pixels MNIST, VQ

1 0.950 0.977
2 0.936 0.974
5 0.951 0.977
10 0.939 0.975

the rest for testing. The results are reported in Table C.6. We see that the classification

accuracies when using RNN computed partition codes of the inputs are significantly higher

than those when using raw pixel representations. This result again shows the superior quality

of the input space partitioning that RNN produces, and may suggest a new way to improve

classification accuracy by just using the reparametrized data with a KNN classifier.

Finally, we visualize the 5 nearest and 5 farthest neighbors of a selected sentence from
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the SST-2 dataset to demonstrate that the partitioning effect on dataset of another modality.

Again, the distances are computed using the partition codes of the inputs. The results are

shown in Figure C.7. We can see that all sentences that are nearest neighbors are of similar

sentiment to the target sentence, whereas all sentences that are farthest neighbors are of the

opposite sentiment.

C.5 Additional Template Visualizations

We provide here more templates on images and texts in Figures C.8 and C.9. Notice here

that, although visually the templates may look similar or meaningless, they nevertheless

have meaningful inner product with the input. The class index of the template that produces

the largest inner product with the input is typically the correct class, as can be seen in the

two figures.

C.6 Additional Experimental Results for Random Initial Hidden State

C.6.1 Regularization Effect for Regression Problem

We present the regularization effect on adding task formulated as a regression problem,

following setup in [10]. Result is shown in Figure C.10. We see regularization effect similar

to that presented in Figure 9.4, which demonstrates that the regularization effect does indeed

happens for both classification and regression problems, as Thm. 3 suggests.

C.6.2 Choosing Standard Deviation in Random Initial Hidden State

Table C.7 shows the classification accuracies under various settings. The discussion of the

results is in Section 9.6.
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Original text

It is a film that will have people walking out halfway through , will encourage others to stand up
and applaud , and will , undoubtedly , leave both camps engaged in a ferocious debate for years to
come . (+)

Nearest 5 neighbors Farthest 5 neighbors

Well-written , nicely acted and beautifully shot
and scored , the film works on several levels ,
openly questioning social mores while ensnar-
ing the audience with its emotional pull . (+,
22.00)

Marries the amateurishness of The Blair Witch
Project with the illogic of Series 7 : The Con-
tenders to create a completely crass and forget-
table movie . (-, 37.60)

A stunning piece of visual poetry that will ,
hopefully , be remembered as one of the most
important stories to be told in Australia ’s film
history . (+, 22.23)

K-19 may not hold a lot of water as a submarine
epic , but it holds even less when it turns into
an elegiacally soggy Saving Private Ryanovich .
(-, 37.42)

Cute , funny , heartwarming digitally animated
feature film with plenty of slapstick humor for
the kids , lots of in-jokes for the adults and heart
enough for everyone . (+, 22.61)

This is a great subject for a movie , but Holly-
wood has squandered the opportunity , using it
as a prop for warmed-over melodrama and the
kind of choreographed mayhem that director
John Woo has built his career on . (-, 37.24)

Though it is by no means his best work , Laissez-
Passer is a distinguished and distinctive effort
by a bona-fide master , a fascinating film replete
with rewards to be had by all willing to make
the effort to reap them . (+, 22.78)

Flotsam in the sea of moviemaking , not big
enough for us to worry about it causing sig-
nificant harm and not smelly enough to bother
despising . (-, 37.15)

An absorbing trip into the minds and motiva-
tions of people under stress as well as a keen ,
unsentimental look at variations on the theme
of motherhood . (+, 22.89)

If you ’re not a prepubescent girl , you ’ll be
laughing at Britney Spears ’ movie-starring de-
but whenever it does n’t have you impatiently
squinting at your watch . (-, 36.98)

Figure C.7 : Nearest and furthest neighbors of a postive movie review. The sentiment (+ or
-) and the euclidean distance between the input and the neighbor vector quantizations are
shown in parenthesis after each neighbor.

C.7 Proofs

C.7.1 Proof of Thm. 1

To simplify notation, similar to the main text, in the proof here we drop the affine parameters’

dependencies on the input, but keep in mind the input-dependency of these parameters.
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Input image 0, -31.9 1, 2.9 2, -21.9 3, -26.1 4, -24.9 5,, -23.1 6, -24.3 7, -18.5 8, -24.7 9, -26.1

Input image 0, -6.2 1, -3.9 2, 5.0 3, -5.8 4, -13.5 5,, -10.6 6, -9.0 7, -9.3 8, -14.0 9, -14.9

Input image 0, -5.5 1, -9.0 2, -2.4 3, -3.7 4, -8.8 5,, -6.6 6, -5.7 7, -8.0 8, 1.8 9, -5.9

Figure C.8 : Templates of three selected MNIST images. The leftmost column is the original
input image. The next ten images of each row are the ten templates of a particular input
image corresponding to each class. For each template image, we show the class and the
inner product of this template with the input. Text under the template of the true class of
each input image is bolded.

We first derive the expression for a hidden state h(ℓ,t) at a given time step t and layer ℓ.

Using Prop. 2, we start with unrolling the RNN cell of layer ℓ at time step t for two time

steps to t− 2 by recursively applying (9.1) as follows:

h(ℓ,t) = σ
(
W (ℓ)h(ℓ−1,t) + b(ℓ) +W (ℓ)

r h(ℓ,t−1)
)

(1)

= A(ℓ,t)
σ W (ℓ)h(ℓ−1,t) + A(t)

σ b(ℓ) + A(t)
σ W (ℓ)

r h(ℓ,t−1) (2)

= A(ℓ,t)
σ W (ℓ)h(ℓ−1,t) + A(t)

σ b(ℓ)

+ A(ℓ,t)
σ W (ℓ)

r

(
A(ℓ,t−1)
σ W (ℓ)h(ℓ−1,t−1) + A(ℓ,t−1)

σ b(ℓ) + A(ℓ,t−1)
σ W (ℓ)

r h(ℓ,t−2)
)

(3)

=
(
A(ℓ,t)
σ W (ℓ)h(ℓ−1,t) + A(ℓ,t)

σ W (ℓ)
r A(ℓ,t−1)

σ W (ℓ)h(ℓ−1,t−1)
)

+
(
A(ℓ,t)
σ + A(ℓ,t)

σ W (ℓ)
r A(ℓ,t−1)

σ

)
b(ℓ) + A(ℓ,t)

σ W (ℓ)
r A(ℓ,t−1)

σ W (ℓ)
r h(ℓ,t−2) . (4)

From (1) to (2), we use the result of Prop. 2. From (2) to (3), we expand the term that
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Figure C.9 : Additional template visualizations of an example from the SST-2 dataset. Each
word in the sentence is marked as a tick label in the x axis. The values of inner products
are marked below each template. The template that has the bigger inner product is the true
class of the sentence. We see that the template corresponding to the correct class produces a
significantly bigger inner product with the input than other templates.

involves the hidden state h(ℓ,t−1) at the previous time step recursively using (2). From (3)

to (4), we group terms and write them compactly.

Now define A(ℓ,s)
s:t :=

∏s+1
k=t A

(ℓ,k)
σ W

(ℓ)
r for s < t and A(ℓ,t)

t:t := I where I is the identity

matrix. Using this definition, we rewrite (4) and proceed with the unrolling to the initial
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Figure C.10 : Various plots during training of add problem (T=100, regression). Top: norm
of Ah at every 100 iterations; Middle: norm of gradient of recurrent weight at every 100
iterations; Bottom: validation loss at every epoch. Each epoch contains 1000 iterations.

time step as follows:

h(ℓ,t) =

(
A(ℓ)
t:t A

(ℓ)
t−1:t

) A
(ℓ,t)
σ W (ℓ)

A
(ℓ,t−1)
σ W (ℓ)


 h(ℓ−1,t)

h(ℓ−1,t−1)

+
t−1∑
s=t

A(ℓ)
s:tB

(ℓ,s) (5)

· · ·

=

(
A(ℓ)
t:t · · · A

(ℓ)
1:t

)
A

(ℓ,t)
σ W (ℓ)

...

A
(ℓ,1)
σ W (ℓ)



h(ℓ−1,t)

...

h(ℓ−1,1)

+
t−1∑
s=t

A(ℓ)
s:tB

(ℓ,s) +A(ℓ)
0:th

(ℓ,0) ,

(6)

where B(ℓ,s) = A
(ℓ,s)
σ b(ℓ) as defined in Prop. 2.

Repeat the above derivation for t ∈ {1, · · · , T} and stack h(ℓ,t) in decreasing time steps
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Table C.7 : Classification accuracy for MNIST dataset under 2 different optimizers, various
learning rates and different standard deviation σϵ in the random initial hidden state. Results
suggest RMSprop tolerates various choices of σϵ while SGD works for smaller σϵ.

RMSprop SGD

σϵ 1e-5 1e-4 1.5e-4 2e-4 1e-7 1e-6 1.25e-6 1.5e-6

0 0.960 0.973 0.114 0.114 0.837 0.879 0.870 0.098
0.001 0.963 0.974 0.978 0.970 0.835 0.895 0.913 0.875
0.01 0.962 0.980 0.978 0.976 0.834 0.898 0.922 0.918
0.1 0.955 0.976 0.981 0.976 0.803 0.833 0.913 0.908
1 0.956 0.977 0.980 0.976 0.520 0.640 0.901 0.098
5 0.952 0.981 0.973 0.981 0.471 0.098 0.098 0.098

from top to bottom, we have:


h(ℓ,T )

...

h(ℓ,1)

 =


A(ℓ)
T :T . . .A

(ℓ)
1:T

... . . . ...

0 . . . A(ℓ)
1:1



A

(ℓ,T )
σ W (ℓ) . . . 0

... . . . ...

0 . . . A
(ℓ,1)
σ W (ℓ)



h(ℓ−1,T )

...

h(ℓ−1,1)



+


1∑

t=T

A(ℓ)
t:TB

(ℓ,t)
+A(ℓ)

0:Th
(ℓ,0)

...

A(ℓ)
1:1B

(ℓ,t)
+A(ℓ)

0:1h
(ℓ,0)

 = A
(ℓ)
RNNh

(ℓ−1) +B
(ℓ)
RNN , (7)

where

A
(ℓ)
RNN=


A(ℓ)
T :T . . . A(ℓ)

1:T

... . . . ...

0 . . . A(ℓ)
1:1

 , B
(ℓ)
RNN=


1∑

t=T

A(ℓ)
t:TB

(ℓ,t)
+A(ℓ)

0:Th
(ℓ,0)

...

A(ℓ)
1:1B

(ℓ,t)
+A(ℓ)

0:1h
(ℓ,0)

 , h(ℓ−1)=


h(ℓ−1,T )

...

h(ℓ−1,1)

 ,

which concludes the proof.
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Thm. 2 follows from the recursive application of the above arguments for each layer

ℓ ∈ {1, · · · , L}.

C.7.2 Proof of Thm. 3

We prove for the case of multi-class classification problem with softmax output. The proof

for the case of regression problems easily follows.

Let ai be the ith row of the input-dependent affine parameter Ah where Ah := A1:T =∏1
s=T A

(ℓ,s)
σ W

(ℓ)
r (recall Section 9.6), xn = [x

(1)⊤
n , · · · ,x(T )⊤

n ]⊤ be the concatenation of

the nth input sequence of length T and c be the index of the correct class. We assume

the amplitude of random initial hidden state is small so that the input-dependent affine

parameter Ah, which also depends on h(0), does not change when using random h(0). Also,

let zn = fRNN(xn,h
(0)) be the overall RNN computation that represents (9.9).

We first rewrite the cross entropy loss with random initial hidden state L̃CE =

LCE

(
softmax

(
fRNN

(
xn,h

(0) + ϵ
)))

as follows:

L̃CE =
1

N

N∑
n=1

−log
(
softmax

(
fRNN

(
x(1:T )
n ,h(0) + ϵ

)))
=

1

N

N∑
n=1

−log

(
exp(znc + acϵ)∑C
j=1 exp(znj + ajϵ)

)

=
1

N

N∑
n=1

{
−znc − acϵ+ log

(
C∑
j=1

exp(znj + ajϵ)

)}
. (8)

Taking the expectation of the L̃ with respect to the distribution of the random Gaussian

vector that the initial hidden state is set to, we have

E[L̃CE] = LCE +R, (9)
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where

R =
1

N

N∑
n=1

{
E

[
log

(
C∑
j=1

exp(znj + ajϵ)

)]
− log

(
C∑
j=1

exp(znj)

)}
. (10)

We note that similar forms of (10) have been previously derived by [343].

We now simplify (10) using second-order Taylor expansion on h(0) of the summa-

tion inside the log function. Define function u(x
(1:T )
n ,h(0)) := log(

∑
j exp(znj)) =

log(
∑

j exp(f(x(1:T )
n ,h(0)))). Then, we can approximate (10) as follows:

R ≈ 1

N

N∑
n=1

{
E

[
u
(
xn,h

(0)
)
+

du
(
xn,h

(0)
)

dh(0)
ϵ+

1

2
ϵ⊤

du
(
xn,h

(0)
)2

d2h(0)
ϵ

]
− u
(
xn,h

(0)
)}

=
1

N

N∑
n=1

1

2
E

[
Tr

(
ϵ⊤

du
(
xn,h

(0)
)2

d2h(0)
ϵ

)]

=
1

N

N∑
n=1

1

2
Tr

(
du
(
xn,h

(0)
)2

d2h(0)
E
[
ϵϵ⊤
])

=
1

N

N∑
n=1

σ2
ϵ

2
Tr

(
du
(
xn,h

(0)
)2

d2h(0)

)
, (11)

where
du(xn,h(0))

2

d2h(0) is the Hessian matrix:

[
du
(
xn,h

(0))2

d2h(0)

]
il

=
du
(
xn,h

(0))2

dh
(0)
i dh

(0)
l

=
d

dh
(0)
l

exp (zni)∑C
j=1 exp (znj)︸ ︷︷ ︸

ŷni

ai

=
dŷni
dznl

dznl

h
(0)
l

ai = ŷni(1i=l − ŷnl) ⟨ai,al⟩ .

Then, we can write the trace term in (11) as follows:

Tr

(
du
(
xn,h

(0)
)2

d2h(0)

)
=

∥∥∥∥diag
([

dyni
dznl

]
i=l

)
Ah
∥∥∥∥2 .
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As a result, using the above approximations, we can rewrite the loss with random initial

state in (8) as:

L̃CE = LCE +
σ2
ϵ

2N

N∑
n=1

∥∥∥∥diag
([

dyni
dznl

]
i=l

)
Ah
∥∥∥∥2 . (12)

We see that this regularizer term does not dependent on the correct class index c of each data

points.

C.8 Prior Work on the Exploding Gradient in RNNs

The problem of exploding gradients has been widely studied from different perspectives.

First approaches have attempted to directly control the amplitude of the gradient through

gradient clipping [251]. A more model driven approach has leveraged the analytical for-

mula of the gradient when using specific nonlinearities and topologies in order to develop

parametrization of the recurrent weights. This has led to various unitary reparametrizations

of the recurrent weight [10, 372, 110, 111, 142, 225, 125, 145]. A soft version of such

parametrization lies in regularization of the DNNs. This includes dropout applied to either

the output layer [257] or hidden state [395], noisin [73], zoneout [165] and recurrent batch

normalization [59]. Lastly, identity initialization of ReLU RNNs has been studied in [179]

and [320]. Our results complements prior works in that simply using random initial hidden

state instead of zero initial hidden state and without changing the RNN structure also relieves

the exploding gradient problem by regularization the potentially largest term in the recurrent

weight gradient.
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Appendix D

D.1 Framework details

More details of the information fusion module (Eq. ( 10.1)) Recall that Eq.( 10.1) is

e = fCA(ein,Er; θ) = Attn(Query(ein),Key(Er)) · Value(Er)

where fCA represents the cross attention function with parameters θ, and ein ∈ R
L×D

and Er ∈ R
(
∑K

k=1 Lk)×D are the input embedding and retrieved exemplar embeddings,

respectively.

Concretely, Query, Key, and Value are affine functions that do not change the shape of

the the input. The function input and output dimensions are as follows:

Query : RL×D → RL×D , (13)

Key : R(
∑K

k=1 Lk)×D → R(
∑K

k=1 Lk)×D , (14)

Value : R(
∑K

k=1 Lk)×D → R(
∑K

k=1 Lk)×D (15)

In particular, the Key and Value functions first apply to each of the k-th retrieved molecule

embedding ekr ∈ RLk×D (which is a block of matrix in the retrieved molecule embedding

Er) and then stack these K output matrices horizontally to obtain the output matrices of

shape (
∑K

k=1 Lk)×D.
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The Attn function first computes the inner product between each slice of the query

output matrix (of shape D) and the key output matrix (of shape (
∑K

k=1 Lk)×D), followed

by a softmax function which results in (
∑K

k=1 Lk) un-normalized weights. These weights

are applied to the value output matrix (of shape (
∑K

k=1 Lk)×D) to obtain one slice in the

output fused matrix e. The above procedure is performed in parallel to obtain the full output

fused matrix e, such that it maintains the same dimensionality with the input embedding ein,

i.e., e ∈ RL×D.

More details of the CE loss The cross entropy in Eq. (2) is the maximum likelihood

objective commonly used in sequence modeling and sequence-to-sequence generation tasks

such as machine translation. It takes two molecules as its inputs: one is the ground-truth

molecule sequence, and the other one is the generated molecule sequence (i.e., the softmax

output of decoder). Specifically, if we define y := x1NN and ŷ := Dec(fCA(ein, Er); θ), then

the “CE” in Eq. (8.11) is given as follows:

CE(ŷ, y) = −
L−1∑
l=0

V−1∑
v=0

yl,v log ŷl,v

where L is the molecule sequence length, V is the vocabulary size, yl,v is the ground-truth

(one-hot) probability of vocabulary entry v on the l-th token, and ŷl,v is the predicted

probability (i.e., softmax output of decoder) of the vocabulary entry v on the l-th token.

More details of the RetMol training objective (Sec. 10.2.2) We first provide more

detailed descriptions of our proposed objective: Given an input molecule, we use its

nearest neighbor molecule from the retrieval database, based on the cosine similarity in

the embedding space of the CDDD encoder, as the prediction target. The decoder takes in

the fused embeddings from the information fusion module to generate new molecules. As
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shown in Eq. (2), we calculate the cross-entropy distance between the decoded output and

the nearest neighbor molecule as the training objective.

The motivation is that: Other similar molecules (i.e., the remaining K − 1 nearest neigh-

bors) from the retrieval database, through the fusion module, can provide good guidance for

transforming the input to its nearest neighbor (e.g., how to perturb the molecule and how

large the perturbation would be). Accordingly, the fusion module can be effectively updated

through this auxiliary task.

On the contrary, if we use the conventional encoder-decoder training objective (i.e.,

reconstructing the input molecule), the method actually does not need anything from the

retrieval database to do well in the input reconstruction (as the input molecule itself contains

all the required information already). As a result, the information fusion module would not

be effectively updated during training.

Molecule retriever Algorithm 2 describes the how the retriever retrieves exemplar

molecules from a retrieval database given the design criteria.

Inference Algorithm 3 describes the inference procedure.

Parameters The total number of parameters in RetMol and in the base generative

model [127] is 10471179 and 10010635, respectively. The additional 460544 parame-

ters come exclusively from the information fusion model, which means that it adds only less

than 5% parameter overhead and is very lightweight compared to the base generative model.
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Algorithm 2: Exemplar molecule retriever
Require :Property predictors aℓ and desired property thresholds δℓ for

ℓ ∈ [1, . . . , L] for property constraints; scoring function s for properties to
be optimized; retrieval database XR; number of retrieved exemplar
molecules K

Input :Input molecule xin
Output :Retrieved exemplar molecules Xr

1 ℓ′ = L;
2 X ′ = ∩Lℓ=1{x ∈ XR | aℓ(x) ≥ δℓ};
3 while |X ′| ≤ K do
4 L := L− 1;
5 ℓ′ := L;
6 X ′ := ∩Lℓ=1{x ∈ XR | aℓ(x) ≥ δℓ};
7 X ′′ = {x ∈ X ′ | aℓ′(x) ≥ aℓ′(xin)};
8 if |X ′′| ≥ K then
9 return Xr = topK(X ′′, s);

10 else
11 return Xr = topK(X ′, s);

D.2 Detailed experiment setup

D.2.1 RetMol training

We only train the information fusion model in our RetMol framework. The training dataset

uses either ZINC250k [126] (for the experiments in Section 3.1 or CheMBL [88]. The choice

of the training data is to align with the setup for the baseline methods in each experiment;

The experiments in Sections 3.1 and 3.3 use the ZINC250k dataset while the experiments in

Sections 3.2 and 3.4 use the CheMBL dataset. For the ZINC250k dataset, we follow the

train/validation/test splits in [140] and train on the train split. For the ChemMBL dataset,

we train on the entire dataset without splits. Training is distributed over four V100 NVIDIA

GPUs, each with 16GB memory, with a batch size of 256 samples on each GPU, for 50k

iterations. The total training time is approximately 2 hours for either the ZINC250k or the
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Algorithm 3: Generation with adaptive input and retrieval database update
Require :Encoder Enc, decoder Dec, information fusion model fCA, exemplar

molecule retriever Ret, property predictors aℓ(x) and desired property
thresholds δℓ for ℓ ∈ [1, . . . , L] for property constraints, retrieval database
XR, scoring function s(x) for properties to be optimized

Input :Input molecule xin, number of retrieved exemplar molecules K, number
of optimization iterations T , the number of molecules M to sample at
each iteration

Output :Optimized molecule x′

1 for t ∈ [1, . . . , T ] do
2 ein = Enc(x);
3 Xr = Ret

(
XR, {aℓ, δℓ}Lℓ=1, s, xin, K

)
;

4 Er = Enc(Xr);
5 e = fCA(ein,Er; θ);
6 Xgen = ∅;
7 for i = 1, . . . ,M do
8 ϵ ∼ N (0,1);
9 ei = e+ ϵ;

10 x′ = Dec(ei);
11 Xgen := Xgen ∪ {x′};
12 Xgen := Ret

(
Xgen, {aℓ, δℓ}Lℓ=1, s, xin, K

)
;

13 xin := top1(Xgen, s);
14 XR := XR ∪ Xgen \ xin

CheMBL dataset. Our training infrastructure largely follows the Megatron8 version of the

molecule generative model in [127], which uses DeepSpeed,9 Apex,10 and half precision for

improved training efficiency. Note that, once RetMol is trained, we do not perform further

task-specific fine-tuning.

8https://github.com/NVIDIA/Megatron-LM
9https://github.com/microsoft/DeepSpeed

10https://github.com/NVIDIA/apex
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D.2.2 RetMol inference

We use greedy sampling in the decoder throughout all experiments in this work. When we

need to sample more than one molecule from the decoder given the (fused) embedding,

we first perturb the (fused) embedding with independent random isotropic Gaussian with

standard deviation of 1 and then generate a sample from each perturbed (fused) embedding

using the decoder. Inference uses a single V100 NVIDIA GPU with 16 GB memory.

Note that during inference, the multi-property design objective is provided with a general

form s(x) =
∑L

l=1wlal(x). In the experiments, we simply set all the weight coefficients wl

to 1, i.e., the aggregated design criterion is the sum of individual property constraints.

D.2.3 Baselines

We briefly overview the existing methods and baselines that we have used for all experiments.

Some baselines are applicable for more than one experiment while some specialize in a

certain experiment.

JT-VAE [138] The junction tree variational autoencoder (JT-VAE) reconstructs a molecule

in its graph (2 dimensional) representation using its junction tree and molecular graph

as inputs. JT-VAE learns a structured, fixed-dimensional latent space. During inference,

controllable generation is achieved by first performing optimization on the latent space

via property predictors trained on the latent space and then generating a molecule via the

decoder in the VAE.

MMPA [63] The Matched Molecular Pair Analysis (MMPA) platform uses rules and

heuristics, such as matched molecular pair, to perform various molecule operations such as

search, transformations, and synthesizing.
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GCPN [389] Graph Convolutional Policy Network (GCPN) trains a graph convolutional

neural network to generate molecules in their 2D graph representations with policy gradient

reinforcement learning. The reward function consists of task-specific property predictors

and adversarial loss.

Vseq2seq [12] This is a basic sequence-to-sequence model borrowed from the machine

translation literature that translates the input molecule to an output molecule with more

desired properties.

VJTNN [140] VJTNN is a graph-based method for generating molecule graphs based

on junction tree variational autoencoders [138]. The method formalizes the controllable

molecule generation problem as a graph translation problem and is trained using an adver-

sarial loss to match the generation and data distribution.

HierG2G [139] The Hierarchical Graph-to-Graph generation method takes into account

the molecule’s substructures, which are interleaved with the molecule’s atoms for more

structured generation.

AtomG2G [139] The Atom Graph-to-Graph generation method is similar to HierG2G

but only takes into account of the molecule’s atoms information without the structure and

substructure information.

DESMILES [214] The DESMILES method aims to translate the molecule’s fingerprint

into its SMILES representation. Controllable generation is achieved by fine-tuning the

model for task-specific properties and datasets.
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MolDQN [410] The Molecule Deep Q-Learning Network formalizes molecule generation

and optimization as a sequence of Markov decision processes, which the authors use deep

Q-learning and randomized reward function to optimize.

GA [239] This method augments the classic genetic algorithm with a neural network

which acts as a discriminator to improve the diversity of the generation during inference.

QMO [118] The Query-based Molecule Optimization framework is a latent-optimization-

based controllable generation method operated on the SMILES representation of molecules.

Instead of finding a latent code in the latent space via property predictor trained on the latent

space, QMO uses property predictor on the molecule space and performs latent optimization

via zeroth order gradient estimation. Although this latent-optimization-based method

removes the need to train latent-space property predictors, we find that it is sometimes

challenging to tune the hyper-parameters to adapt QMO for different controllable generation

tasks. For example, in the SARS-CoV-2 main protease inhibitor design task, we could not

succeed to generate an optimized molecule using QMO even with extensive hyper-parameter

tuning.

GVAE-RL [137] This method is the graph-based grammar VAE [171] that learns to expand

a molecule with a set of expansion rules, based on a variational autoencoder. GVAE-RL

further fine-tunes GVAE with RL objective for controllable generation, using the property

values as the reward.

REINVENT [241] REINVENT trains a recurrent neural network using RL techniques to

generate new molecules.
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RationaleRL [137] The RationalRL method first assembles a “rationale”, a molecule

fragment composed from different molecules with the desired properties. Then it trains a

decoder using the assembled collection of rationales as input by first randomly sampling

from the decoder, scoring each sample with the property predictors, and use the positive and

negative samles as training data to fine-tune the decoder.

MARS [378] The MARS method models the molecule generation process as a Markov

chain, where the transitions are the “edits” on the current molecule graph parametrized by a

graph neural network. The generation process proceeds by either accepting the newly edited

molecule if it has more desired attributes than the previous one. Otherwise, the previous

molecule is kept and the Markov chain continues.

Graph MCTS and Graph GA [132] Graph MCTS and GA methods traverse the molecule

space in its graph representation using genetic algorithm and Monte Carlo Tree Search

algorithms, respectively.

SMILES LSTM [292] This method is a decoder (an LSTM) only method which generates

molecules using a seed input symbol. Controllable generation is achieved by fine-tuning it

on a task-specific dataset with RL using an property scores as the reward function.

SMILES GA [388] This method, similar to GA, applies various rules to the SMILES

representation of molecules from a starting population.

D.2.4 QED and penalized logP experiments

To ensure a fair comparison with existing methods, we rely on using the same total number of

calls to the property predictors. For example, an optimization process for an input molecule
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that runs for T iterations with M calls to the property predictors at each iteration will invoke

a total of T ×M property predictor calls. We use the same or less number of property

predictor calls for each molecule’s optimization.

QED experiment setup. When running RetMol, for each input molecule, we set the

maximum number of iterations to 1000 and sample 50 molecules at each iteration, resulting

in a total of 1000 × 50 = 50, 000 property predictor calls. This number matches that in

QMO [118], where the maximum number of optimization iterations is 20 with 50 “restarts”

and 50 samples at each iteration for gradient estimation. Effectively, this results in a total of

20 × 50 × 50 = 50, 000 calls to the scoring function, which is the same as in our setting.

We evaluate performance by success rate. For each input molecule, if a molecule that satisfy

the design criteria (QED is above 0.9 and similarity with the input molecule is above 0.4),

then we count it as a success. Success rate for all 800 input molecules is thus

success rate =
#successful input molecules

800
.

Penalized logP experiment setup. For each input molecule, we run the optimization for

80 iterations and sample 100 molecules at each iteration, which is exactly the same setting

as in QMO [118]. If optimization fails, i.e., no new molecules are generated that have higher

penalized logP value than the input, then we set the relative improvement to 0. We evaluate

performance by difference in penalized logP between the optimized and the input molecules,

averaged over all 800 input molecules:

avg. improvement =
1

800

800∑
i=1

(
aplogP(x

′(i))− aplogP(x(i)in )
)
,
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where aplogP is the penalized logP predictor, x′ is the generated molecule and xin is the input

molecule.

D.2.5 GSK3β + JNK3 + QED + SA experiment setup

For a fair comparison, we follow the same setup as in [137, 138] and make two major

changes to RetMol’s generative process. First, rather than starting with a known molecule,

we first draw a random latent embedding as the starting point of the molecule generation

process. 2) In the iterative refinement process, we generate only one molecule and directly

use it as the input molecule in the next iteration; that is, in this experiment, at each iteration,

we do not use the property predictors to select the best generated molecules because there is

only one generated per iteration. For each input molecule, we run the optimization for 80

steps and generate one molecule at each step following [138]. Doing so results in a total of

80×1×3, 700 = 296, 000 generated molecules, which is an order of magnitude less than the

550× 5, 000 = 2, 750, 000 number of generated molecules required for MARS [378]. This

number in MARS remains high even if we change the number of samples at each iteration

from 5, 000 to 3, 700 to align with the number of molecules evaluated in RetMol and the

other baselines. In Table D.8, we provide the complete comparison of the competitive

methods regarding the number of generated samples, where we can see that our method is

sample efficient (with the best performance shown in Table 10.1b).

Unlike the previous tasks, there is no specification as to which molecule to use as the

input molecule to be optimized. To obtain the input molecules, we first randomly select 3700

molecules from the CheMBL dataset [88], retrieve exemplar molecule randomly from the

entire CheMBL dataset [88], and greedily generate one molecule using the random input and

random retrieved exemplar molecules. This one generated molecule is the input to RetMol.

We choose 3700 molecules to be optimized because 3700 is the number of molecules
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Table D.8 : Number of generated molecules (or number of calls to the property prediction)
for the competitive methods in the task of optimizing four properties: QED, SA, and two
binding affinities to GSK3β and JNK3 estimated by pre-trained models from [137].

Method Number of generated samples

RationaleRL [137] 1,086,000
MARS [378] 2,750,000
MolEvol [40] 200,000

RetMol 296,000

evaluated in existing methods reported in [137]. Note that the inputs to RetMol differ

from those in existing methods. However, we believe our choice of input does not put our

method in an advantage over existing methods and may even be at an disadvantage compared

to existing methods. For example, the inputs to RationaleRL [137] are “rationales”, i.e.,

molecule fragments that already satisfy either the GSK3β or the JNK3 property and that are

pieced together. These rationales are usually very close to the desired molecules. In contrast,

the inputs to RetMol are mostly molecules with very low (close to 0) GSK3β and JNK3

values, making the optimization challenging.

Below, we show how to compute the metrics when using RetMol, which largely follows

the computation in [138, 137]. For success rate, we count number of input molecules that

result in at least one successful generated molecule (satisfy the four property constraints

simultaneously) from all 80 molecules generated for that input molecule. If there exist

more than one successful molecule for a given input, we choose the one with the least

Tanimoto distance [13] with the input for the evaluation in the remaining metrics. For

Novelty, we compute the percentage of the selected successful molecules that have less than

0.4 Tanimoto distance with any molecules in the retrieval database, i.e., those molecules that

already satisfy the property constraints. For diversity, we compute the pairwise Tanimoto

distance between each pair of the selected successful molecules.
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D.2.6 Guacamol benchmark experiment setup

There are no known input molecules to any tasks in the Guacamol benchmark. Therefore,

we first randomly select a population of molecules from the CheMBL dataset, which is

the standard dataset in the benchmark. In this work, we choose five molecules as the

starting population, although a larger population size is likely to yield better results at the

higher computational cost. We perform iterative refinement for each molecule in the input

population for 1000 iterations. After the optimization ends, we collect all the generated

molecules from all molecules in the population and select the best N molecules, based on

which the benchmark score is computed for each benchmark task. In all the MPO tasks in

the benchmark, N = 100. The properties to be optimized and the scoring function details

for each benchmark task are available in [29] and at https://github.com/BenevolentAI/

guacamol. The scoring functions and evaluation protocol are provided in the benchmark.

The benchmark provide an API which takes a population of input molecules and scoring

functions to generated the optimized molecules. We implement RetMol using their API,

which ensures a fair comparison and evaluation using the same evaluation protocol defined

in the Guacamol benchmark.

D.2.7 SARS-CoV-2 main protease inhibitor design experiment setup

For RetMol, for each of the eight input inhibitors to be optimized, we run the iterative

refinement for 10 iterations with 100 samples per iteration. For the graph GA baseline,

for each of the eight inhibitors to be optimized, we use the same inhibitor as the initial

population for crossover and mutation. We set the population and offspring size to 100 and

run it for 10 iterations.

We use binding affinity between the generated inhibitor and the protein target. We
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computationally approximate binding affinity using Autodock-GPU, 11 which significantly

speeds up docking compared to its CPU variants. The input files contains the receptor

(target protein) of interest, the generated or identified ligands (inhibitor molecules), and

a bounding box that indicates the docking site. For different docking experiments, the

receptor and bounding box need to be prepared differently. Once the receptor and bounding

box are prepared for a particular docking experiment, they are kept fixed and used for

docking all ligands throughout the experiment. For the SARS-CoV-2 main protease docking

experiments, we use the protein with PDB ID 7L11. We choose the bounding box by first

docking a the protein with a known inhibitor ligand, Compound 5 [397], and then extract

the bounding box configurations from its best docking pose [87]. The receptor, ligand, and

bounding box preprocessing steps use the Autodock software suite.12

In addition, as we mentioned in the chapter associated with this Appendix, we also

tested on QMO [118] with the following configurations: we set optimization iterations to

100, number of restarts to 1, weights for the property (binding affinity) to be optimized

in {0.005, 0.01, 0.1, 0.25}, base learning rate in {0.05, 0.1}, and the property constraints

the same as in those in RetMol. In our experiments, these configurations did not succeed

in generating an optimized molecule given the constraints. We follow the official QMO

codebase in these experiments. 13

D.2.8 Analyses experiments: Training objectives

The purpose of this experiment is two-fold: 1) We want to show if only updating the fusion

module while fixing the weights of the base generative model during training will cause a

degradation in the quality of generated molecules; and 2) we want to check if our proposed

11https://github.com/ccsb-scripps/AutoDock-GPU
12https://autodock.scripps.edu/
13https://github.com/IBM/QMO
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nearest neighbor objective can achieve better generation quality than the conventional

language modeling objective (i.e., predicting the next token of input).

To evaluate RetMol, the unconditional generation procedure is the same as that in training

the information fusion module, i.e., the retrieval database is the training split of the ZINC250

dataset, and the retrieval criterion is molecule similarity. Besides, since we mainly focus on

evaluating the quality of generated molecules, we thus use validity, novelty and uniqueness

as our metrics, which are standard in literature for evaluating molecule generation models’

performance. The results suggest that our training objective that only updates the fusion

module does not sacrifice the unconditioned molecule generation performance and even

results in slight improvement on the novelty metric.

We perform the evaluation on the test split of the ZINC250k dataset. For each molecule

in the test set, we generate 10 molecules by first randomly perturb the input to the decoder,

i.e., an encoded (or fused) embedding matrix, 10 independent times using a isotropic random

Gaussian with standard deviation of 1. Then, for validity, we compute the percentage of

the 10 generated molecules that are valid according to RDKit, 14 averaged over all test

molecules. For novelty, we compute the percentage of the 10 generated molecules that are

not in the training split of the ZINC250k dataset, averaged over all molecules in the test set.

For uniqueness, we compute the percentage of the 10 generated molecules that are unique,

averaged over all molecules in the test set.

D.2.9 Remarks on number of iterations

In most experiments, we keep the number of iterative refinements in RetMol the same as the

baseline iterative methods. For example, in Section 10.3.1, we use 80 optimization iteration

steps for RetMol, which is the same as QMO. In Section 10.3.2, we use 80 optimization

14https://www.rdkit.org/
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iteration steps, which is the same as JT-VAE. Note that in this experiment, RationaleRL does

not require such iterative refinement process but does require extensive task-specific training

and fine-tuning. In Section 10.3.3, the benchmark results do not mention the number of

iterations and therefore we simply set the max number of iterations to 1k for RetMol. In

Section 10.3.4, we use 20 iterations for both RetMol and Graph GA.

Our results also suggest that one does not need as many iterations as the baselines to

achieve strong results. For example, we showed in Figure 3 (middle) that for experiments in

Section 10.3.2, RetMol achieves better results than baselines with only 30 iterations.

D.3 Additional experiment results and analyses

D.3.1 QED and logP experiment

To visualize the property value improvements, we plot in Figure D.11 (i) the QED of the

optimized (generated) molecules and of the input molecules under similarity constraint

δ = 0.4 and (ii) the penalized logP improvement between the generated and the input

molecules under similarity constraints δ = {0.4, 0.6}.

We can see that, for the penalized logP experiment, for similarity constraint δ = 0.4,

there are quite a few molecules with a large penalized logP value improvements. These

molecules are the reason that the variance for RetMol in Table 1b is large. But even if we

remove those molecules with extreme values, i.e., penalized logP bigger than 20, we still

obtain an average improvement of 8.17± 4.12, which is still better than the best existing

method. Furthermore, we also compute the mode of the penalized logP values for our

method (i.e., the x-axis value of the largest peak in Figure D.11, Right), and we get 3.804

for σ = 0.6 and 6.389 for σ = 0.4. We can see our mode of the penalized logP values is still

better than the mean in most of the baselines in Table 10.1b. For QMO, their mode looks
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Figure D.11 : Left: distribution of QED values of the original and the optimized (generated)
molecules under similarity constraint δ = 0.4. Right: distribution of penalized logP
improvement comparing similarity constraints δ = {0.4, 0.6}.

100 200 300 400 500 600 700
Size of retrieval database

0.75

0.80

0.85

0.90

0.95

1.00

Su
cc

es
s r

at
e

RetMol
MARS
RationaleRL

100 200 300 400 500 600 700
Size of retrieval database

0.60
0.65
0.70
0.75
0.80
0.85
0.90
0.95

N
ov

el
ty

mean_1
MARS
RationaleRL

100 200 300 400 500 600 700
Size of retrieval database

0.60
0.62
0.64
0.66
0.68
0.70
0.72

D
iv

er
si

ty

mean_1
MARS
RationaleRL

Figure D.12 : Generation performance with varying retrieval database size on the experiment
in Section 3.2. Our framework achieves strong performance with as few as 100 molecules in
the retrieval database and performance generally improves with increasing retrieval database
size on all metrics.
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Figure D.13 : Generation performance with varying number of optimization iterations on
the experiments in Section 3.2. Dashed lines are the success rates and novelty scores of the
two best baselines. We observe that all the metrics improve as we increase the number of
iterations.

very similar to ours from Figure 8 in their paper [118].
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D.3.2 GSK3β and JNK3 experiment

In Figure D.14, we show 54 randomly chosen molecules generated by RetMol along with

their highest similarity with the molecules in the retrieval database. These molecules

demonstrate the diversity and novelty of the molecules that RetMol is capable of generating.

D.3.3 Guacamol experiment

We show in Table D.9 the detailed benchmark, SA, and QED results for all the MPO tasks

in the Guacamol benchmark.

We additionally apply the functional group filters 15 to the optimized molecules of each

method and compare the average number of molecules that pass the filters. Figure D.15

visualizes the results, which align with those in Sec. 10.3.3: RetMol strikes the best balance

between optimizing benchmark score and maintaining a good functional group relevance.

For example, Graph GA achieves the best benchmark performance but fails the filters more

often than some of the methods under comparison. In contrast, RetMol achieves the second

best benchmark performance and the highest number of passed molecules. Please see

Table D.9 for the number of optimized molecules that pass the filters for each MPO task and

for each method.

D.3.4 SARS-CoV-2 main protease inhibitor design experiment

Tables D.10 and D.11 visualizes the original and the RetMol optimized inhibitors along with

the similarity map, Tanimoto distance, QED, SA, and docking (unit in kcal/mol) scores

for both similarity constraint δ = {0.6, 0.4}. We highlight the properties that the initial

15https://github.com/PatWalters/rd filters
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Figure D.14 : Visualizations of randomly chosen molecules generated by RetMol for the
GSK3β + JNK3 + QED + SA experiment. Below each generated molecule, we show its
highest similarity between each molecule in the retrieval database.
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Table D.9 : Detailed results from the Guacamol MPO results. The tables from the top to the
bottom are the benchmark results, averaged SA values, averaged QED values, and averaged
numbers of generated molecules that pass the functional group filters, respectively. SA
and QED values and the number of filter-passing molecules are averaged over all the 100
molecules evaluated in each MPO task. Bold and underline represent the best and the second
best in each metric in each benchmark task, respectively.

Benchmarks SMILES GA Graph MCTS Graph GA SMILES LSTM Best of Dataset Ours

Osimertinib MPO 0.886 0.784 0.953 0.907 0.839 0.915
Fexofenadine MPO 0.931 0.695 0.998 0.959 0.817 0.969
Ranolazine MPO 0.881 0.616 0.920 0.855 0.792 0.931
Perindopril MPO 0.661 0.385 0.792 0.808 0.575 0.765
Amlodipine MPO 0.722 0.533 0.894 0.894 0.696 0.879
Sitagliptin MPO 0.689 0.458 0.891 0.545 0.509 0.735
Zaleplon MPO 0.413 0.488 0.754 0.669 0.547 0.713

Benchmarks - SA SMILES GA Graph MCTS Graph GA SMILES LSTM Best of Dataset Ours

Osimertinib MPO 6.386 3.901 3.357 2.923 2.705 3.061
Fexofenadine MPO 3.590 4.671 3.897 3.171 3.097 3.546
Ranolazine MPO 6.071 4.110 4.111 2.900 3.226 3.456
Perindopril MPO 5.343 3.365 4.286 4.017 3.645 4.276
Amlodipine MPO 4.717 3.529 3.575 3.329 3.163 3.431
Sitagliptin MPO 6.743 5.183 6.804 2.794 2.886 3.715
Zaleplon MPO 3.244 3.216 2.899 2.387 2.294 2.622

Benchmarks - QED SMILES GA Graph MCTS Graph GA SMILES LSTM Best of Dataset Ours

Osimertinib MPO 0.256 0.443 0.197 0.240 0.478 0.264
Fexofenadine MPO 0.207 0.495 0.309 0.335 0.382 0.301
Ranolazine MPO 0.096 0.305 0.095 0.113 0.129 0.112
Perindopril MPO 0.481 0.477 0.365 0.465 0.421 0.546
Amlodipine MPO 0.146 0.582 0.351 0.386 0.472 0.365
Sitagliptin MPO 0.254 0.453 0.086 0.700 0.735 0.701
Zaleplon MPO 0.206 0.679 0.562 0.730 0.712 0.753

Benchmarks - filters SMILES GA Graph MCTS Graph GA SMILES LSTM Best of Dataset Ours

Osimertinib MPO 0 23 0 0 19 0
Fexofenadine MPO 58 22 73 68 47 43
Ranolazine MPO 0 0 0 0 0 0
Perindopril MPO 12 29 42 60 40 90
Amlodipine MPO 4 31 56 78 49 58
Sitagliptin MPO 0 6 0 69 76 82
Zaleplon MPO 0 51 37 97 84 98
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Figure D.15 : Average number of optimized molecules that pass the functional group
filters against Guacamol benchmark scores. The results align with those in Sec. 10.3.3:
RetMol strikes the best balance between optimizing benchmark score and maintaining a
good functional group relevance.

inhibitor do not satisfy in red and the same properties in the optimized inhibitor in green.

We can see that RetMol not only optimizes the docking score but also successfully improves

the QED and SA scores for some inhibitors.

D.3.5 Antibacterial drug design for the MurD protein

In addition to the experiments above and in Chapter 10, here we demonstrate another

real-world use case of RetMol for Antibacterial drug design. We choose the MurD protein

(PDB ID: 3UAG) as the target. This is a promising target for antibiotic design because it is

necessary for the development of the cell wall, which is essential to the bacterial survival.

Inhibiting this target thus has the potential to destroy the bacterial without harming humans

because the cell wall and thus the target protein is absent in animals [288]. 16

The design criteria in this controllable generation experiment is similar to those in the

SARS-CoV-2 main protease inhibitor design experiment. In addition to improving the

16Also see: https://github.com/opensourceantibiotics/murligase/wiki/Overview
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Table D.10 : Visualizations of the original and optimized inhibitors from RetMol for the
SARS-CoV-2 main protease. Similarity constraint here is δ = 0.6.

Inhibitor name Original Properties (original) Optimized Properties (optimized) Similarity map Similarity

Docking -4.93 Docking -6.78

Favipiravir QED 0.55 QED 0.77 0.60

SA 2.90 SA 3.50

Docking -9.64 Docking -11.48

Bromhexine QED 0.78 QED 0.64 0.60

SA 2.94 SA 2.57

Docking -6.13 Docking -8.45

PX-12 QED 0.74 QED 0.64 0.65

SA 3.98 SA 3.80

Docking -8.58 Docking -9.09

Disulfiram QED 0.57 QED 0.60 0.64

SA 3.12 SA 3.39

Docking -8.45 Docking -8.54

Kaempferol QED 0.55 QED 0.63 0.62

SA 2.37 SA 2.47

binding affinity of selected weakly-binding molecules, we have several desired properties 17

including a small logP value (below 3), a large QED value (above 0.6), a small SA score

(below 4), and a molecule weight between 250-350 Da. Since the task encourages diverse

generations, we set a small similarity threshold to 0.2. We select 100 molecules from

bindingDB [199] that has experimental binding values to MurD, and choose eight molecules

with the lowest binding affinity as input to be optimized. For RetMol, we use all the

molecules resulted from bindingDB as the retrieval database. The remaining experiment

17https://github.com/opensourceantibiotics/murligase/issues/69
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Table D.11 : Visualizations of the original and optimized inhibitors from RetMol for the
SARS-CoV-2 main protease. Similarity constraint here is δ = 0.4.

Inhibitor name Original Properties (original) Optimized Properties (optimized) Similarity map Similarity

Docking -4.93 Docking -8.7

Favipiravir QED 0.55 QED 0.62 0.41

SA 2.90 SA 3.25

Docking -9.64 Docking -12.65

Bromhexine QED 0.78 QED 0.63 0.40

SA 2.38 SA 2.48

Docking -6.13 Docking -10.90

PX-12 QED 0.74 QED 0.62 0.50

SA 3.98 SA 3.72

Docking -7.31 Docking -10.82

Ebselen QED 0.63 QED 0.61 0.40

SA 2.05 SA 2.27

Docking -8.58 Docking -10.44

Disulfiram QED 0.57 QED 0.61 0.45

SA 3.12 SA 3.63

Docking -9.00 Docking -12.34

Entecavir QED 0.53 QED 0.64 0.41

SA 4.09 SA 3.76

Docking -9.25 Docking -9.84

Quercetin QED 0.43 QED 0.62 0.41

SA 2.54 SA 2.62

Docking -8.45 Docking -10.35

Kaempferol QED 0.55 QED 0.67 0.41

SA 2.37 SA 2.51

procedures, including docking, follows from those in the SARS-CoV-2 main protease

inhibitor design experiment. Table D.12 compares the generation performance of RetMol

with Graph GA. We can see that RetMol optimizes the input molecules better than Graph
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Table D.12 : Antibacterial drug design with the MurD target comparing RetMol with Graph
GA. RetMol optimizes input molecules better (in terms of binding affinity, unit inkcal/mol)
than Graph GA under various property constraints.

Input Input score RetMol optimized Graph GA [132] optimized

Oc1c2SCCc2nn1-c1cccc(Cl)c1 -7.73 -11.78 -9.76
Oc1c2SCCc2nn1-c1ccc(cc1)C(F)(F)F -7.31 -12.82 -11.09
Oc1c2SCCc2nn1-c1ccc(Cl)cc1 -7.53 -12.46 -9.31
CC1Cc2nn(c(O)c2S1)-c1ccc(Cl)cc1 -7.86 -13.50 -9.39
Oc1c2SCCc2nn1-c1cccc(c1)C(F)(F)F -7.74 -14.72 -8.98
Oc1c2SCCc2nn1-c1ccccc1C(F)(F)F -7.63 -13.62 -8.81
Oc1c2SCCc2nn1-c1ccccc1 -7.70 -14.00 -10.68
Oc1c2SCCc2nn1-c1ccc(F)cc1 -7.19 -13.05 -11.67

Average improvement - 5.66 2.38

GA.

D.3.6 Analyses

With and without retrieval module. We test the base generative model in our framework

on the experiment in Section 3.2 with the same setup as our full framework. The base

generative model without the retrieval module is unable to generate any molecules that satisfy

the given constraints demonstrating the importance of the retrieval module in achieving

controllable generation.

Varying retrieval database size. Figure D.12 shows how RetMol performs with varying

retrieval database size with the novelty (middle) and diversity (right) metrics in addition

to the success rate metric (left). We can observe that, similar to success rate, RetMol can

achieve reasonable novelty and diversity with a small retrieval database, albeit with larger

variance. The performance continues to improve and the variance continues to decrease

with a larger retrieval database. This experiment corroborate the analyses in Chapter 10 that

RetMol is efficient in the sense that a small retrieval database can already provide a strong
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performance.

Varying refinement iterations. Figure D.13 shows how RetMol performs with respect to

the novelty (middle) and diversity (right) metrics in addition to success rate (left). These

results are similar to and corroborate those presented in Chapter 10: RetMol achieves strong

results and beats the best existing method with as little as 10 iterations on the diversity

metric and with as little as 20 iterations on the novelty metric. Performance also continues

to improve with more iterations.

Comparing to parameter-free information fusion To show the effectiveness of our

proposed information fusion module that involves additional trainable parameters from

the cross entropy function, we introduce two parameter-free information fusion modules

detailed below for comparison.

Both two methods need to calculate a property score for each of the retrieved molecules

(and we take an average of the property scores as the final score in the case of multi-property

optimization), and then apply the softmax function on these scores to obtain a vector of

normalized scores. The first method, termed softmax-aggregation, applies a weighted

averaging of the retrieved embeddings as the fused embedding, with the weights being set to

the normalized scores. Note that since all retrieved embeddings have different lengths, we

simply concatenate zero vectors to those embeddings with a smaller length to maintain the

same dimensionality before the weighted averaging. The second method, termed softmax-

sampling, samples one retrieved molecule embedding as the fused embedding, by treating

the normalized scores from softmax as probabilities of a multinomial distribution. The rest

procedures are kept the same with RetMol.

We summarize the results in Table D.13, where we conduct the QED experiments in

Section 10.3.1. Compared with RetMol (¿ 90% success rate), the softmax-aggregate method
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Table D.13 : We compare our proposed information fusion module with two parameter-free
fusion methods in the QED experiments in Section 10.3.1, where the results demonstrate
the importance of our proposed information fusion module.

Method Success (%)

Softmax-aggregate 1.5
Softmax-sampling 53.6
RetMol 94.5

has nearly zero success rate. It implies that training the information fusion component

is necessary and that simply aggregating the embeddings from the retrieved exemplar

molecules results in undesirable results. The softmax-sampling method that does not directly

aggregate the information also achieves subpar performance compared to RetMol, which

also demonstrates the importance of our proposed information fusion module. These two

comparisons together show that our proposed information fusion module with trainable

parameters that learns to dynamically aggregate retrieved information is critical for achieving

good generation performance.

Computational cost For the memory cost, 1) the model size (in #parameters) does not

increase much: The information fusion module contains 460,544 parameters. The base

generative model in RetMol contains 10,010,635 parameters. These numbers indicate that

the information module adds only less than 5% of the total parameters. 2) The memory

cost in the fusion module scales linearly with the number of retrieved molecules K in order

to store the K extra embeddings of the retrieved molecules, i.e., O(KL̄D), where L̄ is the

average molecule length, and D is the embedding size. Since K is small (i.e., K = 10 with

L̄ = 55, D = 256), in experiments we find this additional memory cost is small.

For the time cost, we also observed infinitesimal difference in the runtime between the

base generative model (i.e., without the fusion module) and RetMol (i.e., with the fusion
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module). To verify this, we ran a small experiment to compare their time cost in the encoding

step, as RetMol uses the same decoder as the base generative model. Specifically, we gave

100 input molecules to both the base generative model and RetMol with a batch size of

1 and compute their average runtime (in seconds) on NNVIDIA Quadro RTX 8000. The

average encoding time for the base generative model and for RetMol is 0.00402 seconds and

0.00343 seconds, respectively. It shows that the additional time cost of the fusion module in

RetMol is indeed small.

Similarities of retrieved molecules We first plot in Figure D.16 the similarities between

the input molecule and each of its K nearest neighbors (measured by cosine similarity)

where K = 10, respectively, and take an average across all input molecules in the training

set. We see that on average, the most similar molecule has a similarity of 0.66 to its

corresponding input, and the second most similar molecule has a similarity of 0.57. The

average similarities of the remaining 3rd to the 10th most similar molecules do not drop

dramatically, implying the retrieved molecules are indeed similar ones to the input in the

case of K = 10. Second, we also plot in Figure D.16 the distribution of similarities for

the 1st, 2nd, and 10th retrieved molecules to their input molecule, respectively, across the

training set. We see that the majority of the top-k similar molecules have a similarity greater

than 0.2 with their input, even for the distribution of the 10th retrieved molecules. It implies

the possibility of retrieving a largely dissimilar molecule is small. These results both imply

that the noise present in the retrieved molecules is modest with a small fixed K.

Attribute relaxation ordering in molecule retriever In molecule retriever, we may need

to gradually relax attribute constraints to construct a relaxed feasible set. Our strategy is

to relax the harder-to-satisfy constraints first and then the easier-to-satisfy ones. In other

words, we first focus more on the simple attributes and then on the hard attributes (e.g.,
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Figure D.16 : Analyses of the similarities between the retrieved molecules and the input
molecules. Top left: the average similarity between the k-th most similar molecules to their
corresponding input molecules; Top right, bottom left, and bottom right: the distribution
of the similarities of the 1st, 2nd, and 10th most similar molecules to their corresponding
input molecules, respectively.

similarity→ QED→ docking), which gradually increases the level of inference difficulty

over iterations. The order of the constraints being removed is an important consideration

during inference, especially when there are many of them. To show this, we perform a

sanity check on the impact of attribute relaxation ordering in the QED task in Sec 10.3.1,

where, for a quick experiment, we use a subset of 200 molecules and 20 iterations. We see

that if we first relax QED and then similarity, we get 89.5% success rate, and if we first

relax similarity and then QED, we get 78.5% success rate. It confirms our intuition that it is

preferable to relax the harder-to-satisfy constraints first and then the easier-to-satisfy ones.

D.3.7 RetMol with other base generative models

We conduct all experiments in this work until this point with a pre-trained molecule genera-

tive model based on the transformer (i.e., BART) architecture as the encoder and decoder
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Table D.14 : Penalized logP experiment with HierVAE as the base molecule generative
model (encoder and decoder) in the RetMol framework. This result demonstrates that
RetMol is flexible and is compatible with models other than transformer-based ones and that
the RetMol framework improves controllable molecule generation performance compared
to the base model alone.

Method δ=0.6 δ=0.4

HierG2G 2.49±1.09 3.98±1.46
RetMol (w/ HierG2G) 3.09±3.29 6.25±5.76

model in the RetMol framework. As a further demonstration that RetMol is flexible and is

compatible with other types of molecule generative models, and thanks to the reviewers’

suggestions, we conduct the penalized logP experiment with HierG2G [139] as the RetMol

encoder and decoder models. The results in Table D.14 suggest that the RetMol framework

can also elevate the performance of graph-based generative models, i.e., HierG2G, on

controllable molecule generation.
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