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ABSTRACT

Wave function theories for finite-temperature electronic structure

by

Gaurav Harsha

Wave function methods have offered a robust, systematically improvable means

to study the ground-state properties in quantum many-body systems. Theories like

coupled cluster and their derivatives provide highly accurate approximations to the

energy landscape at a reasonable computational cost. Analogs of such methods to

study thermal properties, though highly desirable, have been lacking because evalu-

ating thermal properties involve a trace over the entire Hilbert space. Approximating

every state in the Hilbert space is an impossible task. Besides, excited-state theories

are not as well studied as ground-state ones.

In this thesis, we overcome these difficulties by employing thermofield dynamics,

a theory that allows the purification of the ensemble density matrix and constructs a

pure wave function that encodes the equilibrium thermal behavior of the system. En-

semble averages become expectation values over this so-called thermal state. Around

this thermal state, we develop a framework to extend ground-state wave function

theories to non-zero temperatures.

We discuss explicit formulations of mean-field, configuration interaction, and cou-

pled cluster theories for thermal properties of fermions in the grand canonical en-

semble. For fermions in the canonical ensemble, we present mean-field, configuration

interaction, and perturbation theories. We also discuss thermal mean-field, configu-



ration interaction, and coupled cluster formalisms for SU(2) systems.

To assess the quality of these approximations, we study both model and small

atomic and molecular as benchmark electronic problems while comparing against

exact results. For spins, we use the Lipkin-Meshkov-Glick and the one-dimensional

transverse field Ising models as our reference systems. Indeed, the thermal methods

perform reasonably well while merely adding a prefactor to the computational cost.

They also inherit all the properties, good or bad, from their ground-state counterparts,

signifying the robustness of our formalism.
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Chapter 1

Introduction

New materials with exotic properties have fuelled the technological revolution that

we have experienced since the early twentieth century. The evolution of desktop

computers alone presents us with numerous examples: magnetic and optical hard-

drives got replaced by spintronic technology as computer memory, which, in turn,

has been upgraded to the state-of-the-art solid-state technology; display devices have

similarly evolved from bulky cathode-ray screens and liquid crystal displays to light-

emitting-diode technology. What is astonishing is that all of these developments

happened within thirty years. The development of photovoltaic materials, graphene,

and superconductors, all of which find themselves in a wide range of applications,

are other examples of significant breakthroughs. On the other hand, the synthesis of

new chemical compounds and reaction pathways has similarly impacted almost every

aspect of human lives. It is difficult to imagine a sustainable modern world without

efficient drug discovery, polymers and plastic devices for day-to-day use, wastewater

treatment, fertilizers and pesticides to maintain large agricultural farms, and long-

lived batteries for our mobile phones and laptops.

The properties of macroscopic systems can be traced back to the collective be-

havior of their constituent particles, electrons and nuclei, which are governed by the

laws of quantum mechanics and obey the Schrödinger equation. Naturally, the ability

to understand any phenomenon from its microscopic quantum origins is essential to

explain scientific discoveries, as well as to design new materials and molecules with
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desired properties. While the principles of quantum mechanics were discovered and

perfected nearly 90 years ago, their application to realistic, large systems of inter-

acting electrons remains a challenge. In fact, in 1929, Paul A. M. Dirac [1] stated

that

The fundamental laws necessary for the mathematical treatment of a large

part of physics and the whole of chemistry are thus completely known, and

the difficulty lies only in the fact that application of these laws leads to

equations that are too complex to be solved.

The Schrödinger equation is formally complete, i.e. one can, in principle, obtain the

wave function ψ, the most fundamental quantity in quantum mechanics, by solving

the time-dependent Schrödinger equation (TDSE)

i~
∂ψ

∂t
= Hψ, (1.1)

or its stationary state formulation, the time-independent Schrödinger equation (TISE),

Hψ = Eψ. (1.2)

The TISE is, in fact, a linear eigenvalue problem where the wave function ψ is the

eigenfunction of the Hamiltonian matrix H and the energy E is the corresponding

eigenvalue. Once we obtain the complete set of eigenstates ψn along with their corre-

sponding energies En, we can compute everything there is to know about the quantum

system. What makes the real-world application of quantum mechanics challenging

is that the dimensionality of the Hilbert space in which ψ resides, and therefore the

computational resources required to solve Eq. 1.2, grows exponentially with the num-

ber of particles. And the number of electrons in a typical application is enormous,

ranging from a few dozens in small molecules to Avogadro number of electrons in
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materials. Even with the largest supercomputers, we can find the exact ground state

wave function for only tens of electrons. This is known as the many-body problem in

computational quantum physics and chemistry.

While an exact solution is still out of reach for most applications, computers

have certainly revolutionized the field of quantum chemistry in the pursuit of ap-

proximate, computationally feasible solutions to the Schrödinger equation for real

systems. A wide variety of such approximate methods, deterministic and stochastic,

have been proposed to obtain an approximation to the grounds-state of many-electron

systems, e.g. Hartree-Fock, [2–4] density functional theory, [5, 6] perturbation the-

ory, [7] configuration interaction (CI), coupled cluster (CC), [8, 9] quantum Monte

Carlo (QMC), [10–15], density matrix renormalization group (DMRG), [16, 17] em-

bedding theories, [18–21] etc. Application of artificial neural networks towards this

problem has also gathered significant interest in recent years. [22,23] Generalization of

many of these ground state theories to excited states have also been explored. [24–26]

1.1 Problems at finite temperature

For many conventional chemical systems (such as organic molecules) as well as insu-

lating solids, the energy gap between the electronic ground state and the first excited

state, also known as the optical gap, is of the order of a few electron volts, which

is equivalent to thousands of kelvins in temperature scale. Therefore, for most ap-

plications at room temperature (T = 300K), the properties are purely governed by

the ground state and it is not necessary to compute and study thermal corrections to

ground-state properties.

There are many other systems where the optical gap is very small (∼ 1meV ), e.g.

transition metal complexes, strongly-correlated systems including high-Tc supercon-
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ductors, [27] ultracold chemistry, [28,29] etc., and there are even more problems where

quantum systems are studied at very high temperatures (∼ 1000K) such as geochem-

ical processes in the cores of planets. [30] In these problems, we can no longer make

do with a few electronic states and must evaluate properties as thermal averages

weighted over an appropriate ensemble of states. For a system in thermal equilib-

rium at inverse temperature β, the ensemble of choice is generally canonical or grand

canonical and the expectation value of an observable A is defined as

〈A〉β =
1

ZTr(Aρ), (1.3)

where ρ is the thermal density matrix, and Z is the partition function, which are

defined as

ρ = e−βH , Z = Tr(ρ). (1.4)

For grand-canonical ensemble, the Hamiltonian H is defined to include the chemical

potential term, i.e., H → H − µN , which acts as a Lagrange multiplier to fix the

desired number of particles.

Determining ρ and Z exactly requires information about the entire spectrum of

the Hamiltonian, which, as we have already noted, is far from feasible. The many-

body problem at finite temperatures is far more severe than the ground state because

the sheer number of states in the spectrum of the Hamiltonian is enormous. Be-

sides, there are fewer accurate excited-state theories than ground-state. Therefore,

just as for zero temperature, approximate methods to study thermal properties are

required. Several methods have been proposed to address study quantum systems at

finite temperatures, e.g., thermal Hartree-Fock, [31,32] perturbation theories, [33–36]

path integral and Green’s function methods, [37] finite-temperature QMC, [38–47]

extensions of DMRG, [48–53] and the recently explored thermal generalizations of
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coupled cluster. [54–62]

1.2 Motivation for this work

Of the finite-temperature methods mentioned above, only a few work directly with

wave functions, e.g., Ancilla DMRG, [48, 49] finite-temperature perturbation theo-

ries, [34, 63] and finite-temperature CC theories. [54–62] Wave function theories are

popular for ground-state properties, particularly in finite-sized systems, as they have

undergone significant development for over half a century and offer controllable fea-

tures that make their thermal generalizations highly desirable. Constructing thermal

methods is, however, challenging because

1. the thermal density matrix ρ is an ensemble density matrix, and it cannot be

represented using a single wave function,

2. computing approximations to every single ground and excited state is an im-

possible task as the number of states in the Hilbert space grows exponentially

with the system size.

In this work, we develop a wave function framework to study the thermal behavior

of quantum mechanical systems by leveraging the principles of thermofield dynamics

(TFD), [64–67] This wave function framework provides a recipe to generalize any

ground-state wave function method to finite temperatures. We have developed a

thermal version of coupled cluster and configuration interaction theories that allow

us to study both canonical and grand-canonical ensemble properties in correlated

fermionic systems. We have also worked out a similar framework for SU(2) systems.

These results are reported in the following articles:
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1. G. Harsha, T. M. Henderson, and G. E. Scuseria, “Thermofield theory for finite-

temperature quantum chemistry,” J. Chem. Phys., vol. 150, p. 154109, Apr.

2019,

2. G. Harsha, T. M. Henderson, and G. E. Scuseria, “Thermofield theory for finite-

temperature coupled cluster,” J. Chem. Theory Comput., vol. 15, pp. 6127–6136,

Nov. 2019,

3. G. Harsha, T. M. Henderson, and G. E. Scuseria, “Wave function methods for

canonical ensemble thermal averages in correlated many-fermion systems,” J.

Chem. Phys., vol. 153, p. 124115, Sept. 2020,

4. G. Harsha, Y. Xu, T. M. Henderson, and G. E. Scuseria, “Thermal coupled clus-

ter theory for SU(2) systems,” arXiv:2107.07922 [cond-mat, physics:physics],

July 2021.

1.3 Outline

The purpose of this thesis is to report a detailed derivation, discussion, and applica-

tion of the aforementioned thermal wave function theories. In Chapter 2, we intro-

duce the theoretical background upon which our thermal methods are constructed,

namely, the general many-body Hamiltonian for ab-initio and model electronic sys-

tems, ground-state wave function theories, and thermofield dynamics. Chapter 3

presents the thermal wave function framework in the grand-canonical ensemble and

the derivation of thermal CI and CC theories within this framework. Benchmark

applications for thermal CI and CC are also presented in Chapter 3. We then turn

our attention to wave function theories for the canonical ensemble in Chapter 4, and
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SU(2) systems in Chapter 5. Finally, we make concluding remarks in Chapter 6 and

comment on the future prospects of our work.
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Chapter 2

Theoretical Background

If I have seen further, it is by standing on the shoulders of Giants

-Sir Issac Newton

This quote by Sir Issac Newton beautifully sums up modern-day research. New

theoretical and experimental developments rely on years of research and established

results. This work is no exception; we use various concepts from quantum chemistry,

quantum field theory, statistical mechanics, etc., and construct a framework for finite-

temperature wave function theories. In this chapter, we provide a brief introduction

to some of the elementary concepts that will both aid the understanding and provide

a foundation for the subsequent chapters. We start with a brief description of the

general ab-initio electronic Hamiltonian and how it can be used to derive various

model Hamiltonians, both of which we use as benchmark problems to assess the

performance of new theories. We follow this with an introduction to conventional

ground-state wave function methods, namely Hartree-Fock, configuration interaction,

and coupled cluster whose finite-temperature equivalents constitute the key findings

reported here. Finally, we also introduce thermofield dynamics, the theory central to

the thermal wave function framework reported in this thesis.
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2.1 Ab-initio Hamiltonian

The Hamiltonian is the fundamental object that describes a quantum mechanical

system. Before we dive into ways to efficiently solve the Schrödinger equation for

atoms and molecules, it is necessary to construct an accurate Hamiltonian for the

system with minimal approximations. In the first quantization, working with atomic

units, the Hamiltonian for a non-relativistic system of electrons and nuclei is defined

as

H = −
∑
A

1

2MA

∇2
A −

∑
i

1

2
∇2
i +

∑
A<B

ZAZB
rAB

−
∑
Ai

ZA
riA

+
∑
i<j

1

rij
, (2.1)

where the uppercase indices A,B label the atomic nuclei and the lowercase indices

i, j label the electrons. The symbols ZA and MA denote the charge and mass of the

Ath nucleus, while rij, rAB and riA denote the distance between the labelled entities.

The mass of an atomic nucleus is three orders of magnitude larger than that

of an electron. Therefore, for most applications, where we are interested in the

electronic properties of the system, we can use the Born-Oppenheimer approximation,

i.e., the atomic nuclei can be considered stationary, classical objects. After invoking

this approximation, the full ab-initio Hamiltonian reduces to the general electronic

Hamiltonian

Hel = Enn −
∑
i

1

2
∇2
i −

∑
Ai

ZA
riA

+
∑
i<j

1

rij
, (2.2)

where Enn is the classical nuclear repulsion energy. By introducing an appropriate ba-

sis set of single-electron wave functions {φµ(~r)}, such as atomic or molecular orbitals,

the Hamiltonian Hel can be transformed into its second quantized form,

Hel = Enn +
∑
pq

hpqc
†
pcq +

1

4

∑
pqrs

vpqrsc
†
pc
†
qcscr. (2.3)
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Here, the matrix elements hpq and vpqrs are defined as

hpq = 〈p|ĥ|q〉 =

∫
d~r φ∗p(~r)

(
−1

2
∇2 −

∑
A

ZA
rA

)
φq(~r), (2.4a)

vpqrs = 〈pq|v̂|rs〉 − 〈qp|v̂|rs〉 , (2.4b)

〈pq|v̂|rs〉 =

∫ ∫
d~r1d~r2 φ

∗
p(~r1)φ∗q(~r2)

(
1

r12

)
φr(~r1)φs(~r2), (2.4c)

and are also known as one- and two-body interaction terms, or one- and two-electron

integrals. By definition, the two-electron integrals have a four-fold anti-symmetry,

vpqrs = −vqprs = −vpqsr = vqpsr. (2.5)

In addition, the one-electron basis functions {φp} can be chosen to be real, and in

doing so, we can introduce an extra symmetry in the two-electron integrals, vpqrs =

vrspq. The operators cp (c†p) annihilate (create) an electron in the pth orbital (or basis

function). For an orthonormal set of single-electron states {φp}, the fermion operators

obey canonical the following anti-commutation relation:

[cp, c
†
q]− = cpc

†
q + c†qcp = δpq, (2.6a)

[cp, cq]− = cpcq + cqcp = 0, (2.6b)

[c†p, c
†
q]− = c†pc

†
q + cqc

†
p = 0, (2.6c)

where [A,B]− gives the anti-commutator of the operators A and B. We will work

with orthonormal single-particle states for the remainder of this thesis. The indices

p, q, r, s label the spin-orbitals here, but we can use them for other labels such as

spin-orbitals (composite orbital and spin index), lattice sites, etc.

2.1.1 Symmetries

Symmetries are transformations through which the system (and, therefore, its Hamil-

tonian) remains invariant. Mathematically, these are quantum mechanical operators
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that commute with the Hamiltonian, i.e.

[H,Osymm.] = HOsymm. −Osymm.H = 0, (2.7)

where Osymm. is the generator of symmetry transformation, and [A,B] defines the

commutator of operators A and B. Since mutually commuting operators can be

diagonalized simultaneously, the wave functions for the eigenstates of the Hamiltonian

should also be constructed as symmetry eigenfunctions. The Hamiltonian and the

symmetry operator Osymm. can be diagonalized simultaneously. These ideas can be

extended to the maximal set of mutually commuting symmetry operators, which form

a mathematical group, also known as a symmetry group. Eigenvalues of the symmetry

group operators are generally called quantum numbers and can be used to label the

eigenstates of the Hamiltonian.

Physical systems generally have several symmetries. For example, the kinetic and

Coulomb operators in the general electronic Hamiltonian (Eq. 2.2) depend only on

the position of the electrons in the real space, and not on their spins. As a result, the

total electronic spin is a symmetry of the Hamiltonian. Mathematically, this means

that the quantum mechanical operators, S2
Total and SzTotal, along with the Hamiltonian,

form a set of mutually commuting operators, i.e.

[H,S2
Total] = 0 = [H,SzTotal] = [S2

Total, S
z
Total], (2.8)

where STotal = S1 +S2 + · · · , and Si = x̂Sxi + ŷSyi + ẑSzi . As a result, the spin quantum

numbers |s,ms〉 can be used to label the eigenstates. Similarly, lattice structures with

periodic boundary conditions (e.g., rings, cylinders, etc.) have discrete translational

symmetry, which allows us to label the wave functions using momentum quantum

numbers. The list of symmetries varies from one system to another. We will introduce

any new relevant symmetry as and when needed.
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2.1.2 Model Hamiltonians

Starting with the general description in Eq. 2.3, we can describe any electronic system,

with at most two-body interactions, by assigning appropriate definitions to matrix

elements hpq and vpqrs. For example, for the Hubbard model [72] on a lattice, we have

HHubbard = −t
∑
〈i,j〉,σ

(c†iσcjσ + c†jσciσ) + U
∑
i

c†i↑c
†
j↓cj↓ci↓, (2.9)

where 〈i, j〉 means the summation is performed over nearest-neighbor lattice sites i

and j, while σ labels the spin of electron. The parameter t quantifies the probability of

an electron to hop from one lattice site to a neighboring site, and U quantifies the on-

site Coulomb repulsion. By definition, both t and U are positive real. The Hubbard

model can explain a wide variety of physics: for weak Coulomb repulsion, i.e. when

U/t is small, the ground-state for half-filling (i.e. one electron per site) is metallic,

whereas for large U/t, the ground-state is a Mott insulator. As we go away from half-

filling, Hubbard model exhibits an even richer variety of physics, particularly useful

in understanding high-Tc superconductivity. [73]

We can also define the reduced Bardeen-Cooper-Schaefer (BCS) Hamiltonian [74–

76] by modifying Eq. 2.3 into

HBCS =
∑
p

εp

(
c†p↑cp↑ + c†p↓cp↓

)
−G

∑
pq

c†p↑c
†
p↓cq↓cq↑, (2.10)

where εp denotes the energy for an electron to occupy pth level, and G quantifies the

amount by which energy is lowered when a pair of electrons in the qth level hops to

pth level. The reduced BCS Hamiltonian explains BCS superconductivity for large,

positive value of the pair interaction G, and is also useful in describing low-energy

nuclear structure.

Model systems such as the Hubbard and reduced-BCS are built heuristically in

order to explain specific physical mechanisms. Their ability to capture a wide variety
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of physics by tuning a relatively small number of parameters also makes model systems

excellent test-beds to benchmark new wave function theories in quantum chemistry.

Furthermore, exact analytical solutions are often available for these systems, e.g., the

exact energy spectrum for the reduced-BCS model as well as the Hubbard model

on a 1D lattice can be obtained exactly using the Bethe ansatz. [77] In the following

chapters, we will use these model systems and standard benchmark molecular systems

to assess the performance of our thermal wave function theories.

2.2 Ground-state methods

The motivation behind this work, as discussed in Section 1.2, is to leverage ground-

state wave function theories, and their years of accumulated advances, to study many-

body quantum systems at finite temperatures. Therefore, a discussion about such

wave function methods and their salient features is warranted. Here, we provide a

brief account of Hartree-Fock, configuration interaction, and coupled cluster theories,

some of the most used zero-temperature wave function methods in quantum chemistry.

2.2.1 Hartree-Fock

Hartree-Fock (HF) is one of the simplest ways to approximately solve Eq. 1.2, the

ground-state time-independent Schrödinger equation (TISE). The electrons are treated

as independent particles in the presence of an effective background potential, which

captures the averaged Coulomb interaction due to other electrons. Therefore, HF is

also known as the mean-field theory. The wave function is approximated as a single

Slater determinant,

|Φ〉 = a†1a
†
2 . . . a

†
N |−〉 , (2.11)
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where |−〉 is the physical vacuum state with no electrons, N is the number of electrons,

and {a†p} are constructed as linear combinations of the fermion creation operators

{c†p},

a†p =
∑
q

c†qΛqp. (2.12)

Equation 2.12 describes a transformation of the fermion operators {c†p}, generally

from atomic orbitals, to a new basis {a†p}, the molecular orbitals (MO), in which the

Slater determinant |Φ〉 is built. The HF energy can be calculated as

EHF [Λ] =
〈Φ|H|Φ〉
〈Φ|Φ〉 = Enn +

∑
pq

hpqρpq +
1

2

∑
pqrs

vpqrsρprρqs, (2.13)

where ρpq = 〈Φ|c†pcq|Φ〉 / 〈Φ|Φ〉 is the HF density matrix. The density matrix, and

therefore the HF energy, depend on the MO-coefficients Λqp. The variational principle

ensures that the HF energy is an upper bound to the exact ground-state energy and

can, therefore, be minimized in order to determine the optimal MO-coefficients.

Symmetry considerations

The molecular orbitals are generally constructed in a way such that the new basis

respects the symmetries of the Hamiltonian. In the context of spin-symmetry, this is

known as restricted Hartree-Fock (RHF). The RHF MO-coefficients do not depend

on the spin, i.e.,

a†pσ =
∑
q

c†qσΛqp. (2.14)

For weak correlation, i.e., when the two-body interaction is small as compared to

the one-body part of the Hamiltonian, RHF provides a qualitatively accurate result,

which can then be used as a starting point to add correlation effects via, for in-

stance, CI or CC. On the other hand, in the presence of strong correlation, i.e., when

the Coulomb repulsion becomes dominant, e.g., for large values of U/t in Hubbard,



15

symmetry-adapted HF provides a very bad approximation to the true ground-state.

However, we can get energetically better results by admitting lower symmetry in the

wave function than the system, usually known as symmetry breaking. For instance,

allowing different MO-coefficients for alpha (up) and beta (down) spins breaks the

S2-symmetry, i.e. a Slater determinant constructed out of {a†pσ} that are defined as

a†pσ =
∑
q

c†qσΛqp,σ, (2.15)

is no longer an eigenstate of the S2
Total operator. This is known as the unrestricted

Hartree-Fock (UHF). Additionally, we can also relax the SzTotal symmetry and build

the MO’s by mixing the alpha and beta orbitals, i.e.,

a†p =
∑
q,σ

c†qσΛqσ,p. (2.16)

This is known as generalized Hartree-Fock (GHF). It is clear from Eqs. 2.15 and 2.16

that UHF increases the dimensionality of the variational parameter space, and GHF

even more so, and provide potentially better approximations to the ground-state

energy than RHF, albeit at the loss of symmetries.

The ideas of symmetry breaking can be generalized to any other symmetry of

interest. For example, electron number symmetry can be broken artificially to obtain

an energetically better mean-field wave function, the BCS state, in the large G regime

of the reduced-BCS Hamiltonian. The BCS state is defined as,

|BCS〉 =
⊗
p

(
up + vpc

†
p↑c
†
p↓

)
|−〉 , (2.17)

where up and vp are complex numbers that parameterize the mean-field state, with

|up|2 + |vp|2 = 1. For the remainder of this thesis, we will consider symmetry breaking

as an option in any wave function ansatz, and not concern ourselves too much with

the associated benefits or consequences.
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2.2.2 Configuration Interaction

Mean-field theory or HF generally provides a good qualitative description of the

underlying physical phenomena but is insufficient in making accurate quantitative

predictions of physical properties. This is because of the averaged consideration

of electron-electron interactions. Correlated wave function ansätze overcome this

problem and provide a better treatment of the Coulomb interaction.

Configuration interaction (CI) is a correlated theory in which, starting with HF,

the wave function is expanded as a linear combination of all possible linearly inde-

pendent Slater determinants,

|ΨCI〉 = |Φ〉+
∑
ia

Ca
i |Φa

i 〉+
1

(2!)2

∑
ijab

Cab
ij |Φab

ij 〉+
1

(3!)2

∑
ijkabc

Cabc
ijk |Φabc

ijk〉+ · · · , (2.18)

where |Φ〉 is the Hartree-Fock reference, the indices i, j, k, l, . . . and a, b, c, d, . . . label

occupied and unoccupied (or virtual) molecular orbitals, respectively, in the HF state

|Φ〉, and the state |Φabc...
ijk...〉 refers to a Slater determinant constructed by exciting elec-

trons from the occupied orbitals {i, j, k, . . .} to the unoccupied orbitals {a, b, c, . . .}.

The coefficients Cabc...
ijk... parameterize the CI wave function, and can be found either by

solving the TISE,

H |ΨCI〉 = E |ΨCI〉 , (2.19)

or by variational minimization of the CI energy,

ECI =
〈ΨCI |H|ΨCI〉
〈ΨCI |ΨCI〉

. (2.20)

The full CI expansion of an exact ground- (or excited-) state wave function for a

general many-body Hamiltonian goes to all possible orders in excitation rank, making

it unfeasible to store and compute. Therefore, it is practical to use a CI expansion

truncated at some finite-order as an approximation to the ground state. For problems
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with weak electron correlation, a CI ansatz truncated at the level of single- and double-

excitations (CISD) provides a good balance between accuracy and computational

cost. Higher-order CI theories provide a systematic way to improve the quality of

approximations. Finally, CI theories can be based either on symmetry-adapted or

symmetry-broken HF states.

2.2.3 Coupled Cluster

The CI theory, though better than HF, is not size-extensive, i.e., for systems of

different sizes, e.g., 1D Hubbard models or Hydrogen chains with different sizes, the

CI energy does not scale linearly with the system size, which is the correct scaling for

the exact energy in the thermodynamic limit. Therefore, CI is ill-suited for real-world

applications. Coupled cluster (CC) theory overcomes this hurdle by introducing an

exponential parameterization in place of the linear expansion in CI, i.e.,

|ΨCC〉 = eT |Φ〉 , (2.21)

where |Φ〉 is again the HF reference and T , known as the cluster operator, is defined

as

T = T1 + T2 + . . . , (2.22a)

T1 =
∑
ia

tai a
†
aai, (2.22b)

T2 =
1

(2!)2

∑
ia

tabij a
†
aa
†
bajai, (2.22c)

and so on. Here, T1 creates single excitations on the HF Slater determinant |Φ〉, T2

creates double excitations, etc. The particle-hole index notation is the same as that

for CI. The amplitudes {tai , tabij , . . .} parametrize the CC wave function. Inserting the
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CC ansatz into the TISE (Eq. 1.2), we get

H |ΨCC〉 = ECC |ΨCC〉 ⇒ e−THeT |Φ〉 = ECC |Φ〉 . (2.23)

The CC energy and amplitudes can then be computed by projecting Eq. 2.23 against

various ground and excited HF Slater determinants, i.e.,

ECC = 〈Φ|e−THeT |Φ〉 , (2.24a)

0 = 〈Φ|a†iaaH̄|Φ〉 ∀{i ∈ O; a ∈ V }, (2.24b)

0 = 〈Φ|a†ia†jabaaH̄|Φ〉 ∀{i, j ∈ O; a, b ∈ V }, (2.24c)

where H̄ = e−THeT is the similarity transformed Hamiltonian. Using the Baker-

Campbell-Hausdorff (BCH) expansion, we can simplify H̄ as

H̄ = H + [H,T ] +
1

2
[[H,T ], T ] +

1

3!
[[[H,T ], T ], T ] + . . . (2.25)

For a general two-body electronic Hamiltonian, this similarity transformation trun-

cates at the fourth-order nested commutator due to the pure excitation nature of the

cluster operator T . In order to have a computationally feasible theory, it is neces-

sary to truncate the cluster operator to a finite order in excitation rank. For most

applications, CC with single and double excitations (CCSD) performs well, with a

computational scaling ofO(N6), where N is a measure of the system size (e.g. number

of orbitals in the basis set, or number of lattice sites).

Expectation values in coupled cluster

As introduced so far, CC describes a correlated ansatz for the ket wave function.

To compute expectation values of observables other than the Hamiltonian, one also

needs a correlated bra state. A linear response wave function is generally employed
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for this purpose, [78,79] i.e. one makes the energy functional

E = 〈Φ|(1 + Z)e−THeT |Φ〉 (2.26)

stationary with respect to T and Z, where

Z = Z1 + Z2 + . . . , (2.27a)

Z1 =
∑
i,a

zai c
†
ica, (2.27b)

Z2 =
1

4

∑
i,a

zabij c
†
ic
†
jcbca. (2.27c)

Stationarity of the energy functional (Eq. 2.26) stationary with respect to Z results

in the familiar set of equations in Eq. 2.24. The expectation value of any physical

observable O can then be computed as

〈O〉CC = 〈Φ|(1 + Z)e−TOeT |Φ〉 = 〈ΨCI |O|ΨCC〉 . (2.28)

By realizing that the cluster operator T and the CI operator Z are composed of

particle-hole excitation and de-excitation operators respectively, the bra state can be

re-written as an explicit CI wave function

〈Ψ′| = 〈Φ|(1 + Z)e−T = 〈Φ|(1 +W )ew0 , (2.29)

where w0 is a constant and W has the same operator-form as Z.

2.2.4 Comparison of different methods

Before moving ahead and exploring finite-temperature wave function theories, it is

useful to highlight the merits and shortcomings of the different ground-state methods

discussed above with the help of a simple benchmark example. Figure 2.1 plots the er-

ror in ground-state energies for HF, CISD, and CCSD with respect to the exact results
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Figure 2.1 : Comparison of symmetry-adapted (left panel) and symmetry-broken
(right panel) Hartree Fock, CISD and CCSD theories for predicting the ground-state
energy for different values of U/t in a 10-site 1D Hubbard model with periodic bound-
ary conditions.

for the 10-site Hubbard model. Our system is a one-dimensional lattice with periodic

boundary conditions (making it equivalent to a ring) at half-filling. The energy error

is plotted as a function of the correlation strength U/t. The panel on the left shows

symmetry-adapted results, i.e., the methods that conserve the S2 and Sz symmetries,

whereas the results in the right panel are based on UHF, i.e., the theories break S2

while still preserving the Sz symmetry. It is apparent that symmetry-restricted meth-

ods perform very well for small U/t but break down disastrously beyond U/t ' 4.

On the other hand, UHF-derived results perform reasonably well for the entire range

of correlation strengths. To provide an idea about the extent of symmetry breaking,

we also plot the expectation value of the S2
Total operator in Fig. 2.2. We can see that

symmetry breaking occurs for U/t & 2, where a UHF Slater determinant yields lower

energy than RHF. All the results presented in Figs. 2.1 and 2.2 were computed with

PySCF. [80,81]
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Figure 2.2 : Expectation value of S2
Total operator as a function of the interaction

strength U/t, computed over UHF Slater determinant for the half-filled 10-site Hub-
bard model with periodic boundary conditions.

2.3 Thermofield dynamics

Equilibrium thermal properties of quantum systems are calculated as ensemble av-

erages, as described in Eq. 1.3. Specifically, for a quantum system at an inverse

temperature β (or temperature T = 1/β), the thermal expectation value of an ob-

servable O is given by,

〈O〉β =
1

ZTr(Oρ) =
1

Z
∑
m

〈m|Oρ|m〉 , (2.30)

where ρ = e−β(H−µN) is the thermal density matrix, constructed in the appropriate

choice of ensemble spanned by {|m〉}, and Z = Tr(ρ) is the partition function. In

Sections 1.1 and 1.2, we highlighted that the wave function methods, at least in

their conventional formulation, are ill-suited to study thermal properties in correlated

quantum many-body systems. This is due to the enormous number of eigenstates that
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need to be determined in a realistic system, which is beyond the reach of imaginable

computational capabilities, combined with the fact that there are fewer accurate and

efficient methods for excited states.

Thermofield dynamics [64–67] (TFD) contains a way to overcome this hurdle.

It provides a prescription for purification of the finite-temperature ensemble density

matrix and constructs a single wave function, often known as the thermal or the

thermofield double state, that can exactly capture the thermal behavior of quantum

systems. This is achieved by working in an enlarged space made up of the original

Hilbert space and its conjugate copy. The ensemble thermal average in the physical

space becomes as an expectation value over the purified thermal state in the doubled

space,

〈O〉β =
1

ZTr
(
e−βHO

)
=
〈Ψ(β)| O |Ψ(β)〉
〈Ψ(β)|Ψ(β)〉 , (2.31)

where, once again, β is the inverse temperature, and H is the Hamiltonian. The purifi-

cation of the ensemble density matrix by introducing an auxiliary or tilde-conjugate

space H̃, conjugate to the physical spaceH, requires H̃ to have the following structure:

1. The dimensionality of H̃ is the same as H, i.e. for every state |ψ〉 in H, there

is a corresponding |ψ̃〉 in H̃ and likewise for operators.

2. The tilde operators obey similar (anti-) commutation rules as their physical

counterparts. For instance, for a bosonic (fermionic) spin-orbital p, we have the

extended set of field operators {cp, c†p; c̃p, c̃†p}, which obey the canonical commu-

tation (anti-commutation) rules,

[cp, c
†
p]∓ = 1 = [c̃p, c̃

†
p]∓, (2.32a)

[cp, c̃p]∓ = 0 = [cp, c̃
†
p]∓, (2.32b)
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where the convention for commutator / anti-commutator is defined as

[A,B]−η = AB − ηBA, (2.33)

such that η = −1 in Eq. 2.32 produces the anti-commutation rules for fermions,

and η = +1 produces the commutation rules for bosons.

3. A tilde conjugation operation transforms operators between H and H̃ with the

following general rules:

(̃c̃k) = ηck, (2.34a)

˜(
αck + δc†q

)
= α?c̃k + δ?c̃†q, (2.34b)(̃

ckc
†
q

)
= c̃kc̃

†
q, (2.34c)

where α?, δ? are complex conjugates of α, δ respectively, and η = ±1 for bosons

/ fermions. With these conjugation rules, a Hamiltonian for the tilde system

can be defined, generally denoted by H̃.

4. The time-dependent Schrödinger equation in H̃ becomes (~ = 1)

− i ∂
∂t
|ψ〉 = H̃ |ψ〉 . (2.35)

5. Operators in the physical space do not act on states in the tilde space, and vice

versa.

The complex conjugate nature of the tilde space is not important while studying

equilibrium properties, but becomes necessary when working with time-dependent

phenomena at finite temperatures, which is what the thermofield theory was originally

developed for. However, the conjugation and doubling of the Hilbert space also
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has well-justified connections with Hopf algebra. [82, 83] In the expanded space, the

thermal state is expressed as

|Ψ(β)〉 = e−βH/2
∑
m

|m〉 ⊗ |m̃〉 , (2.36)

where, as already mentioned above, the orthonormal bases {|m〉} and {|m̃〉} span

the canonical or grand-canonical ensemble Hilbert spaces H and H̃ respectively, β is

the inverse temperature and H is the Hamiltonian of the system. The norm of the

thermal state gives the partition function

Z = 〈Ψ(β)|Ψ(β)〉 . (2.37)

2.3.1 The identity state

At infinite temperature, or β = 0, the thermal state becomes an equal superposition

of all possible states in the physical space, paired with their tilde counterparts, i.e.,

|Ψ(β = 0)〉 = |I〉 =
∑
m

|m〉 ⊗ |m̃〉 =
∑
m

|m; m̃〉 . (2.38)

This reflects the fact that at β = 0, the Hamiltonian and the associated interactions

are all washed out. In fact, the infinite temperature density matrix is just an identity

matrix. Therefore, we introduce the notation, |Ψ(β = 0)〉 = |I〉, and call the infinite

temperature state, which exhibits maximal entanglement between the physical and

auxiliary spaces, as the identity state. The identity state is invariant under any basis

transformation.

Depending on the choice of thermal ensemble and the underlying algebra of the

quantum system, e.g. fermionic, bosonic, su(2), etc., the identity state can be defined

in different ways. For fermions in grand-canonical ensemble, we can define the identity

state as

|I〉grand canonical =
L∏
p=1

(
1 + c†pc̃

†
p

)
|−;−〉 , (2.39)
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where p is a general spin-orbital index labelling all the single-electron levels in the

system, L is the total number of spin-orbitals and |−;−〉 is the combined vacuum state

for physical and auxiliary space. The canonical ensemble equivalent of the identity

state can be constructed by projecting the grand-canonical state against the desired

number sector. For a system with N0 electrons, we get

|I〉canonical = PN0

L∏
p=1

(
1 + c†pc̃

†
p

)
|−;−〉 , (2.40a)

=
1

N0!

(
L∑
p=1

c†pc̃
†
p

)N0

|−;−〉 , (2.40b)

where PN0 is the number-projection operator which selects only those terms in the

wave function that has N0 particles. We will introduce the identity state for SU(2)

systems in Chapter 5. The basis independence of the identity state is a consequence

of the fact that the auxiliary space is complex-conjugate space, i.e., for a unitary

rotation of the physical fermion operators given by

c†p =
∑
q

a†qUqp, (2.41)

we have a corresponding transformation for the tilde-space operators,

c̃†p =
∑
q

ã†qU
∗
qp. (2.42)

Therefore, the identity state for, say, the canonical ensemble becomes

|I〉canonical =
1

N0!

(∑
p

∑
qr

a†qã
†
rUqpU

∗
rp

)N0

|−;−〉 , (2.43a)

=
1

N0!

(∑
qr

a†qã
†
rδqr

)N0

|−;−〉 , (2.43b)

=
1

N0!

(
L∑
p=1

a†pã
†
p

)N0

|−;−〉 . (2.43c)
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which has the same form as the original canonical ensemble identity state. Here, we

have used the unitarity of the transformation, i.e.,
∑

p UqpU
∗
rp = δqr, to simplify the

expression.

2.3.2 How does thermofield theory work?

The finite-temperature ensemble average of any physical observable O can be com-

puted as an expectation value over the thermofield double state, as pointed out in

Eq. 2.30. Since O acts only on the physical part of the thermal state, the auxiliary

states in Eq. 2.36 provide a means to transform the expectation value into trace.

Written explicitly, the expectation value simplifies in the following manner:

〈O〉β =
〈Ψ(β)|O|Ψ(β)〉
〈Ψ(β)|Ψ(β)〉 , (2.44a)

=
1

Z
∑
m,n

〈m, m̃| e−βH/2Oe−βH/2 |n, ñ〉 , (2.44b)

=
1

Z
∑
m,n

〈m| e−βH/2Oe−βH/2 |n〉 ⊗ 〈m̃|ñ〉 , (2.44c)

=
1

Z
∑
m

〈m| e−βH/2Oe−βH/2 |m〉 , (2.44d)

=
1

ZTr
(
e−βH/2Oe−βH/2

)
, (2.44e)

=
1

ZTr
(
e−βHO

)
. (2.44f)

In going from Eq. 2.44c to Eq. 2.44d, we have used the fact that 〈m̃|ñ〉 = 〈m|n〉 = δmn,

were as from Eq. 2.44e to Eq. 2.44f, we have invoked the cyclic property of trace.

2.3.3 Imaginary-time evolution

By its construction, the thermal state obeys an imaginary-time evolution equation,

∂

∂β
|Ψ(β)〉 = −1

2
H |Ψ(β)〉 , (2.45)
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which, combined with an appropriate initial condition, can be integrated to yield

the thermal state at any other β. While working explicitly with the grand-canonical

ensemble, the thermal state can be defined as

|Ψ(β, µ)〉 = e−β(H−µN)/2 |I〉 , (2.46)

where µ is the chemical potential. Assuming that the Hamiltonian preserves the

particle number, i.e. [H,N ] = 0, which is the case for most physical systems, the

imaginary-time evolution equation (Eq. 2.45) gets modified as

∂

∂β
|Ψ(β, µ)〉 = −1

2
(H − µN) |Ψ(β, µ)〉 . (2.47)

Similarly, we can derive an evolution equation along the chemical potential direction:

∂

∂µ
|Ψ(β, µ)〉 =

β

2
N |Ψ(β, µ)〉 . (2.48)

Starting from some inverse temperature β0 and chemical potential µ0, we can inte-

grate Eqs. 2.47 and 2.48 to obtain the thermal state for any desired β and µ. The

exact integration of these equations for a general electronic Hamiltonian naturally

suffers from the same exponential computational barrier as the ground-state theories.

Developing approximate wave function theories is the objective of the work reported

in the following chapters.

2.3.4 Real-time evolution

TFD was originally developed as a framework to study quantum dynamical problems

at finite temperatures. The finite-temperature time-dependent expectation value of

an observable can be computed as

〈O〉β (t) = Tr
(
e−βHU(0, t)OU(t, 0)

)
, (2.49)
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where U(t2, t1) is the real-time evolution operator from t1 to t2. From the perspective

of a path integral, the expectation value 〈O〉β (t) involves a forward and a backward

propagation along the real-time axis in addition to a propagation along the imaginary-

time direction. The auxiliary space in TFD is defined to be a complex conjugate space

precisely to handle the backward propagation. Specifically, the real-time evolution of

the thermal state is governed by a modified TDSE,

i
∂

∂t
|Ψ(β, t)〉 = HTFD(t)|Ψ(β, t)〉, (2.50)

where HTFD is known as the thermofield Hamiltonian, and is defined as

HTFD = H(t)− H̃(t). (2.51)

The Hamiltonian for the tilde-space, H̃(t), is defined by taking the tilde-conjugate of

the physical Hamiltonian.

2.3.5 Physical interpretation

It is worthwhile to provide a physical intuition behind the auxiliary system in TFD.

Here, we present a brief discussion on two interpretations that we find interesting.

Ad hoc interpretation

In terms of the energy eigenvalues {Em} and eigenstates {|m〉}, the thermal density

matrix at inverse temperature β becomes

ρ =
∑
m

e−βEm |m〉 〈m| . (2.52)

Loosely speaking, we can map the bra state 〈m| to a ket in a new space, |m̃〉, such

that |m̃〉 has the same properties as 〈m|. In other words, a tilde-space wave function
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should obey the same TDSE as a generic bra state, i.e.,

i
∂

∂t
〈ψ| = −〈ψ|H ⇒ i

∂

∂t
|ψ̃〉 = −H̃ |ψ̃〉 . (2.53)

This also justifies the form of the driving Hamiltonian, HTFD in the real-time evolu-

tion equation (Eq. 2.50) for the thermofield double state.

Schmidt decomposition

The temperature of a system quantifies its entanglement with the environment or

the thermal bath. In that sense, the universe or the super system, which comprises

the physical system and the environment, is essentially at zero temperature. As a

consequence, we can use a single wave function |Ψsuper〉 to study any property of the

super system.

Naturally, the super wave function lives in a tensor product space of the system

and bath Hilbert spaces, i.e. Hsuper = HS ⊗HB. Expanding the super wave function

in terms of orthonormal basis states {|Sm〉} and {|Bm〉} of the system and bath

respectively, we get

|Ψsuper〉 =

LS∑
µ=1

LB∑
ν=1

ψµν |Sµ〉 ⊗ |Bν〉 , (2.54)

where LS and LB are the dimensionality of the system and bath Hilbert spaces. Using

the singular value decomposition for the coefficients ψµν , we get

|Ψsuper〉 =

LS∑
µ=1

LB∑
ν=1

min(LS ,LB)∑
α=1

UµαλαV
∗
να |Sµ〉 ⊗ |Bν〉 . (2.55)

By introducing basis transformations for both physical and bath states,

|α〉 =

LS∑
µ=1

Uµα |Sµ〉 , (2.56a)

|α̃〉 =

LB∑
ν=1

V ∗να |Bν〉 , (2.56b)
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and combining it with the fact that the dimensionality of the bath Hilbert space is

much larger than that of the system’s, we can re-write the super wave function as

|Ψsuper〉 =

LS∑
α=1

λα |α〉 ⊗ |α̃〉 . (2.57)

By choosing {|α〉} to be the eigenstates of the physical Hamiltonian and λα = e−βEα/2,

where {Eα} are the corresponding energy eigenvalues, we can recover the thermal

state defined in Eq. 2.36.

2.3.6 Asymmetric thermofield theories

We have seen how TFD performs the purification of the thermal density matrix into a

thermal state |Ψ(β)〉 such that thermal traces can be expressed as expectation value

over the latter,

〈O〉β =
〈Ψ(β)|O|Ψ(β)〉
〈Ψ(β)|Ψ(β)〉 =

〈I|e−βH/2Oe−βH/2|I〉
〈I|e−βH |I〉 . (2.58)

By re-examining this expression, we can clearly see that computing expectation value

over the identity state |I〉 is equivalent to computing the trace. Using the cyclic

property of the trace, we can then derive an equally valid expression for thermal

averages, given by

〈O〉β =
1

Z 〈I|e
−(1−σ)βHOe−σβH |I〉 , (2.59)

where 0 ≤ σ ≤ 1. Consequently, the imaginary-time evolution equations for the bra

and the ket become

∂

∂β
|Ψσ(β)〉 = −σH |Ψσ(β)〉 , (2.60a)

∂

∂β
〈Ψσ(β)| = −(1− σ) 〈Ψσ(β)|H. (2.60b)



31

For σ = 1/2, we recover the conventional, symmetric thermofield dynamics presented

in the preceding subsections. We adhere to this convention for most of the develop-

ments presented in this thesis, but also discuss an example of asymmetric thermal

CI theory. An asymmetric formulation of thermal CC has also been explored by

Shushkov et al. [61] On the other hand, for σ 6= 1/2, we would require two different

thermal states, one each for the bra and the ket. This freedom in the choice of contour

used in the imaginary-time path integral has been explored in Refs. 64,84.
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Chapter 3

Thermal wave function theories for the grand

canonical ensemble

The explicit wave function formulation of the thermal density matrix in TFD, along

with the associated imaginary-time evolution equation, provides a framework to gen-

eralize standard ground-state ansätze to finite temperatures. In this chapter, we focus

our attention on wave function theories to study the finite-temperature properties of

fermionic many-body systems in the grand canonical ensemble. The thermal state at

inverse temperature β and chemical potential µ = α/β is defined as

|Ψ(α, β)〉 = e(αN−βH)/2 |I〉 , (3.1)

where the identity state is given by Eq. 2.39. We introduce a change in the definition of

the chemical potential from µ to α = βµ. For a Hamiltonian that preserves the total

particle number, the modified parametrization of the chemical potential simplifies

both the number dependence and the associated evolution equations for the thermal

state, and we get,

∂

∂α
|Ψ(α, β)〉 =

N

2
|Ψ(α, β)〉 , (3.2a)

∂

∂β
|Ψ(α, β)〉 = −H

2
|Ψ(α, β)〉 . (3.2b)

As we mentioned in the previous chapter, an exact integration of these equations

scales exponentially with the system size and can be performed only for relatively

small systems with just a few orbitals. In the following sections, we will explore
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thermal generalization of approximate ground-state wave function theories, namely

mean-field, CI, and CC. To assess the performance of these methods, we study small

Hubbard, reduced BCS as well as molecular systems, while comparing with exact

benchmark results.

3.1 Mean-field theory

The simplest approximation that can be used to construct the thermal state is the

mean-field approach, where an effective one-body Hamiltonian H0 is used to evolve

the thermal state, and results in

|Ψ(α, β)〉mean field = e(αN−βH0)/2 |I〉 . (3.3)

Working in a basis where H0 is diagonal, i.e. H0 =
∑

p εpc
†
pcp, and using the basis-

invariance of |I〉, we get the following expression for the mean-field thermal state,

|Ψ(α, β)〉mean field =
∏
p

(
1 + e(α−βεp)/2c†pc̃

†
p

)
|−;−〉 . (3.4)

And after normalization, we end up with a state that we call the mean-field thermal

vacuum, defined as

|0(α, β)〉 =
∏
p

(
xp + ypc

†
pc̃
†
p

)
|−;−〉 , (3.5)

where xp = 1/
√

1 + eα−βεp , yp = e(α−βεp)/2/
√

1− eα−βεp , and x2
p + y2

p = 1. Note that

the coefficients xp and yp are related to the Fermi-Dirac distribution function.

Thermal Bogoliubov transformation

The identity state and the mean-field thermal vacuum have the familiar form of a

BCS state,

|BCS〉 =
∏
p

(
up + vpc

†
p↑c
†
p↓

)
|−〉 , (3.6)
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where the cooper pairs in |I〉 and |0(α, β)〉 are formed between physical and auxiliary

orbitals as compared to spin singlet pairs in BCS. Following the BCS theory, we can

define a thermal analogue of the quasiparticles and Bogoliubov transformation, i.e.

we can construct α- and β-dependent operators {ap(α, β), a†p(α, β), ãp(α, β), ã†p(α, β)}

that annihilate/create quasiparticle excitations on the mean-field thermal vacuum.

This thermal Bogoliubov transformation is given byap(α, β)

ã†p(α, β)

 =

xp −yp
yp xp


cp
c̃†p

 , (3.7)

such that, for xp and yp defined in Eq. 3.5, the thermal quasiparticle annihilation

operators annihilate the mean-field thermal vacuum, i.e.,

ap |0(α, β)〉 = 0 = ãp |0(α, β)〉 , (3.8a)

〈0(α, β)| a†p = 0 = 〈0(α, β)| ã†p. (3.8b)

Here and after, we drop the explicit α- and β-dependence in the thermal quasiparticle

operators. The Bogoliubov transformation in Eq. 3.7 also allows us to form a physical

intuition about the thermal operators: in the low T (or high β) limit, the annihilation

of an occupied orbital in the physical space H is equivalent to creating a particle in

the corresponding orbital in the tilde-space H̃ and vice-versa, whereas in the high T

limit, these operators are completely mixed.

The general electronic Hamiltonian, presented in Eq. 2.2, can be expressed in

terms of the thermal operators and takes the form

H = h0 +
∑
ab

[
h

(11)
ab

(
a†aã

†
b + h.c.

)
+ h

(20)
ab a†aab + h

(02)
ab ã†aãb

]
+
∑
abcd

[
h

(221)
abcd

(
a†aa

†
bã
†
dã
†
c + h.c.

)
+ h

(222)
abcd a

†
aã
†
bãdac + h

(31)
abcd

(
a†aa

†
bã
†
cad + h.c.

)
+h

(13)
abcd

(
a†aã

†
bã
†
cãd + h.c.

)
+ h

(40)
abcda

†
aa
†
badac + h

(04)
abcdã

†
aã
†
bãdãc

]
, (3.9)
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where we use h0, h(11), etc. to denote the effective matrix elements of the general

quasiparticle Hamiltonian (h(11) is associated with terms that contain one non-tilde

and a tilde quasiparticle operator each, h(20) with two non-tilde quasiparticle opera-

tors, and so on), all of which are defined as

h0 =
∑
a

y2
ahaa +

1

2

∑
ab

y2
ay

2
bvabab (3.10a)

h
(11)
ab = xaybfab, h

(20)
ab = xaxbfab, h

(02)
ab = −yaybfab, (3.10b)

h
(221)
abcd =

1

4
xaxbycydvabcd, h

(222)
abcd = xaxcybydvadbc,

h
(31)
abcd = −1

2
xaxbycxdvabcd, h

(13)
abcd = −1

2
xaybycydvadbc, (3.10c)

h
(40)
abcd =

1

4
xaxbxcxdvabcd, h

(04)
abcd =

1

4
yaybycydvabcd,

where fab = δabhab +
∑

c y
2
cvacbc. Note that in obtaining these expressions, we have

assumed real matrix elements in the Hamiltonian. The foregoing expression for the

Hamiltonian is normal-ordered with respect to the thermal vacuum. The ordering we

follow here is a† → ã† → ã→ a.

Mean-field internal energy

The thermal average of H at the mean-field level can be computed simply by extract-

ing the scalar component from its normal ordered expression,

Emf =
∑
p

y2
phpp +

∑
p,q

1

2
y2
py

2
qvpqpq (3.11a)

=
∑
p

hpp
1 + eβ(εp−µ)

+
1

2

∑
p,q

vpqpq
(1 + eβ(εp−µ))(1 + eβ(εq−µ))

,

which recovers the standard thermal Hartree-Fock [31, 32] expression for the energy.

One can find the appropriate one-electron basis or molecular orbitals by variationally
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minimizing the grand potential. For reasons that will become clear later, we use an

un-optimized, β-independent mean-field Hamiltonian to construct |0(α, β)〉.

3.2 Framework for correlated wave function theories

Correlated methods frequently use a mean-field reference as the starting point, and we

wish to do so here as well, but we face an additional choice which we wish to explore.

Recall that the thermal state |Ψ(α, β)〉 is obtained not from an eigenvalue problem

but from an imaginary-time Schrödinger equation. For the reference state, we can

choose the mean-field thermal state corresponding to a fixed temperature β0, or we

can use a β-dependent mean-field thermal state. By analogy with similar frameworks

for coordinates in fluid dynamics and general relativity, we call the former approach

a fixed-reference formulation and the latter a covariant formulation. Mathematically,

the exact thermal state in the fixed-reference approach is represented as

|Ψ(β)〉 = Γ(β, β0) |0(β0)〉 , (3.12)

where Γ̂ is a wave operator which builds correlation on the reference. On the other

hand, in the covariant formalism, the thermal state is parameterized as

|Ψ(β)〉 = Γ(β, β) |0(β)〉 . (3.13)

The fixed-reference wave operator Γ(β, β0) is constructed using quasiparticle creation

operators corresponding to |0(β0)〉, i.e. {a†p(β0), ã†p(β0)}, while the covariant oper-

ator Γ(β, β) is a function of {a†p(β), ã†p(β)}. The same idea is also applicable to

α-dependence. For brevity, we will only consider the imaginary-time evolution here.

On the one hand, the covariant approach would seem to be more sensible, as less

is demanded of the wave operator Γ; on the other hand, the fixed-reference approach
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has the advantage that the quasiparticle creation and annihilation operators given by

the thermal Bogoliubov transformation of Eq. 3.7 are not themselves temperature-

dependent, which considerably simplifies the formulation of correlated methods. In

principle, any inverse temperature β0 can be used in the fixed-reference case. However,

in practice, the most convenient choice is β0 = 0 for which the mean-field thermal

state is exact and the wave operator Γ(0, 0) is simply the identity operator.

In addition to deciding between the fixed-reference and covariant cases, we have

a second decision to make: the choice of splitting the β-dependence on the bra and

ket, or the choice of the parameter σ discussed in Section 2.3.6. For simplicity of

notation, we will use a subscript to denote the choice of σ, and define our correlated

wave function ansätze as

|Ψσ(β)〉fix. ref. = Γσ(β, β0) |0σ(β0)〉 , (3.14a)

|Ψσ(β)〉cov. = Γσ(β, β) |0σ(β)〉 , (3.14b)

3.2.1 Fixed-reference formalism

For the fixed-reference thermal wave function ansatz (Eq. 3.12), assuming that we

evolve in β starting from β = 0, we get

|Ψσ(β)〉 = Γσ(β, 0) |I〉 . (3.15)

Substituting this ansatz in to the imaginary time evolution equation gives(
∂

∂β
Γ(β, 0)

)
|I〉 = −σHΓ(β, 0) |I〉 , (3.16)

such that Γσ(0, 0) = 1̂, i.e. the identity operator.
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3.2.2 Covariant formalism

In contrast with the fixed-reference approach, the thermal state for the covariant case

is defined as

|Ψσ(β)〉 = Γσ(β, β) |0σ(β)〉 , (3.17)

which, after substituting in to the imaginary time evolution equation, gives

∂

∂β
|0σ(β)〉 = −σH0 |0σ(β)〉 , (3.18a)(

∂

∂β
Γσ(β, β)

)
|0σ(β)〉 = −σ (HΓσ(β, β)−H0) |0σ(β)〉 . (3.18b)

Once again, at β = 0, the mean-field thermal stae is exact and Γσ(0, 0) = 1̂. By appro-

priately defining the wave operator Γσ, we can derive the equations for configuration

interaction and coupled cluster theories.

3.3 Configuration interaction theory

In this section, we will discuss both the fixed-reference and the covariant formulations

of thermal CI theory in detail. Since we are working with imaginary time evolution,

thermal CI theories are very similar to time-dependent CI [85,86] at zero temperature.

While CI is not size-extensive, a property which is highly desirable [87] in the study

of many-electron systems, we use it as an example to introduce thermofield-based

quantum chemistry methods because of its simplicity.

3.3.1 Fixed-reference Thermal CI

In this first approach, we consider the asymmetric parameter σ = 1, such that the

thermal expectation value of a physical observable O is defined as

〈O〉(α, β) =
1

Z 〈I|O|Ψσ=1(α, β)〉 , (3.19)
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where the definition and evolution equations for |Ψσ=1(α, β)〉 are given by

|Ψσ=1(α, β)〉 = eαN−βH |I〉 , (3.20a)

∂

∂β
|Ψσ=1(α, β)〉 = −H |Ψσ=1(α, β)〉 , (3.20b)

∂

∂α
|Ψσ=1(α, β)〉 = N |Ψσ=1(α, β)〉 . (3.20c)

In the CI theory, The thermal state |Ψσ=1(α, β)〉 is approximated as a linear expansion

in the configuration space, starting from the reference |J〉 = eα0N |I〉, i.e.

|Ψσ=1(α, β)〉CI = es0(1 + S)|J〉, (3.21)

where the CI-operator S is defined as

S =
∑
pq

spqb
†
pb̃
†
q +

1

(2!)2

∑
pqrs

spqrs b
†
pb
†
q b̃
†
sb̃
†
r + . . . (3.22)

All the α- and β-dependence in Eq. 3.22 is carried by the expansion coefficients spq,

spqrs, etc. The first term is equivalent to single-excitations in ground-state CI, the

second to double-excitations and so on. Here, we will consider CI with singles and

doubles. Notice that the wave operator in Eq. 3.21 is written in intermediate nor-

malization with an exponential normalization constant, i.e. 〈J|Ψσ=1(α, β)〉CI = es0 ,

which is the partition function. The partition function grows/decays exponentially.

Therefore, an exponential parametrization of the norm provides numerical stability.

The (α- and β-independent) quasiparticle operators b, b̃† are the same a-operators

defined in Eq. 3.7 with the Bogoliubov parameters

xp =
1√

1 + eα0
, yp =

√
eα0

1 + eα0
, (3.23)

where α0 ensures that the correct total filling at β = 0, or infinite temperature, for a

given basis set. It is interesting to note that the CI operator in Eq. 3.22 is composed
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of terms that contain equal number of tilde and non-tilde quasiparticle creation oper-

ators. This is because, by virtue of the thermal Bogoliubov transformation in Eq. 3.7,

the difference in the total number of tilde and non-tilde quasiparticles is a symmetry

of the Hamiltonian, i.e.

[N , H] = 0, N =
∑
p

(b†pbp − b̃†pb̃p) (3.24)

and only these terms in the CI wave function will have any non-trivial evolution and

contribution to the expectation values of physical operators.

Substituting this ansatz into Eq. 3.20, and projecting the equation against quasi-

particle excitation manifolds, we obtain the following set of β-evolution equations for

thermal CISD,

∂s0

∂β
= − 1

ZJ
〈J|H(1 + S)|J〉 , (3.25a)

∂spq
∂β

= −spq
∂s0

∂β
− 1

ZJ
〈J|b̃qbpH(1 + T )|J〉 , (3.25b)

∂spqrs
∂β

= −spqrs
∂s0

∂β
− 1

ZJ
〈J|b̃rb̃sbqbpH(1 + T )|J〉 , (3.25c)

and similarly for α-evolution, we have

∂s0

∂α
=

1

ZJ
〈J|N(1 + S)|J〉 , (3.26a)

∂spq
∂α

= −spq
∂s0

∂α
+

1

ZJ
〈J|b̃qbpN(1 + T )|J〉 , (3.26b)

∂spqrs
∂α

= −spqrs
∂s0

∂α
+

1

ZJ
〈J|b̃rb̃sbqbpN(1 + T̂ )|J〉 . (3.26c)

The infinite-temperature partition function ZJ is given by

ZJ = 〈J|J〉 = 〈I|eα0N |I〉 . (3.27)

Having already absorbed α0 in to the definition of the identity state, we can integrate

these evolution equations starting from (α, β) = (0, 0), with the initial conditions

s0 = 0; spq = 0; spqrs = 0, . . . , (3.28)
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and obtain the CI coefficients at any given thermodynamic coordinate (α, β).

3.3.2 Covariant CI

In the covariant formulation, we wish to work with an α- and β−dependent reference

and the expectation values are best described with the σ = 1/2 formulation of TFD

and take the form of a symmetric expectation value

〈A〉(α, β) =
1

Z 〈Ψ(α, β)|A|Ψ(α, β)〉 , |Ψ(α, β)〉 = e(αN−βH)/2 |I〉 , (3.29)

where the thermal state |Ψ(α, β)〉 is the same as the state described in Eq. 3.1 and

is governed by the imaginary time evolution equation described in Eq. 3.2. The

covariant thermal CI state is approximated as

|Ψ(α, β)〉 = es0(1 + S) |0(α, β)〉 , (3.30)

where the CI operator S is given by

S =
∑
pq

spqa
†
pã
†
q +

1

(2!)2

∑
pqrs

spqrsa
†
pa
†
qã
†
sã
†
r + . . . (3.31)

Unlike the fixed-reference CI operator in Eq. 3.22, both the coefficients and the field

operators in the covariant ansatz are α- and β-dependent. Accordingly, the operators

ap, ã
†
p, etc. have non-trivial α and β derivatives. For example, using the thermal

Bogoliubov transformation of Eq. 3.7, we see that

∂a†p
∂β

=
εp
2
xpypãp, (3.32a)

∂ã†p
∂β

= −εp
2
xpypap. (3.32b)

Taking these details into considerations and substituting the wave function ansatz,

Eq. 3.30, into Eq. 3.2, we obtain the following working equations for the β-evolution
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of the CI amplitudes s0, spq, etc.,

∂s0

∂β
= − 1

Z0

〈0(α, β)|
(

1

2
H̄ +

∂opS

∂β

)
|0(α, β)〉 , (3.33a)

∂s0

∂β
= −spq

∂s0

∂β
− 1

Z0

〈0(α, β)|ãqap
(

1

2
H̄ +

∂opS

∂β

)
|0(α, β)〉 , (3.33b)

and so on. Similarly, for α-evolution, we get

∂s0

∂α
=

1

Z0

〈0(α, β)|
(

1

2
N̄ − ∂opS

∂α

)
|0(α, β)〉 , (3.34a)

∂spq
∂α

= −spq
∂s0

∂α
+

1

Z0

〈0(α, β)|ãqap
(

1

2
N̄ − ∂opS

∂α

)
|0(α, β)〉 , (3.34b)

and so forth. Here, Z0 denotes the mean-field partition function, defined in Eq. 2.37,

and the effective CI Hamiltonian H̄ and number operator N̄ are defined as

H̄ = H(1 + S)− (1 + S)H0, (3.35a)

N̄ = NS − SN, (3.35b)

and the operator derivative ∂opS/∂x (with x = α, β) denotes the derivative of only

the operator parts of S, i.e.,

∂opS

∂x
=
∑
pq

spq
∂

∂x

(
a†pã

†
q

)
+

1

(2!)2

∑
pqrs

spqrs
∂

∂x

(
a†pa

†
qã
†
sã
†
r

)
+ . . . (3.36)

As with the fixed-reference case, we can integrate Eqs. 3.33 and 3.34 starting from

(α, β) = (0, 0) with the initial conditions

s0 = 0; spq = 0; spqrs = 0; . . . ,

to the desired temperature and chemical potential. Once again, we consider a covari-

ant thermal CI truncated at single and double quasiparticle excitations (CISD) for

all applications. Our primitive implementation of both the fixed-reference and the
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Figure 3.1 : Internal energy error per site for the six-site Hubbard model at U/t = 2
and half-filling on average. The results compare thermal mean-field, covariant therma
CISD and the fixed-reference counterpart.

covariant formulations of thermal CI is publicly accessible through a GitHub repos-

itory [88] where we make use of drudge [89] (computer algebra system) to generate

equations and codes.

We will see detailed analysis and comments on the performance of thermal CI

theory along with thermal CC later in this chapter. However, we would like to

highlight the stark difference in the quality of results between fixed-reference and

covariant CI theories. In Fig. 3.1, we compare the error in internal energies computed

using fixed-reference and covariant thermal CISD for the six-site Hubbard model at

U/t = 2 and with two electrons on average. Covariant CI absolutely outperforms the

same level of fixed-reference CI, except near β = 0. In fact, fixed-reference theory

is even inferior to thermal mean-field results. This is because as we evolve away

from β0 = 0, which is used to construct the reference state in the fixed-reference
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theory, the mean-field contribution to any other property remains constant, and all

the temperature dependence and correlation effects need to be taken care of by the CI

operator. Analogous to the reference-dependent behavior of zero temperature ground-

state CI, such a method would perform poorly compared to one with a β-dependent

mean-field reference. Given the substandard quality of results, for the remainder of

this thesis, we will focus our attention solely on the covariant wave function theories.

3.4 Coupled cluster theory

We noted in Eq. 2.26 that the CC expectation value of any operator O can be eval-

uated as an asymmetric expectation value,

〈O〉CC =
〈Ψ′|O|Ψ〉
〈Ψ′|Ψ〉 , (3.37)

where both 〈Ψ′| and |Ψ〉 states are approximations to the same wave function; while

the ket is approximated with a truncated CC wave function ansatz, the bra is ap-

proximated as a truncated CI expansion. For thermal coupled cluster, we employ a

similar parametrization, i.e., a CC ket and a CI bra which evolve according to Eq. 3.2

and their adjoints respectively.

Recall that the mean-field thermal state (Eq. 3.5) has the form of a BCS state,

i.e., pth-orbitals in the physical and auxiliary Hilbert spaces, H) and H̃, are coupled

in just the same way as two opposite momentum single-particle levels in a BCS-wave

function. Given this correspondence of |0(α, β)〉 with a BCS, we parametrize the ket

state as an exponential of quasiparticle creation operators acting on the mean-field
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thermal reference,

|Ψ〉 = eS |0(α, β)〉 , (3.38a)

S = s0 +
∑
p,q

spqa
†
pã
†
q +

1

(2!)2

∑
p,q,r,s

spqrsa
†
pa
†
qã
†
sã
†
r + . . . (3.38b)

This also follows from the ground-state quasiparticle coupled cluster theory. [90] On

the other hand, the bra state, as in the traditional CC formalism, is approximated

using a CI expansion, i.e.

〈Ψ′| = 〈0(α, β)| (1 + Z)ez0e−S, (3.39)

and as explained in Eq. 2.29, it can be expressed as an effective CI wave function

〈Ψ′| = 〈0(α, β)| (1 +W )ew0 , (3.40a)

W =
∑
p,q

wpqãqap +
1

4

∑
p,q,r,s

wpqrsãrãsaqap + . . . (3.40b)

The evolution equations and associated technical details for this covariant thermal CI

ansatz have been discussed in Section 3.3, and the same can be employed to obtain

the evolution equations for w0, wpq, wpqrs, etc.

For the evolution of |Ψ〉, substituting the CC ansatz from Eq. 3.38a into Eq. 3.2

gives

e−S
(
∂

∂α
eS
)
|0(α, β)〉 =

1

2

(
e−SNeS −N

)
|0(α, β)〉 , (3.41a)

e−S
(
∂

∂β
eS
)
|0(α, β)〉 = −1

2

(
e−SHeS −H0

)
|0(α, β)〉 . (3.41b)

Analogous to the CI theory, the evolution equations for the amplitudes can be ob-

tained by left projecting Eq. 3.41 against various excited quasiparticle states.

Wilcox identity

In order to simplify Eq. 3.41 and obtain evolution equations for CC amplitudes, we

need to overcome the hurdle that the derivative of the cluster operator does not
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commute with the operator itself, i.e.[
∂S

∂x
, S

]
6= 0, (3.42)

for x ∈ {α, β}. This introduces extra complications in computing the α- or β-

derivative of the the exponential operator eS. To address this derivative, we make

use of the Wilcox identity, [91] which states that the derivative of the exponential of

an operator M with respect to a scalar parameter λ can be evaluated as

∂

∂λ
eM =

∫ 1

0

dy e(1−y)M ∂M

∂λ
eyM . (3.43)

Using the Wilcox identity, the expressions on the left-hand side of Eq. 3.41 become

e−S
(
∂

∂x
eS
)

=

∫ 1

0

dy e−yS(∂xS)eyS, (3.44a)

= (∂xS) +
1

2!
[(∂xS), S] +

1

3!
[[(∂xS), S], S] + . . . , (3.44b)

where we have used the shorthand ∂x for ∂/∂x, and employed the Baker-Campbell-

Hausdorff expansion in going from Eq. 3.44a to 3.44b. Finally, breaking the derivative

∂xS into the amplitude (∂ampS) and operator (∂opS) derivatives,

∂S

∂x
=
∂ampS

∂x
+
∂opS

∂x
, (3.45a)

∂ampS

∂x
=
∑
pq

∂spq
∂x

a†pã
†
q +

1

(2!)2

∑
pqrs

∂spqrs
∂x

a†pa
†
qã
†
sã
†
r + . . . (3.45b)

∂opS

∂x
=
∑
pq

spq
∂

∂x

(
a†pã

†
q

)
+

1

(2!)2

∑
pqrs

spqrs
∂

∂x

(
a†pa

†
qã
†
sã
†
r

)
+ . . . (3.45c)

and realizing that the former commutes with S, we can compactly write the left-hand

side of Eq. 3.41 as

e−S
(
∂xe

S
)

=
∂ampS

∂x
+Dx, (3.46)

where Dx is derived from the operator derivative of S, and is defined as

Dx =

∫ 1

0

dy e−yS
∂opS

∂x
eyS, (3.47)
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where the integration over y in the second equation can be carried out analytically,

as explained in Eq. 3.44b

Evolution equations for thermal CC

With the help of the Wilcox identity and the simplifications highlighted above,

Eq. 3.41 can be further simplified into

∂ampS

∂α
|0(α, β)〉 =

[
1

2

(
e−SNeS −N

)
− Sα

]
|0(α, β)〉 , (3.48a)

∂ampS

∂β
|0(α, β)〉 = −

[
1

2

(
e−SHeS −H0

)
+ Sβ

]
|0(α, β)〉 , (3.48b)

which can then be left-projected with various thermal quasiparticle states to yield

a set of differential equations governing the evolution of the S-amplitudes in the α-

β space. Complete expressions for the CCSD evolution equations are included in

Appendix A.

3.5 Implementation details

3.5.1 Integration

The Dormand-Prince algorithm, [92,93] a fourth-order Runge-Kutta method with an

adaptive step size, has been employed for integrating the resulting set of differential

equations, both for CI and CC. The integration step size is adaptively modified so as

to keep the relative error in evolution within 10−6. Furthermore, a tolerance value of

10−5 in the number of electrons is used to find the target chemical potential.

While computing properties at a fixed electron filling, we first evolve in β to

the desired temperature while treating α as a constant. After this integration, the

number of electrons in the thermal state moves away from the desired value. To
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find the correct target α that restores the right average electron number, we use a

bisection scheme and integrate along the α-direction while keeping β fixed.

3.5.2 Choice of thermal mean-field

As mentioned earlier, for the covariant formulations of correlated wave function the-

ories, we use a mean-field Hamiltonian of the form H0 =
∑

p εpc
†
pcp to construct the

mean-field thermal reference state |0(α, β)〉. There are many different ways to pick

this mean-field Hamiltonian. In thermal HF theory, [31, 32] one uses an H0 that

optimizes the grand potential, and therefore, H0 is a function of α and β. While

such a choice may yield an excellent mean-field thermal reference state, it will result

in highly convoluted expressions for the mean-field evolution as well as the operator

derivatives and is beyond the scope of current work.

In our implementation, we use ground-state HF, which may or may not preserve

the symmetries, to construct the energy eigenvalues used in H0. Using an α- and

β-independent H0 is analogous to the imaginary-time interaction picture formalism

and simplifies our implementation because

1. an α- and β-independent H0 leads to clean analytical forms for the mean-field

evolution operator as well as the α- and β-derivatives of the thermal quasipar-

ticle operators, and

2. a diagonal form of H0 yields a straightforward thermal Bogoliubov transforma-

tion in Eq. 3.7.



49

3.6 Results

Armed with the working equations, we are now in a position to assess the quality

of various thermal wave function approximations. We will focus our attention on

the application of covariant thermal wave function theories, namely mean-field, CI

with single (CIS) and double (CISD) excitations, and CCSD, to various electronic

systems, viz. the one-dimensional Hubbard model, the pairing or reduced BCS model,

as well as chemical systems (atomic Beryllium and molecular H2). In order to make

correspondence with the canonical ground-state limit, we present results for all of

these systems with a fixed number of particles on average. We compare our results

with the exact grand canonical ensemble averages.

3.6.1 One-dimensional Hubbard model

First, we compare thermal mean-field, CIS, CISD and, CCSD against exact results

for the temperature dependence of internal energy in the 1D Hubbard model (c.f.

Section 2.1.2 for more details) with periodic boundary conditions in the grand canon-

ical ensemble. We will consider different values of correlation strength (or U/t) for

the Hubbard model.

Let us start with a simple two-site Hubbard model at U/t = 1 with two electrons

on average. In Fig. 3.2, we plot error in internal energy per electron, with respect

to the exact results, calculated using the thermal mean-field, covariant CI, and CC

methods. All the methods start with zero errors at β = 0 (due to the exactness

of the underlying mean-field) but start deviating from the exact results at finite

temperatures. Both mean-field and CIS results show large errors among all the results;

it appears that thermal CIS only marginally improves over mean-field. On the other

hand, thermal CISD and CCSD improve significantly over mean-field as well as CIS.
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Figure 3.2 : Error per particle in internal energy for the two-site Hubbard model with
U/t = 1 and half-filling on average. The results compare thermal HF, covariant CIS,
CISD, and CCSD theories.

In the zero-temperature limit, thermal CISD and CCSD converge to the exact ground-

state energy, the same as standard ground-state CISD and CCSD. This demonstrates

that in the limit of zero-temperature, i.e., as β → ∞, thermal mean-field reduces

to the canonical, zero-temperature ground-state restricted HF (RHF), which was the

choice of H0, to begin with. Similarly, thermal CI and CC approach the corresponding

ground-state restricted CI and CC. This also explains why thermal CISD and CCSD

become exact in the zero-temperature limit: both are exact for two-particle systems.

On the other hand, thermal CISD/CCSD are generally not exact at intermediate

values of β, as is reflected in the finite errors in Fig. 3.2. This is because singles

and doubles are insufficient to parameterize any general state in the grand-canonical

ensemble.

Figure 3.3 presents total internal energy and error in internal energy for the six-
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Figure 3.3 : Total internal energy (top panel) and associated errors per electron
(bottom panel) for the six-site Hubbard model with U/t = 2 and half-filling on
average. The results compare thermal HF, covariant CISD, and CCSD. The solid
circle, square, and diamond on the right y-axis of the are the ground-state RHF,
RCISD and RCCSD energy errors per particle.
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Figure 3.4 : Error in internal energy per electron for thermal mean-field and covariant
CCSD, each constructed using a symmetry-adapted and broken-symmetry H0, for the
six-site Hubbard model with U/t = 5 at half-filling on average. The blue circle and
diamond on the right y-axis indicate ground-state RHF and RCCSD energy error per
particle, while the red ones plot the same for UHF and UCCSD.

site Hubbard model at U/t = 2 and half filling on average. Again, we consider only

the covariant formalism. The story is similar to the simpler two-site model: there

are large errors in the mean-field and CIS results, which are substantially reduced by

thermal CISD and CCSD. For large β, all the results approach those corresponding

to the respective ground-state theories.

In all the applications so far, H0 is constructed using RHF energy eigenvalues,

which is why in the zero-temperature limit, thermal HF approaches ground-state

RHF and thermal CCSD approaches ground-state RCCSD. In the strongly correlated

regime, where zero-temperature RCCSD fails to converge, the evolution of thermal

CCSD would eventually diverge. Such an issue can be avoided by using unrestricted
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Figure 3.5 : Trends in z-component spin-spin correlation function for the ten-site
Hubbard model with U/t = 2 at various temperatures kBT , and a fixed chemical
potential µ = 0.9 (which ensures half-filling in the kBT → 0 limit). The results
were computed using thermal CCSD. Exact and RCCSD results for the ground-state
correlation functions are also included for reference.

HF (or UHF) energy eigenvalues to construct H0 and therefore |0(α, β)〉. Fig. 3.4

shows the performance of RHF and UHF-based thermal CCSD for the six-site Hub-

bard model at U/t = 5 and half-filling on average. As usual, we compare errors in

internal energies with respect to exact results. For the selected value of U/t, both

RCCSD and UCCSD are well defined for the ground state. The thermal theories also

approach their respective ground-state analogs in the infinite β limit.

In addition to the internal energy, we can also compute other physical properties

such as correlation functions as a function of temperature and chemical potential. In

Figure 3.5, we present thermal CCSD results for the z-component spin-spin correlation

function, defined as

χ(i, j) = 〈Sz(i)Sz(j)〉 , (3.49)
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Figure 3.6 : Absolute error in internal energy per electron for the six-level Pairing
model and (a) G = 0.2, and (b) G = 0.5, at half-filling on average. The results
compare thermal mean-field, covariant CISD, and CCSD. The markers on the right
y-axis indicate the corresponding ground-state errors.

for the ten-site Hubbard model at U/t = 2. Note that Sz(i) denotes the z-directional

spin operator at the ith lattice site, and is defined as

Sz(i) =
1

2

∑
µν

c†iµτ
z
µνciν =

1

2

(
c†i↑ci↑ − c†i↓ci↓

)
, (3.50)

where τ z is the z Pauli matrix. The expectation values are computed using linear-

response density matrices, and just as for the internal energy, orbital relaxation effects

(i.e., optimization of the reference state |0(α, β)〉) have not been considered. As

one would expect, at extremely high temperatures, there is no correlation between

adjacent spins. As T is reduced, the correlation appears and becomes maximal in

the zero-temperature limit. To make correspondence with the ground-state, we also

plot the exact and CCSD estimate of the ground-state correlation function. We

can clearly see that thermal CCSD properties approach the appropriate ground-state

CCSD properties in the limit β →∞.
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Pairing model

Next, we consider the reduced BCS or the pairing model (c.f. Section 2.1.2 for

details). The pairing model is characterized by the energy levels εp and the pariing

interaction G. Here we choose the energy levels with a uniform spacing of 1 unit, i.e.,

∆ε = εp+1 − εp = 1. Figure 3.6a describes the absolute error in internal energy per

electron for the six-level pairing model with G = 0.2 (weakly correlated) as a function

of temperature at half-filling on average. Figure 3.6b plots similar results for G = 0.5

(near-critical regime). Again, we use RHF eigenvalues and integrals to construct H0

and H, and we see that the covariant thermal CCSD improves significantly over both

the HF and CISD. The kinks in the error curves correspond to the points where

the CI/CC and exact energy curves intersect. This is a result of the non-variational

character of the internal energy. Meanwhile, the wiggly nature of the CC error curve

in Fig. 3.6a is because we use a precision of 10−5 in fixing the number electrons and

relative tolerance value of 10−6 in the evolution.

3.6.2 Molecular systems

In Figs. 3.7 and 3.8, we plot the error in internal energy, as a function of temperature,

for atomic Beryllium and molecular Hydrogen. The chemical potential is adjusted so

as to maintain charge neutrality in the systems. These results show trends similar to

those observed for Hubbard and Pairing. The H2 molecule is considered at a bond

length of 0.74Å, and we employ STO-3G basis sets for both Be and H2.
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Figure 3.7 : Error in internal energy per electron for Be atom, in STO-3G basis,
as function of inverse temperature. The plot compares thermal mean-field, covariant
CISD and CCSD. The colored markers on the right y-axis denote the error per particle
in the corresponding ground-state theories.

3.7 Summary

We have utilized the framework of thermofield dynamics (in the grand canonical en-

semble) to derive finite-temperature generalizations of well-known ground-state wave

function theories, viz. mean-field, CI, and CC. These theories were benchmarked

on different models and ab-initio many-electron systems. The relative performance

of thermal wave function methods is analogous to their ground-state counterparts,

i.e., thermal CI improves upon mean-field while CC outperforms both of the former

in weak-to-moderately correlated systems. The asymptotic computational scaling of

thermal methods is similar to the ground-state theories: both thermal CI and CC

scale as O(N6), where N is the number of spin-orbitals in the system. The number

of grid points used to integrate the first-order initial value problem, which governs
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Figure 3.8 : Internal energy error per particle for the Hydrogen molecule, in the
STO-3G basis and at a bond length of 0.74Å, as function of inverse temperature.
The results compare thermal HF, covariant CISD and CCSD. The markers on the
right y-axis indicate errors in the corresponding ground-state theories.

the CI/CC amplitudes, adds a modest pre-factor to the scaling. So does the fact

that we work within the basis of thermal quasiparticles. As would be expected of any

well-defined theory, all the thermal methods converge to their respective ground-state

counterparts in the limit β →∞.
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Chapter 4

Thermal wave function theories for the canonical

ensemble

Thermal properties of many-body systems can be computed either in the canonical

ensemble or the grand canonical ensemble. The choice of the ensemble makes no

practical difference in the final result in large systems. It does so, however, for a

finite system. This is because the relative fluctuation in particle number in the grand

canonical ensemble scales as the inverse square root of particle number itself, i.e.√
〈N2〉g.can. − 〈N〉2g.can.

〈N〉g.can.

∼ 1√
〈N〉g.can.

. (4.1)

Therefore, the fluctuation effects related to the particle number vanishes in the limit

〈N〉g.can. → ∞, where 〈. . .〉g.can. denotes thermal expectation values in the grand

canonical ensemble.

In Chapter 1, we highlighted the wide variety of methods available to study ther-

mal properties of quantum systems, e.g., thermal Hartree-Fock, perturbation theories,

Green’s function methods, QMC, etc. Most of them work in the grand canonical en-

semble. In Chapter 3, we also explored a grand canonical finite-temperature wave

function formalism (mean-field, CI and CC) for fermionic systems.

In contrast, canonical ensemble techniques are scarce, and even fewer are suit-

able for efficient application to correlated electronic systems. One way to enforce a

fixed number of particles is by introducing a second Lagrange multiplier µ2 for the

fluctuation operator, in much the same spirit as the chemical potential µ1 acts as a
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Lagrange multiplier to fix the number of particles. That is, one can either define a

generalization of the density operator as

ρ = exp
[
−β
(
H − µ1(N −N0)− µ2(N2 −N2

0 )
)]
, (4.2)

where the parameters µ1 and µ2 enforce the constraints,

〈N〉g.can. = N0, and, 〈N2〉g.can. = N2
0 , (4.3)

or introduce corrections to the grand canonical ensemble averages by subtracting

contributions from undesirable number sectors in the Hilbert space. [94] While this

provides the convenience of using several available grand canonical methods, such si-

multaneous optimization problems can be numerically tedious as the optimized values

of µ2 are generally very large (ideally infinite). This has also been observed in the con-

text of spin-projection. [95] Alternatively, we can evaluate the ensemble averages in

the appropriate number sector to begin with, e.g. in the minimally entangled typical

thermal states algorithm, [50, 96] canonical ensemble perturbation theory, [36] pro-

jection based techniques, [97–100] and canonical ensemble auxiliary field QMC. [101]

The canonical ensemble is better suited for a wide variety of problems, which

involve isolated finite systems with a fixed number of particles. Examples of such

systems include molecules in warm gaseous phase (of interest in geochemistry), [30]

ultra-cold chemical systems, [28, 29] quantum wires with number conserving Majo-

rana modes, [102–104] and superconductivity in small grain systems. [105] Besides, the

canonical ensemble provides a potential computational advantage over grand canon-

ical alternatives since it eliminates the need to find the chemical potential to adjust

particle number. Evidently, a robust and convenient framework to study canonical-

ensemble finite-temperature properties of finite many-body fermionic systems is de-

sirable.
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In this chapter, we will make use of the number-projection operator and construct

a canonical ensemble formalism for thermofield-based wave function theories. The re-

sultant canonical ensemble thermal state obeys an imaginary-time evolution equation

similar to the one discussed for the grand canonical ensemble in Chapter 3, which

can be integrated at various levels of approximation. The mean-field approximation

to this thermal state is a number-projected BCS wave function, also known as the

antisymmetrized geminal power (AGP) state. [106] A similar number-projected BCS

theory for the canonical thermal state was also proposed by the authors of Refs. 97–99.

Mean-field description, however, misses out on a lot of important, correlation-driven

physics. Therefore, the aim here is to construct a thermal framework for correlated

wave function theories. We restrict our discussion to electronic systems, but general-

ization to other fermionic and bosonic systems is straightforward.

4.1 Canonical ensemble state

In Chapter 2, we saw that the identity state in the canonical ensemble can be con-

structed by projecting the grand canonical identity state against the desired particle

number N0 (Eq. 2.40b). The canonical ensemble thermal state at any β-value can

similarly be constructed as

|Ψ(β)〉canonical = PN0 |Ψ(β)〉grand canonical , (4.4)

where PN0 projects |Ψ(β)〉g.can. onto the Fock-space with N0 electrons. The particle-

conserving property of H implies that [H,PN0 ] = 0, and we get

|Ψ(β)〉canonical = e−βH/2 |I〉canonical . (4.5)
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Therefore, the resulting canonical thermal state obeys an imaginary-time evolution

equation analogous to its grand-canonical counterpart,

∂

∂β
|Ψ(β)〉canonical = −1

2
H |Ψ(β)〉canonical . (4.6)

For the remainder of this chapter, we will drop the explicit subscripts and assume

|Ψ(β)〉 to be the canonical ensemble thermal state unless stated otherwise.

4.2 Mean-field theory

Akin to the grand-canonical theory, exact integration of Eq. 4.6 is not feasible except

for very small unrealistic systems. Approximations such as mean-field theory, pertur-

bation, CI, etc., are therefore necessary. In the mean-field approximation, we use an

effective one-body Hamiltonian to perform the evolution in Eq. 4.5 or construct the

thermal state in Eq. 4.6, i.e. H ≈ H0. Following our work with the grand-canonical

ensemble, we use H0 =
∑

p εpc
†
pcp, where neither εp’s nor the fermion operators carry

any temperature dependence. The mean-field state then becomes

|Ψ0(β)〉 = e−βH0/2 |I〉canonical (4.7a)

= PN0 |0(α = 0, β)〉 , (4.7b)

= PN0

∏
p

(
1 + e−βεp/2c†pc̃

†
p

)
|−;−〉 , (4.7c)

= PN0

∏
p

(
1 + ηpP

†
p

)
|−;−〉 , (4.7d)

=
1

N0!

(
Γ†β

)N0

|−;−〉 = |ΨAGP (β)〉, (4.7e)

where ηp = e−βεp/2, and we have identified P †p = c†pc̃
†
p as the pair-creation operator.

As already noted, the un-projected product state in Eq. 4.7c is a BCS state and its

number-projected version is well known as AGP, with the geminal creation operator
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Γ†β defined as

Γ†β =
∑
p

ηpP
†
p . (4.8)

Identification of thermal mean-field state as an AGP is interesting and timely since

a lot of developments have recently been reported on efficient evaluation of AGP

density matrices and geminal-based correlated wave function theories. [107–111]

An improved mean-field description can also be obtained by optimizing both εp’s

and the one-electron basis to find an H0 that minimizes the Helmholtz free energy, in

much the same way as Mermin’s thermal Hartree Fock theory. 31 This is also explored

in Refs. 97–99.

4.3 Framework for correlated wave function theories

Several approximate wave function methods are available to study ground-state prop-

erties of correlated electronic systems, most of which add correlation on a mean-field

reference. As we have seen for the case of the grand canonical ensemble in Chapter 3,

thermofield dynamics allows for a direct generalization of these methods to finite-

temperature. For correlated theories in the presence of number projection operator,

there are two ways to parameterize the canonical ensemble thermal state: projection

after correlation (PAC), and correlation after projection (CAP).

4.3.1 Projection v/s correlation

In PAC, we first construct an approximate grand-canonical thermal state by adding

correlation on a number non-conserving mean-field reference (thermal BCS in our

case) and then perform the number-projection,

|Ψ〉 ' PN0Ω(β) |0(β)〉 ; |0(β)〉 = e−βH0/2 |I〉g. can. . (4.9)
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The correlation operator Ω is built out of BCS quasiparticles, [90, 112] and the un-

projected part of the thermal state, Ω(β)|0(β)〉, looks like a standard single-reference

wave function discussed in Chapter 3. This simplifies the process of correlating the

reference. In order to efficiently carry out the projection, we use an integral form for

the projection operator, [113–115] i.e.

PN0 =
1

2π

∫ 2π

0

dφeiφ(N0−N). (4.10)

Computing matrix elements and overlaps in the presence of P involves the use of

transition density matrices and can be tedious (see e.g., Refs. 116–120). For CAP,

we use the thermal AGP in Eq. 4.7 as the reference and add correlation using a

number-conserving wave operator,

|Ψ〉 ' Λ(β) |ΨAGP (β)〉 = Λ(β)PN0 |0(β)〉 . (4.11)

Contrasting with PAC, the projection problem here is trivial but adding correlation

becomes complicated.

Both of these techniques have been explored extensively in symmetry projected

ground-state methods. [108–111,117,119–123] Here, we present an example for each:

a finite-temperature generalization of the number-projected CI, along the lines dis-

cussed by Tsuchimochi et al. in Ref. 117, and an imaginary-time perturbation theory

with thermal AGP as the reference, as explored in Refs. 108–110.

4.4 Number-projected configuration interaction

For the number-projected thermal CI theory, we approximate the canonical ensem-

ble thermal state by projecting the covariant grand-canonical CI wave function in

Eq. 3.30. While the fixed-reference state may also be used, we have already ruled out
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its usefulness in the previous chapter. Therefore, the number-projected thermal CI

state is written as

|Ψ(β)〉 = PN0e
t0 (1 + T ) |0(β)〉 , (4.12)

where, as usual, |0(β)〉 is the thermal BCS state at inverse temperature β, t0 keeps

track of the norm of the state (related to the grand potential) and T creates quasi-

particle excitations on the BCS,

T =
∑
pq

tpqa
†
pã
†
q +

1

4

∑
pqrs

tpqrsa
†
pa
†
qã
†
sã
†
r + . . . . (4.13)

The CI amplitudes can be determined in two different ways. We can compute them in

the grand-canonical ensemble, as discussed in Chapter 3 or Ref. 68, and then perform

a one-shot projection. This approach is generally known as projection after varia-

tion (PAV). Alternatively, the amplitudes can be computed in the presence of the

projection operator by solving the imaginary-time evolution equation. The second

approach is known as variation after projection (VAP). VAP allows for more varia-

tional freedom and thus performs better than PAV. We will focus our attention on

VAP hereafter.

Substituting this CI ansatz into Eq. 4.6 and evaluating overlaps of the resulting

equation against the ground and excited BCS states, we get∫ 2π

0

dφ 〈0(β)|νeiφ(N0−N)

(
(1 + T )

dt0
dβ

+
dT

dβ

)
|0(β)〉

=

∫ 2π

0

dφ 〈0(β)|νeiφ(N0−N)H̄|0(β)〉, (4.14)

where H̄ is the effective Hamiltonian, defined as

H̄ = −1

2

(
H(1 + T )− (1 + T )H0

)
, (4.15)

and ν takes values from {1, ãqap, ãrãsaqap, . . .} to construct ground and excited BCS

states for the bra. Both the amplitudes as well as the quasiparticle operators are
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functions of temperature, therefore the β-derivative can be broken down into the

derivative of the amplitudes and that of the operator parts,

dT

dβ
=
dampT

dβ
+
dopT

dβ
. (4.16)

We can rewrite Eq. 4.14 as a system of first-order ODEs that govern the evolution of

the CI-amplitudes, ∑
µ

Aνµ ·
∂tµ
∂β

= Bν , (4.17)

where the overlap matrix A is defined as

Aνµ =

∫ 2π

0

dφ 〈ν(β)|e−iφ(N−N0)Lµ|0(β)〉, (4.18a)

with Lµ =


1 + T, µ = 1

µ, µ ∈ {a†pã†q, a†pa†qã†sã†r}
, (4.18b)

and the driver vector on the right hand side Bν is given by

Bν =

∫ 2π

0

dφ 〈ν(β)|e−iφ(N−N0)R|0(β)〉, (4.19a)

R = H̄ − dopT

∂β
. (4.19b)

Here, we have used ν, µ as a composite notation for the ground and excited quasi-

particle states. Equation 4.17 can be integrated starting from β = 0, where T = 0 is

the exact initial condition. Hereafter, we will work with number-projected CI with

double excitations only (CID). The number-projected quasiparticle CID theory spans

the same section of the Hilbert space as number-projected quasiparticle CISD. In

fact, CISD is an over-parametrizes of the number-projected state since the partial

traces of the double-excitation operator lead to single-excitation and constant terms

(see Appendix B for a mathematical proof).
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4.5 Imaginary-time perturbation theory

For correlation after projection method, a numerical integration to perform the pro-

jection is not required as it uses a strictly number conserving state, the thermal AGP,

as the reference. As an example for this approach, we consider the imaginary-time

perturbation theory (PT), where we partition the Hamiltonian as H = H0 + λV , H0

being the same mean-field Hamiltonian used in constructing |0(β)〉, while V acts as

a perturbation. The canonical ensemble thermal state can be expanded as a power

series in the perturbation parameter λ,

|Ψ(β)〉 = |Ψ0〉+ λ |Ψ1〉+ λ2 |Ψ2〉+ . . . , (4.20a)

= e−βH0/2
(
|φ0〉+ λ|φ1〉+ λ2|φ3〉+ . . .

)
. (4.20b)

Substituting this form for |Ψ(β)〉 in Eq. 4.6 and collecting terms at various orders in

λ gives ∂ |φ0〉 /∂τ = 0, or equivalently |Ψ0〉 = |ΨAGP (β)〉 for terms at O(λ0), and

∂

∂τ
|φn〉 = −1

2
eτH0/2V e−τH0/2 |φn−1〉 (4.21)

for O(λn), ∀n ≥ 1. Integrating Eq. 4.21 yields perturbative corrections identical to

those in a time-dependent interaction picture theory. The diagonal structure of H0

allows us to integrate the equations analytically. Here, we will present results for

second-order perturbation theory (PT2). Detailed Notes on both the projected CI

and the AGP-based perturbation theory are available in the Appendix C.

4.6 Implementation Details

We use ground-state Hartree-Fock eigenvalues to build H0, which in turn are used to

define the mean-field reference state (thermal BCS for the projected CI, and thermal

AGP for the perturbation theory). All the HF calculations were performed using
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PySCF. [80, 81] As we have emphasized in Section 4.2, a mean-field Hamiltonian

H0(β) that optimizes the Helmholtz free energy at every β may also be used. While

this may lead to a better thermal reference state, it makes the underlying equations

more complicated, and therefore, we work with a fixed H0, which is analogous to the

interaction picture grand-canonical ensemble theories discussed previously.

Nevertheless, to gauge the relevance of optimization, in Fig. D.1 of Appendix D,

we compare the performance of thermal AGP with optimized and un-optimized η’s

for various benchmark systems, which we study below. Notice that for larger systems,

the optimization of η’s does not introduce any significant improvement, which justifies

the use of un-optimized H0.

Both the projected CI (Eq. 4.17) and perturbation theory (Eq. 4.21) equations are

integrated starting from β = 0, where mean-field is exact. The computational cost of

implementation is O(N6) times the number of grid points used in the integration for

each of the projected CI and AGP-PT2. While the second-order PT corrections can

be obtained by a straightforward integration of the underlying quantities along the

imaginary-time axis, the projected CI amplitudes satisfy a set of linear ordinary dif-

ferential equations (ODE). The exact solution of these ODE’s requires an inversion of

the overlap matrix A, which is computationally expensive. Moreover, A may also have

zero or near-zero eigenmodes. To avoid problems related to inverting A, at each β-grid

point, we solve for the derivative vector iteratively using MinresQLP, [124,125] a ro-

bust algorithm for singular linear systems, and then use the Dormand-Prince method

to perform the integration. This adds an additional cost to the projected CI theory.

In all the data presented below, we use a step size of ∆β = 0.01 or smaller to integrate

the ODE in projected CI, which is sufficiently small to guarantee convergence for the

Runge-Kutta method (see Appendix D for data on step-size convergence).
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Figure 4.1 : Error-per-electron in the canonical-ensemble internal energy for the Hy-
drogen molecule in STO-3G basis with a bond length of 0.74Å. The results compare
thermal AGP, i.e., the projected BCS wave function, AGP-based perturbation theory,
PAV-style projected CISD, and VAP-style projected CID.

4.7 Results

We apply the projected CID and the second-order perturbation theory (PT2) to small

molecular and model systems to quantify the performance of these finite-temperature

canonical ensemble methods against exact benchmark results. Figure 4.1 plots errors

in the canonical-ensemble internal energy (with respect to the exact results) for the

Hydrogen molecule in the minimal STO-3G basis and at a bond length of 0.74Å.

The results compare the performance of projected thermal BCS or AGP (which is

indicated in the plot as mean-field), PAV and VAP projected thermal CISD and

CID, respectively, and AGP-based PT2. The markers in the right y-axis indicate the

energy error per particle for the corresponding ground-state methods. We use the

ground-state spin-restricted Hartree-Fock (RHF) to build H0. Even for the trivial
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Figure 4.2 : Error-per-electron in the canonical-ensemble internal energy for the half-
filled six-site Hubbard models at U/t = 2 and 6. The results compare thermal AGP,
i.e., the projected BCS wave function, AGP-based perturbation theory, and VAP-style
projected CID. The colored markers on the right y-axis indicate the energy error per
particle for the corresponding ground-state methods

case of the Hydrogen molecule in a minimal basis, which comprises two electrons in

four spin-orbitals, we find that the mean-field approach misses a lot of correlation,

a part of which is recovered by CID and PT2. The VAP-CID, like its ground-state

analog and unlike the grand-canonical CISD discussed in Chapter 3, is exact for this

two-electron system and expectedly outperforms the PAV approach. The second-

order perturbation theory, though not exact for the two-electron case, also improves

upon the mean-field results. All the CI and PT results approach their appropriate

ground-state counterparts in the zero-temperature limit, i.e., the number-projected

CID converges to ground-state CISD and the AGP-based perturbation theory to

ground-state perturbation theory as β →∞.

Figure 4.2 plots the absolute error in internal energies for six-site Hubbard models
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with U/t = 2, 6 and half-filling. We use RHF and UHF to construct the H0 in

the U/t = 2 and U/t = 6 cases respectively. Having noted that VAP completely

outperforms PAV, here we consider only the former. The story is more or less the

same as for the Hydrogen molecule: mean-field, though decent, misses out a lot of

correlation, which is recovered by number-projected CID and AGP-based PT2. We

notice that the AGP-PT2 performs better than projected-CI for U/t = 2 but does

not introduce any significant improvement over the mean-field for U/t = 6. This

is analogous to the ground-state performance of these theories, as indicated by the

markers in the right y-axis of the error plots.

To highlight the merits of the number-projected CI over mean-field theory, as

well as the distinction between canonical and grand-canonical ensemble properties,

we plot the total internal energy (top panel) and the specific heat (bottom panel)

for the six-site Hubbard model with U/t = 6 at half-filling in Fig. 4.3. We compare

the mean-field theory, grand-canonical CISD, and VAP style number-projected CID

against exact numerical results. Recall that the grand-canonical mean-field state is a

thermal BCS which, upon number-projection, gives the canonical ensemble thermal

state. As for the U/t = 6 case in Fig. 4.2, we use UHF to build H0. The results show

a striking difference in the behavior of the specific heat in the two ensembles. The two

different peaks in the exact specific heat curves (shown in solid blue and red lines),

which correspond to the spin and charge excitation energy (or temperature) scales,

are more pronounced and distinct in the canonical ensemble. While the mean-field

theory completely fails to account for the spin-excitation peak, the projected CID

performs better qualitatively and quantitatively.

We repeat this exercise for the hole-doped six-site Hubbard model with U/t = 2

and four electrons to further demonstrate the difference between the two ensembles.
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Figure 4.3 : Temperature dependence of total internal energies and specific heats for
the half-filled six-site Hubbard model with U/t = 6. The mean-field, CI and exact
results highlight the difference between the grand-canonical (blue) and the canonical
(red) ensemble properties.
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This time, we use the RHF eigenvalues to construct H0. The results are plotted

in Fig. 4.4. Notice that, unlike the half-filled case, the hole-doped Hubbard model

shows an appreciable difference between the canonical and grand-canonical ensemble

results. This is because the half-filled Hubbard model has the lowest energy states in

Fock space. Excitation to sectors with different particle numbers are high in energy

and are effectively frozen out in the low-temperature limit so that the grand canonical

ensemble becomes effectively canonical. This is not the case for the doped Hubbard

model. At the same time, we also note that the low-temperature specific heat results

in Fig. 4.4, for both the grand-canonical and the canonical CI, are noisy. We attribute

this noise to two different sources:

1. The evolution of the CI amplitudes is carried out with respect to the inverse

temperature β, and we compute the specific heat as

Cv = − β
2

N0

∂E

∂β
. (4.22)

Any error in the integration due to the finite step size would be amplified by a

factor of β2. This explains the noise present in both the grand-canonical and

the canonical CI.

2. Recall that for the projected CI, we solve a generalized linear equation (see

Eq. 4.14). As we approach low temperatures (or large β), the number of near-

zero modes in the overlap matrix A becomes large, which leads to inconsistencies

in the solution, further adding to the noise.

4.8 Summary

Using thermofield dynamics in conjunction with number-projection, we have formu-

lated a canonical ensemble framework for finite-temperature wave function theories.
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While we have focussed on correlated many-body fermionic systems, the work is

readily generalizable to bosons. We use this framework to construct canonical en-

semble mean-field, number-projected CI and perturbation theories. As benchmark

applications, we apply these theories to study thermal properties of the Hydrogen

molecule (at rH−H = 0.74Å) in a minimal basis and six-site Hubbard models at var-

ious correlation strength and filling fractions. In the low-temperature regime, where

the canonical ensemble is most applicable, these methods perform as well as their

ground-state counterparts for the benchmark problems studied. At zero tempera-

ture, one is generally required to go to much higher orders in CI or PT to obtain

highly accurate results, and better alternatives, such as the coupled cluster theory

and multi-reference methods, are generally preferred. While a number-projected for-

mulation of the coupled cluster theory for the ground-state has been worked out

in Ref. 120, the underlying equations are complicated for a direct generalization to

finite temperatures. This work is a first step towards achieving finite-temperature

analogs of such sophisticated techniques. It also establishes a foundation to build

number-conserving finite-temperature Monte Carlo methods. [101]
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Chapter 5

Framework for SU(2) systems

The su(2) algebra forms the basis for understanding a wide range of phenomena in

the condensed matter and chemical systems. For instance, spin systems, such as the

transverse field Ising [126] model and variants of the Heisenberg model, provide one

of the most effective ways to study magnetic properties in materials. Hamiltonians

for some fermionic systems can also be represented using the su(2)-generators, e.g.

the Lipkin-Meshkov-Glick [127–129] and the reduced-BCS models. [74–76] However,

even for spin systems, efficient solutions of the many-body Schrödinger equation is

prohibited by the exponential computational barrier. The status of approximate

ground-state and finite-temperature theories is also similar to that of fermions. Trun-

cated CC theory in the broken-symmetry basis (e.g., in the on-site basis for spin

Hamiltonian, and where symmetries may not be preserved) is reasonably accurate for

SU(2) systems. Furthermore, owing to the fact that its performance is not affected by

the dimensionality of the lattice, CC has a potential advantage over alternatives such

as DMRG. This has led to an extensive application of CC theory in the exploration

of ground-state phases in SU(2) systems. [90,109,122,130–136]

Motivated by the success of CC theory for ground-state phases in spin systems,

we would like to have a thermal CC framework, similar to the one explored for

fermions in Chapter 3, to study finite-temperature phases. However, most thermal

wave function theories, including thermal CC discussed in the preceding chapters, are

tailored to work with bosons or fermions. The difference in the structure of su(2) and
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fermion/boson algebras requires further work to extend the existing thermal methods

to spin systems. In this chapter, we will explore a thermofield-based wave function

formalism for SU(2) systems and use it to construct a thermal CC theory.

5.1 Thermofield dynamics for su(2) algebra

The discussion on thermofield dynamics in Section 2.3 is very general and independent

of algebra that defines the system. The thermal state (Eq. 2.36) is given by

|Ψ(β)〉 = e−βH/2 |I〉 , (5.1)

where |I〉 is the identity state. In Chapters 3 and 4 we presented the details about

the identity state for fermions in the grand-canonical and canonical ensembles respec-

tively, i.e.,

|I〉grand canonical =
∏
p

(
1 + c†pc̃

†
p

)
|−;−〉, (5.2a)

|I〉canonical =
1

N !

(∑
p

c†pc̃
†
p

)N
|−;−〉, (5.2b)

where c†p (c̃†p) creates a particle in the pth spin-orbital in the physical (auxiliary) space,

and the product / sum runs over all spin-orbital indices, while the state |−;−〉 denotes

the vacuum for both the physical and conjugate spaces. For SU(2) spins, we adopt a

similar definition for the identity state that was proposed in Refs. 137–139,

|I〉su(2) =
∏
p

(
1 + J+

p J̃
+
p

)
|⇓〉 , (5.3a)

|⇓〉 = |↓↓↓ · · · ; ↓↓↓ · · ·〉 , (5.3b)

where J+
p (J̃+

p ) is the conventional spin-1/2 ladder operator for the pth physical (aux-

iliary) spin and the state |⇓〉 describes all the physical and auxiliary spins, which
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are written respectively to the left and right of the semicolon in Eq. 5.3b, pointing

downwards. By definition, the thermal state obeys the same imaginary-time evolution

equation as Eq. 2.45,

∂

∂β
|Ψ(β)〉 = −1

2
H |Ψ(β)〉 , (5.4)

which can be integrated from β = 0, where |I〉 is the exact thermal state, to the

desired value of β. Evolution equation for chemical potential is not required as the

total number of spins is conserved in this framework. In the following sections, we

will discuss mean-field and coupled cluster theories to integrate this imaginary-time

evolution equation.

5.2 Mean-field theory

The simplest sensible approximation to construct the thermal state is the mean-field

approach, where an effective one-body Hamiltonian of the form H0 =
∑

p εpJ
z
p is used

to evolve the thermal state and results in

|0(β)〉 = e−βH0/2 |I〉 =
∏
p

(
eβεp/4 + e−βεp/4J+

p J̃
+
p

)
|⇓〉 , (5.5)

which can be normalized and written as a spin-BCS state,

|0(β)〉 =
∏
p

(
up + vpJ

+
p J̃

+
p

)
|⇓〉 , (5.6)

where up = 1/
√

1 + e−βεp and vp =
√

1− u2
p. The BCS parameters, up and vp can

also be found by minimizing the mean-field free energy of the system. However,

following the convention used in the previous chapters, we will not perform reference

optimization for the results presented here.
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5.3 Framework for correlated theories

To construct correlated thermal wave function theories, we follow an approach similar

to Sections 3.2 and 4.3. Starting with the mean-field thermal state as a reference,

we use a wave operator Ω(β) to incorporate correlation effects in constructing an

approximate thermal state, i.e.,

|Ψ(β)〉 ' Ω(β) |0(β)〉 . (5.7)

In most ground-state correlated wave function theories, it is convenient to express

the wave operator Ω as excitations on the mean-field reference. For spin systems,

this is achieved by transforming the problem to a new su(2) basis in which the mean-

field is a vector product of quasi-spins pointing down at each site. Then, Ω can

simply be built out of the new (transformed) J+ ladder-operators. Similarly, for

thermal wave function theories, we introduce a canonical transformation that rotates

the physical and auxiliary spin operator basis in such a way that in the new basis,

the thermal mean-field state |0(β)〉 has the same form as |⇓〉 in Eq. 5.3b, i.e., with all

the physical and auxiliary quasi-spins pointing downwards. At each lattice site, the

fifteen generators,

Jµ, J̃ν , Jµ ⊗ J̃ν ∀ µ, ν ∈ {±, z}

collectively span an su(4) algebra. The thermal canonical transformation that we

seek is a basis rotation in this su(4) algebra. It was first proposed by Suzuki et
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al., [137] and is defined as

S±p (β) = upJ
±
p + 2vpJ

z
p J̃
∓
p , (5.8a)

S̃±p (β) = upJ̃
±
p + 2vpJ̃

z
pJ
∓
p , (5.8b)

Szp(β) = u2
pJ

z
p − v2

pJ̃
z
p − upvp

(
J+
p J̃

+
p + J−p J̃

−
p

)
, (5.8c)

S̃zp(β) = u2
pJ̃

z
p − v2

pJ
z
p − upvp

(
J+
p J̃

+
p + J−p J̃

−
p

)
, (5.8d)

where the coefficients up and vp are same as the ones discussed above. The new S−

and S̃− operators annihilate the mean-field reference, i.e.

S−p (β) |0(β)〉 = 0 = S̃−p (β) |0(β)〉 . (5.9)

The inverse transformation of Eq. 5.8 can be obtained by swapping J with S, and

taking vp → −vp. For the sake of brevity, in the remainder of this manuscript, we

will use the label S for thermal and J for zero-temperature su(2) operators, and drop

the explicit β-dependence.

The basis rotation in Eq. 5.8 can also be envisioned as a non-linear canonical

transformation of the physical and auxiliary su(2) algebras. In our implementation,

however, we prefer to work with the su(4) representation. We use the symbolic

algebraic manipulator drudge [89] to encode the su(4) commutation relations and

perform the necessary operator algebra to obtain the expressions for the equations

discussed below.

5.4 Coupled cluster theory

The development of thermal CC theory in su(2) systems follows directly from the

discussion from Section 3.4. We parameterize the thermal state as

|Ψ(β)〉 = eT (β) |0(β)〉 , (5.10)
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where T (β) creates excitations on the thermal mean-field reference |0(β)〉. For all

practical applications, the cluster operator T is truncated to a finite order in excita-

tion rank, usually at the level of single and double excitations (CCSD). Due to the

non-linear nature of the thermal transformation in Eq. 5.8, the Hamiltonian becomes

quartic in su(2) generators, although it remains quadratic in the su(4)-generators.

Therefore, we choose a cluster operator that is quadratic in terms of the su(4) genera-

tors to capture the exact finite-temperature behavior in the simplest two-site systems.

Although symmetries of the system under consideration can be used to simplify its

structure, the most general form of the cluster operator T (β), with single and double

excitations, is defined as

T (β) = t0 + T1 + T2, (5.11a)

T1 =
∑
p

tpS
+
p +

∑
p

t̃pS̃
+
p +

∑
p

αpY
++
p , (5.11b)

T2 =
1

2

∑
pq

(
tpqS

+
p S

+
q + t̃pqS̃

+
p S̃

+
q + αpqY

++
p Y ++

q

)
+
∑
pq

mpqS
+
p S̃

+
q , (5.11c)

where we define Y µν
p = Sµp ⊗ S̃νp . The scalar parameter t0 keeps track of the norm

of the thermal CC state (i.e. the partition function). For brevity, we will write

T =
∑

µ tµτµ, where tµ and τµ are compact notations for amplitudes and operators

respectively. Substituting the CC ansatz (Eq. 5.10) into the imaginary-time evolution

equation, we get (
e−T

∂

∂β
eT
)
|0(β)〉 = −1

2

(
H̄ −H0

)
|0(β)〉 , (5.12)

where the similarity transformed Hamiltonian, H̄ = e−THeT , can be expanded using

the Baker-Campbell-Hausdorff (BCH) expansion. While the BCH expansion trun-

cates at the fourth-order for a general fermionic Hamiltonian, due to the non-trivial
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nature of the transformation in Eq. 5.8, it truncates at the eighth order for SU(2)

Hamiltonians.

Once again, since the cluster operator T is constructed from the ladder operators

in a β-dependent basis, we have [
∂τµ
∂β

, T

]
6= 0, (5.13)

for τµ ∈ {S±, S̃±, Sz, S̃z, . . .}. Therefore, the similarity transformation of the β-

derivative in the left hand side of Eq. 5.12 should be performed using the Wilcox

identity and gives

e−T
∂

∂β
eT =

∑
µ

∂tµ
∂β

τµ +D, (5.14)

where D represents the contributions from the derivative of the operator part of T ,

and is given by

D =
∑
µ

tµτ̄µ, (5.15a)

τ̄µ =
∂τµ
∂β

+
1

2!

[
∂τµ
∂β

, T

]
+

1

3!

[[
∂τµ
∂β

, T

]
, T

]
+ . . . (5.15b)

After these manipulations, we arrive at the imaginary-time evolution equation for the

amplitudes, ∑
µ

∂tµ
∂β

τµ |0(β)〉 =
[
− 1

2

(
H̄ −H0

)
−D

]
|0(β)〉 , (5.16)

which can be projected against various subspaces to yield the evolution equations for

the CC parameters {tµ},

∑
µ

〈τ †ντµ〉
∂tµ
∂β

= 〈τ †ν
[
− 1

2

(
H̄ −H0

)
−D

]
〉 , (5.17)

where the expectation value is calculated over the normalized mean-field thermal

state. In practice, the excitation operators are orthogonal, so that 〈τ †µτν〉 = δµν 〈τ †ντν〉.
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The system of first-order differential equations in Eq. 5.17 can be integrated starting

from β = 0, where the exact initial value for the cluster amplitudes is known (tµ(β =

0) = 0), to the desired inverse temperature. For all the results discussed here, we use

the Dormand-Prince integrator, [92, 93] a fourth-order Runge-Kutta algorithm with

adaptive grid size (available in SciPy [140]), with a tolerance value of 10−5 to perform

the integration.

5.4.1 Configuration interaction for thermal bra

We have already seen in Chapter 3 that properties in thermal CC are calculated as

asymmetric expectation values,

〈O〉 = 〈0(β)|(1 + Z)e−TOeT |0(β)〉 , (5.18)

where we have a CC approximation for the ket, while the bra, approximated using

configuration interaction (CI), is defined as

〈ΨCI | = 〈0(β)| (1 + Z)ez0e−T . (5.19)

The scalar z0 tracks the norm of the thermal bra and the CI-operator Z is defined as

Z = Z1 + Z2, (5.20a)

Z1 =
∑
p

zpS
−
p +

∑
p

z̃pS̃
−
p +

∑
p

γpY
−−
p , (5.20b)

Z2 =
1

2

∑
pq

(
zpqS

−
p S
−
q + z̃pqS̃

−
p S̃
−
q + γpqY

−−
p Y −−q

)
+
∑
pq

lpqS
−
p S̃
−
q . (5.20c)

To make the evolution equations more convenient, we can re-parameterize 〈ΨCI | as

〈ΨCI | = 〈0(β)| (1 +W )ew0 , (5.21)
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where W has the same structure as Z, and is related to Z via a disentangled similarity

transformation,

〈0(β)| (1 + Z)ez0e−T = 〈0(β)| (1 +W )ew0−t0 . (5.22)

The coefficients in W (and therefore Z) can be obtained using an imaginary-time

evolution equation for the bra, in the same way as for CC theory discussed above.

5.4.2 Properties

When studying quantum magnetism, we are generally more interested in physical

properties other than internal energy. In Chapter 3 and in Eq. 5.18, we have seen

that properties in CC can be evaluated as an asymmetric expectation value. It is

interesting to explore another approach to compute observables in CC. Once again,

this is inspired by ground-state CC and uses Lagrange multipliers.

First, we redefine the Hamiltonian as H → H + λO, where O is the observable

of interest. Using this new Hamiltonian, we perform the imaginary-time evolution

for the thermal state. The expectation value of O can then be computed as the

λ-derivative of the free energy,

〈O〉 = lim
λ→0

∂F

∂λ
. (5.23)

For thermal CC, the partition function and the free energy F are defined as

Z
Z0

= 〈ΨCI |ΨCC〉 , and F = − 1

β
logZ. (5.24)

We call the first approach (Eq. 5.18) as CC expectation value and the latter (Eq. 5.23)

as λ-derivative approach.

While constructing the thermal state in the λ-derivative approach, we should use
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a mean-field reference that also depends on λ, i.e., define the partition function as

Z
Z0

= ew0+t0 〈0(β, λ)|(1 +W )eT |0(β, λ)〉 . (5.25)

Comparing with ab-initio CC theory, a λ-dependent reference is similar, though not

identical, to orbital-optimized linear response CC theory. [78] Properties calculated

using CC expectation values and λ-derivative approach (with an optimized mean-

field) are generally different. Only as the CC approximation becomes accurate, prop-

erties from CC expectation and λ-derivative formalism will become equivalent. We

present results for both these techniques in the following section.

5.5 Results

We study the Lipkin-Meshkov-Glick (or simply, the Lipkin) model and the trans-

verse field Ising model (TFIM) to assess the performance of our thermal CC theory.

As indicated in Eq. 5.10, we consider a cluster operator that is quadratic in su(4)-

generators. For the Lipkin model, we present results for error in internal energy while

we consider both the energetics and properties for TFIM.

5.5.1 Lipkin-Meshkov-Glick model

The Lipkin-Meshkov-Glick [127–129] model describes a closed shell nucleus with

schematic monopole interactions. The system consists of N spins on a lattice in

the presence of an external magnetic field in the z-direction. Any two spin-up (down)

states can flip to spin-down (up) states and lower the energy of the system. The

Hamiltonian can be expressed as

H = xJz −
1− x
N

(J+J+ + J−J−) , (5.26)
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Figure 5.1 : Total internal energy per site and associated absolute errors as a function
of the inverse temperature for 32-site Lipkin models in the weakly interacting regime.
A mean-field Hamiltonian H0 that preserves the symmetry of the ground state is
used to construct the thermal mean-field. The plots compare mean-field theory and
thermal CCSD against exact results. The colored circle and diamond markers on the
right y-axis indicate the corresponding energy error per site for ground-state RHF
and RCCSD, respectively.
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where Jµ =
∑N

p=1 Jµp for µ ∈ {±, z} are the global SU(2) operators. The parameter

x tunes the interaction strength. The system is non-interacting for x = 1 while

correlation strength grows as x is reduced, and becomes extremely correlated at x = 0.

Here, we only consider the parameter regime 0 ≤ x ≤ 1.

The Lipkin model is exactly solvable within the Richardson-Gaudin ansatz. [141,

142] Exact diagonalization (or full configuration interaction) is also straightforward

as the size of the Hilbert space grows linearly with the number of spins. Despite its

seemingly simple structure, the Lipkin model exhibits non-trivial physics, particularly

near the transition from weak to strong correlation regimes. For this reason, the

Lipkin model serves as an ideal test-bed for new computational methods and theories

in many-body physics and chemistry, c.f. Refs. 122,134.

The transition from weak to strong correlations in the exact theory generally

implies an associated spontaneous symmetry breaking at the mean-field level. For

example, as we increase U/t in the Hubbard model, a symmetry-broken unrestricted

Hartree-Fock (UHF) solution appears, which has lower energy than the symmetry-

adapted restricted HF. In our thermal CC implementation, we choose a symmetry-

broken mean-field Hamiltonian H0 whenever possible. In the Lipkin model, the rel-

evant symmetry is the parity symmetry, P = eiπJz , which breaks for x < xc =

(2N − 2)/(3N − 3). Appendix E contains more details on symmetry breaking and

mean-field theory for the Lipkin model.

Figure 5.1 shows the total internal energy per site and associated absolute errors,

computed at the level of mean-field and CCSD approximations (Eq. 5.18), as a func-

tion of the inverse temperature and for various values of the interaction parameter x

in a weakly interacting 32-site Lipkin model. The top panel shows the total internal

energy per site, while the bottom panel shows the corresponding absolute error per
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site. The internal energies were computed using the CC-expectation value approach

(Eq. 5.18). The mean-field reference for the approximate theories in Fig. 5.1 is con-

structed using a symmetry preserving Hamiltonian, i.e., H0 = xJz. Figure 5.2 shows

a similar energy error plot for strongly interacting 32-site Lipkin model, where the

mean-field reference is constructed using a symmetry-breaking Hamiltonian, i.e.,

H0 =

(
hz − vz

N

2

)
(1− κ2)Jz − κ(J+ + J−)

1 + κ2
(5.27)

where κ parameterizes symmetry breaking in Lipkin, while hz and vz are κ-dependent

parameters that are defined in Appendix E.

The general observation in both the figures is that thermal CC improves signifi-

cantly over mean-field, particularly for low temperatures. Most of the loss in accuracy

occurs at intermediate temperatures and near x = xc, where a single-reference descrip-

tion of the system is inadequate. Both the symmetry-adapted as well as symmetry-

broken thermal mean-field and CCSD results approach the respective ground-state

theories in the limit of zero temperature. The ground-state mean-field (CCSD) en-

ergy errors are indicated by the colored O and X markers on the y-axis in the figure.

We note that for x = 0.5, while it may appear otherwise, thermal CC does converge

the correct ground-state limit as we evolve the system to a very large value of inverse

temperature, β ' 1000. We would like to remind the reader that at finite temper-

atures, the free energy obeys the variational theorem while the internal energy does

not, i.e., an estimate of the free energy is an upper bound to the exact free energy.

However, much like the ground-state CC, due to the asymmetric nature of expecta-

tion values, we do not expect thermal CC to satisfy this variational theorem. The

spikes in the energy error curves of Figs. 5.1 and 5.2 correspond to the crossing of the

mean-field/CC and exact internal energy curves and arise due to the non-variational

character of the property.
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Implementation details

The global SU(2) symmetry in the Lipkin model significantly reduces the structure

of the cluster operator. We can drop the summation over the dummy indices and use

T (β) = t0 + t1S
+ + t̃1S̃

+ + α1Y
++ +mS+S̃+

+ t2S
+S+ + t̃2S̃

+S̃+ + α2Y
++Y ++. (5.28)

Here, the su(4)-operators represent the global operators, i.e. for any generator X,

X ≡
∑
p

Xp. (5.29)

The operators Y ++ and S+S̃+ have overlapping contributions to the thermal state

since,

Y ++ =
∑
p

S+
p S̃

+
p , and S+S̃+ =

∑
pq

S+
p S̃

+
q . (5.30)

To avoid making the imaginary-time evolution complicated, we choose either Y ++

or S+S̃+ (but not both) in our cluster operator. We find that these choices lead to

very similar result. Therefore, for all the work presented here, we use Y ++ in the

cluster operator. The number of parameters in the cluster operator is independent

of the system size and depends only on the order of approximation. Hence, the

computational scaling of thermal CC in Lipkin depends only on the number of grid

points over which we perform the integration.

5.5.2 Transverse field Ising model

The 1D TFIM is considered as the canonical model to study quantum criticality

and phase transitions. The reason behind its popularity is that the model exhibits

a quantum phase transition between ordered and disordered phases while also being

tractable both analytically and numerically. Consequently, it serves as an ideal model
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to benchmark new computational theories like our thermal CC. The Hamiltonian is

given by

H = −
∑
i

σzi σ
z
i+1 + g

∑
i

σxi , (5.31)

where g (chosen to be positive) quantifies the strength of the transverse magnetic

field, and σx, σz are the Pauli matrices. In our work, we only consider 1D chains

with periodic boundary conditions. In the absence of the transverse field, we have a

ferromagnetic Ising model that breaks the Z2 symmetry in the thermodynamic limit

(TDL). On the other hand, for large g, the model has a disordered paramagnetic

ground-state. The one-dimensional chains exhibit a quantum phase transition from

a ferromagnetically ordered phase to a disordered phase at g = 1. It is well known

that the mean-field theory overestimates the magnetic order and predicts a transition

at g = 2 instead. For our thermal CC theory, once again, we artificially break

the Z2 symmetry to obtain an energetically lower mean-field solution when possible.

Appendix F contains further details about the mean-field theory and the choice of

H0 for thermal mean-field.

Figure 5.3 plots absolute error in internal energy per site for thermal mean-field

and CCSD as a function of inverse temperature for a 10-site TFIM at various values

of the transverse field. Here, we have used Eq. 5.18 to compute the thermal CCSD

internal energy. Similar to Lipkin, thermal CC significantly improves over mean-

field. We should note that for g = 0 and g >> 1, both the mean-field theory and

thermal CCSD are exact for the ground-state. However, even when ground-state CC

or mean-field theory are exact, the finite-temperature theories may not be so. As

we can observe from the g = 0 results in Fig. 5.3, both thermal mean-field and CC

give non-zero errors for the internal energy, which decrease exponentially as we evolve

towards zero temperature.
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For TFIM, we also compute properties, namely magnetization density and spin-

spin correlation functions. We first consider the magnetization density, which we

calculate using both the CC expectation value and λ-derivative of free energy (as

already noted in Sec. 5.4.1). To make a sensible comparison, we first introduce an

external field f in the z-direction, i.e., redefine the Hamiltonian as

H = −I
∑
i

σzi σ
z
i+1 + g

∑
i

σxi + f
∑
i

σzi . (5.32)

We have also introduced the Ising coupling constant I for book keeping. The mag-

netization density can then be calculated as,

Mz = lim
f→0+

1

N

∂F

∂f
. (5.33)

While this definition holds well in the TDL, there are some caveats when working with

finite N . Consider the ferromagnetic regime near g = 0 and f > 0 so that the ground

state consists of all spins pointing downwards. Starting from this ground state, we

can have two different excitations: single spin-flip, for which the excitation energy is

∼ 2I, and all spin-flips i.e., the ferromagnetic state with all spins pointing up. For

the latter, the excitation energy is ∼ 2fN . For the ferromagnetic phase, low-energy

excitations should be single spin-flips. Therefore, the limit for f in Eq. 5.33 should

be carefully defined, and we should have 2fN > 2I, or f > I/N . Therefore, using

I = 1, magnetization at g = 0 should be redefined as

Mz = lim
f→(1/N)+

1

N

∂F

∂f
. (5.34)

As we go away from g = 0, the correct limiting value of the external field for the

ferromagnetic phase will change. To avoid such discrepancies while comparing our

benchmark calculations and exact results, we only consider magnetizing fields that are

sufficiently large. Figure 5.4 shows the temperature dependence of magnetization as
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Figure 5.5 : Spin-spin correlation plots for 10-site transverse field Ising models for
g = 0.5 (top row) and g = 1.5 (bottom row) and f = 0. We compare the mean-
field and CC expectation value (Eq. 5.18) estimates against exact results, which were
calculated as ensemble averages, at various values of β. Results for the corresponding
ground-state theories are also plotted in grey in the third column (β = 10), and
demonstrate convergence of thermal theories as β →∞. For the 10-site model, with
periodic boundary conditions, the correlation function 〈σz0σzi 〉 is symmetric about
i = 5. Therefore we plot data only for i = 1 to 5.

we compare the results for CC expectation value (Eq. 5.18) and λ-derivative (Eq. 5.23)

approaches against the exact results which were obtained by taking the λ-derivative

of the exact free energy. Both the CC expectation value and λ-derivative perform

reasonably well in the weakly correlated regime (g = 0.5) for all the values of the

external field. Near the phase transition region (g = 1.5), the overall quality of the

CC wave function drops. However, the λ-derivative results are marginally better than

CC expectation values.

In Fig. 5.5, we also compare mean-field and CC expectation value results for the

spin-spin correlation function 〈σz0σzi 〉 against exact ensemble averages for this 10-site

model. This time, we use f = 0 and only consider the CC expectation values. Once

again, mean-field performs poorly and gives a flat, featureless correlation function.
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On the other hand, thermal CCSD adds significant corrections, quantitative and

qualitative, for both g = 0.5 and g = 1.5, particularly at low and high temperatures.

Near the thermal phase transition region, i.e. at β = 2. where thermal CCSD is the

least accurate and the correlation function, despite exhibiting the right qualitative

structure, is not quantitatively accurate (see the second column of Fig. 5.5). For

large β, i.e., as we approach zero temperature, the correlation curves converge to the

corresponding ground-state properties, as we can deduce from the grey ground-state

curves in the third panels of each row in Fig. 5.5. We also observe one of the side-

effects of the asymmetric expectation values in CC theory. For g = 0.5, going from

β = 2 to β = 10, we find that the strength of thermal CCSD correlation function

decreases while the exact correlation increases. While the decrease in correlation is

negligible in this case (∼ 10−3), the erratic behavior may become severe when CC is

not a good approximation to the thermal state. Higher-order approximations to the

bra state can be used to address these issues. Finally, we note that g = 1.5 results

do not exhibit similar problems.

Implementation details

We can exploit the symmetries of the system to simplify the structure of the cluster

operator for TFIM, just as we did for the Lipkin model. For the periodic chains

under consideration, all the sites are equivalent. Therefore, we can express the cluster

operator as

T (β) = t0 + s
∑
p

S+
p + s̃

∑
p

S̃+
p + α0

∑
p

Y ++
p

+
1

2

∑
pq

(
dpqS

+
p S

+
q + d̃pqS̃

+
p S̃

+
q +mpqY

++
p Y ++

q

)
+
∑
pq

xpqS
+
p S̃

+
q , (5.35)
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where we enforce that the tensors d, d̃, m and x are symmetric and have zero diag-

onals. With these simplifications, we can perform the imaginary-time evolution with

a computational scaling of O(N4Ngrid). This scaling can be further brought down by

realizing that the tensors dpq, d̃pq, mpq and xpq depend only on |p− q|.

5.6 Summary

Merging the su(2) framework for thermofield dynamics with our fermionic thermal

wave function theory, we have derived a similar framework for spin-1/2 systems. We

use this framework to devise a CC theory and find that CC truncated to singles and

doubles perform reasonably well for the Lipkin model and TFIM, the benchmark mod-

els considered here. At the same time, thermal CC experiences the same problems as

its ground-state counterpart: it is insufficient for strongly correlated systems, and the

expectation values are asymmetric. Similarly, at intermediate temperatures, single-

reference nature of the CC ansatz fails to capture the underlying multi-configurational

physics in strongly correlated systems. However, a key advantage of coupled cluster

is that it is systematically improvable. Including higher-order excitations (triples,

quadruples, etc.) in both the cluster operator and the configuration interaction ap-

proximation to the bra state can help alleviate some of the associated issues. In fact,

for spin-lattices, where CCSD scales as O(N3) or O(N4), higher-order excitations can

be added without making the theory computationally intractable.
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Chapter 6

Conclusions and future work

The thermofield theory purifies the ensemble density matrix by introducing ancillary

degrees of freedom, i.e., the auxiliary or the tilde-conjugate space. The resultant

thermal state obeys imaginary time (and chemical potential, if applicable) evolution

equations. In this thesis, we exploit these features of thermofield dynamics to build

thermal generalizations of proven ground-state wave function theories, viz., mean-

field, configuration interaction, and coupled cluster for fermions (in both the canonical

and the grand canonical ensemble) as well as for SU(2) systems. The ability to build

both canonical and grand canonical methods as well as a framework for SU(2) systems

also signifies the robustness of thermofield theory for finite-temperature wave function

methods.

The increased size of the Hilbert space does not lead to an increase in the computa-

tional cost of thermal wave function theories because the Hamiltonian and operators

corresponding to any other property of interest live in the physical Hilbert space.

Therefore, the auxiliary states merely perform the role of a tracer.

We have used the so-developed thermal wave function methods to study differ-

ent electronic systems (one-dimensional Hubbard model, reduced-BCS model, and

molecules) and spin systems (Lipkin-Meshkov-Glick and transverse field Ising mod-

els). Among the theories considered, thermal CC stands out the most. In general,

it improves significantly over mean-field and CI. Moreover, the exponential ansatz

assures that the computed properties are size-extensive and size-consistent provided
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the underlying reference state has these features. In short, the finite-temperature the-

ories inherit all the merits from their corresponding ground-state counterpart. The

former also converges to the latter in the limit β →∞.

At the same time, the thermal counterparts also retain the problems associated

with the ground-state theories. For instance, it is known that symmetry-adapted CC

theory breaks down in the presence of strong correlation. Thermal CC also shows

significant errors for strongly correlated systems at intermediate values of β and

eventually diverges as we evolve to lower temperatures. Similarly, although thermal

CC, with an underlying mean-field Hamiltonian that breaks the symmetry, is well

behaved energetically, it predicts incorrect expectation values of other observables,

noticeably in the low-temperature limit.

Furthermore, even in the absence of strong correlations and spontaneous symmetry

breaking, thermal CC loses accuracy at intermediate temperatures. It is primarily

because the mean-field theory is a poor starting point near thermally driven phase

transitions. Moreover, at β = 0, thermal mean-field is exact, and at β = ∞, the

mean-field reference is an optimized Hartree-Fock Slater determinant. However, at

intermediate values of β, we do not perform any reference optimization.

Addressing the shortcomings of traditional, ground-state CC theory is an active

area of research. Several ideas have emerged as potential candidates to tackle the

strong correlation problem, e.g., multi-reference CI/CC, non-orthogonal CI, AGP-

based methods, etc. The thermal generalization of these new theories is a clear

step beyond the work presented in this thesis. Nevertheless, with our thermal wave

function framework, the development of both the ground-state and finite-temperature

methods can go hand-in-hand.
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6.1 Directions for future work

This doctoral thesis is merely a foot in the door of an entire zoo of thermal wave

function theories. At the same time, there are lessons to be learned from the covariant

(or interaction picture) imaginary-time evolution and applied to real-time evolution

in ground-state theories. Here, we will highlight some of the ongoing and near-future

projects that directly emerge from our thermal framework:

1. Non-orthogonal thermal CI: While many novel ground-state methods wait-

ing to be generalized to finite temperatures, unconventional mean-field ap-

proaches such as symmetry-projected UHF (PHF) are perhaps the lowest hang-

ing fruit. PHF states can often be represented as a linear combination of non-

orthogonal Slater determinants (NOCI) and are known to perform well even in

the presence of strong correlation (where traditional CC suffers). A NOCI-like

thermal wave function ansatz that converges to PHF in the zero-temperature

limit is highly desirable.

2. Imaginary-time variational principle: In thermal CC, properties are eval-

uated as asymmetric expectation values, with the ket parameterized as a CC

wave function and the bra as a CI. For the results presented here, we compute

both the bra and the ket by integrating the imaginary-time evolution equation

within these ansatzes. An alternate way to derive the evolution equations for

the CC and CI amplitudes is to make the free energy functional stationary. The

free energy can be defined as

Ω = − 1

β

∫ β

0

dτE(τ), (6.1)

where E(τ) = 〈ΨL(τ)|H|ΨR(τ)〉 / 〈ΨL(τ)|ΨR(τ)〉 is the internal energy at in-

verse temperature τ . It is directly related to the time-dependent variational
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principle [78] since the free energy functional can be re-written as

Ω = − 1

β

∫ β

0

dτ
〈ΨL|H|ΨR〉
〈ΨL|ΨR〉

, (6.2)

= − 1

β

∫ β

0

dτ
〈ΨL|

(
∂
∂τ

+ H
2

)
|ΨR〉

〈ΨL|ΨR〉
, (6.3)

= − 1

β

∫ β

0

dτ
〈∂ΨL
∂τ
|ΨR〉+ 1

2
〈ΨL|H|ΨR〉

〈ΨL|ΨR〉
. (6.4)

In this new approach, the CC equations remain unaltered, while the CI equa-

tions do not. We expect the variational approach will improve thermal CC,

particularly at intermediate temperatures where the errors are relatively high.

3. Reference optimization: One of the reasons behind the relatively high errors

associated with thermal CC at intermediate temperatures is that the thermal

mean-field reference is not optimized. In our current framework, reference op-

timization increases the complexity of the imaginary-time evolution equation

as well as the β-derivative of the operators. However, if these hurdles can be

overcome, an orbital-optimized thermal CC theory would be significantly more

valuable.

4. Applications to quantum dynamics: Conventional time-dependent CC the-

ory at zero temperature uses an ansatz similar to our fixed-reference formula-

tion, i.e.,

|Ψ(t)〉 = eT (t) |Φ〉 , (6.5)

where the mean-field |Φ〉 does not carry any explicit time dependence. In Chap-

ter 3, we saw that such an approach gradually diverges away from the exact

result as the wave function evolves in time. This divergence is also present in

the time-dependent CC. We expect a covariant or interaction picture CC ansatz

to perform significantly better, just like the finite-temperature theory.
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In addition to the classical computational theories, thermofield-inspired quantum

algorithms have attracted considerable research interest and present another avenue

to explore beyond this work.
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Appendix A

Evolution equations for grand canonical thermal

configuration interaction and coupled cluster

When the cluster operator S is truncated to singles and double excitation operators

only, i.e.,

S = s0 +
∑
pq

spqa
†
pã
†
q +

1

4

∑
pqrs

spqrsa
†
pa
†
qã
†
sã
†
r

the evolution equations (c.f. Eq. 3.38a) for the CC amplitudes take the following form

for the α-evolution,

∂s0

∂α
=

1

2
R0
N − S0

α (A.1)

∂spq
∂α

=
1

2
Rpq
N − Spqα , (A.2)

∂spqrs
∂α

=
1

2
Rpqrs
N − Spqrsα , (A.3)

where RN denotes the various CC residuals for the α-evolution,

R0
N = 〈Ψ0|

(
e−SNeS −N

)
|Ψ0〉,

=
∑
a

xayasaa (A.4a)

Rpq
N = 〈Ψ0|ãqap

(
e−SNeS −N

)
|Ψ0〉,

= (x2
p − y2

q )spq +
∑
a

xaya (sapaq − spasaq) (A.4b)

Rpqrs
N = 〈Ψ0|ãrãsaqap

(
e−SNeS −N

)
|Ψ0〉,

= (x2
p + x2

q − y2
r − y2

s)spqrs +
1

2
P(pq)P(rs)

∑
a

xaya (sasspqar − spasaqrs)

(A.4c)
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and the operator-derivative terms are given by

S0
α = −1

2

∑
a

xayasaa (A.5a)

Spqα =
1

2

∑
a

xaya (spasaq + spaaq) (A.5b)

Spqrsα =
1

4
P(pq)P(rs)

∑
a

xaya (sarspqas − spasaqrs) , (A.5c)

where x and y are the thermal Bogoliubov parameters and the dummy indices a, b, . . .

are summed over all the spin-orbitals. Equations for the β-evolution can be obtained

in a similar way,

∂s0

∂β
=

1

2
R0
H − S0

β (A.6)

∂spq
∂β

=
1

2
Rpq
H − Spqβ , (A.7)

∂spqrs
∂β

=
1

2
Rpqrs
H − Spqrsβ , (A.8)

where RH denotes the various CC residuals for the β-evolution. Using the thermal

Bogoliubov transformation described in Eq. 3.7, a general two-body Hamiltonian,

H =
∑
p

hpqc
†
pcp +

1

4

∑
pqrs

upqrsc
†
pc
†
qcscr,

can be expressed in terms of thermal creation/annihilation operators, and takes the

form

H = h0 +
∑
ab

[
h

(11)
ab

(
a†aã

†
b + h.c.

)
+ h

(20)
ab a†aab + h

(02)
ab ã†aãb

]
+
∑
abcd

[
h

(221)
abcd

(
a†aa

†
bã
†
dã
†
c + h.c.

)
+ h

(222)
abcd a

†
aã
†
bãdac + h

(31)
abcd

(
a†aa

†
bã
†
cad + h.c.

)
+h

(13)
abcd

(
a†aã

†
bã
†
cãd + h.c.

)
+ h

(40)
abcda

†
aa
†
badac + h

(04)
abcdã

†
aã
†
bãdãc

]
(A.9)

where we use h0, h(11), etc. to denote the effective matrix elements of the general

quasiparticle Hamiltonian (h(11) is associated with operators that contain a non-tilde
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and a tilde quasiparticle each, h(20) with two non-tilde quasiparticle operators, and

so on), which are given by

h0 =
∑
a

y2
ahaa +

1

2

∑
ab

y2
ay

2
buabab (A.10)

h
(11)
ab = xaybfab, h

(20)
ab = xaxbfab, h

(02)
ab = −yaybfab, with fab = δabhab+

∑
c

y2
cuacbc

(A.11)

h
(221)
abcd =

1

4
xaxbycyduabcd, h

(222)
abcd = xaxcybyduadbc, h

(31)
abcd = −1

2
xaxbycxduabcd,

h
(13)
abcd = −1

2
xaybycyduadbc, h

(40)
abcd =

1

4
xaxbxcxduabcd, h

(04)
abcd =

1

4
yaybycyduabcd. (A.12)

In obtaining the above expressions, we have assumed real matrix elements in the

Hamiltonian. The residuals can then be expressed compactly in terms of the effective

Hamiltonian matrix elements,

R0
H = 〈0|

(
e−SHeS −H0

)
|0〉 ,

= h0 −
∑
a

y2
aεa +

∑
ab

h
(11)
ab sab +

∑
abcd

(2sacsbd + sabcd)h
(221)
abcd (A.13a)

Rpq
H = 〈0|ãqap

(
e−SHeS −H0

)
|0〉,

= h(11)
pq − δpqεpxpyp +

∑
a

(
h(02)
aq spa + h(20)

ap saq
)

−
∑
ab

(
h

(11)
ab (saqspb + spabq)− h(222)

pqab sab

)
+
∑
abc

(
h

(13)
abcq (2sabspc + sapbc)− h(31)

abcp (2sacsbq + sabcq)
)

− 2
∑
abcd

h
(221)
abcd (2sac(sbqspd + spbdq)− saqsbpcd − spcsabdq) (A.13b)
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Rpqrs
H = 〈0|ãrãsaqap

(
e−SHeS −H0

)
|0〉,

= P(pq)P(rs)

[
h(221)
pqrs +

∑
a

(
1

2

(
h(02)
ar spqas + h(20)

ap saqrs
)

+ h(13)
prsasqa + h(31)

pqsasar

)
+

1

2

∑
ab

(
h

(04)
abrs(2spasqb + spqab) + h

(40)
abpq(2sarsbs + sabrs)− h(11)

ab (sarspqbs + spbsaqrs)

− 2h
(222)
prab (sqabs + sassqb)

)
+
∑
abc

(
h

(13)
abcr

(
sabspqcs +

1

2
sas(2spbsqc + spqbc)− 2spbsaqcs

)
+ h

(31)
abcq

(
sacsbprs +

1

2
spc(2sarsbs + sabrs)− 2sarsbpcs

))
−
∑
abcd

h
(221)
abcd

(
2sac(sbrspqds + spdsbqrs)−

1

2
sarsbs(2spcsqd + spqcd) + 4sarspcsbqds

− 1

4
sabrs(2spcsqd + spqcd) + (sabcrspqds + sapcdsbqrs) + 2sbqdrsapcs

)]
. (A.13c)

where we have used the Baker-Campbell-Hausdorff expansion to simplify the similar-

ity transformation, i.e.

e−SHeS = H + [H,S] +
1

2!
[[H,S], S] + . . . . (A.14)

For a two-body Hamiltonian, with S truncated to at most double quasiparticle exci-

tations, this expansion truncates at fourth order. Diagrammatic expressions for these

equations can also be formulated along similar lines as Bogoliubov coupled cluster

methods. [112] The operator-derivative terms in the β-evolution are given by

S0
β =

1

2

∑
a

εaxayasaa (A.15a)

Spqβ = −1

2

∑
a

εaxaya (spasaq + spaaq) (A.15b)

Spqrsβ =
1

4
P(pq)P(rs)

∑
a

εaxaya (sasspqar − sqasaprs) . (A.15c)
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Appendix B

Equivalence of number-projected quasiparticle

CISD and CID ansätze

The grand-canonical thermal CI results presented in this thesis use an ansatz trun-

cated at single and double quasiparticle excitations. On the other hand, for the

canonical ensemble number-projected CI theory, we use only double quasiparticle ex-

citations. Here, we provide proof that quasiparticle CISD and CID span the same

portion of the Hilbert space. Consider a general CID state,

ΩCID |0(α, β)〉 = et0

(
1 +

∑
pqrs

tpqrsa
†
pã
†
ra
†
qã
†
s

)
|0(α, β)〉 . (B.1)

Using the thermal Bogoliubov transformation in Eq. 3.7, the pair=creation operator

a†pã
†
r can be rewritten in terms of the zero-temperature Fermi operators,

a†pã
†
r = xpxrc

†
pc̃
†
r − ypyrc̃pcr + xpyr

(
c†pcr + c̃†rc̃p − 1

)
, (B.2)

which, for p = r, simplifies into

a†pã
†
p = x2

pc
†
pc̃
†
p − y2

p c̃pcp + xpyp
(
c†pcp + c̃†pc̃p − 1

)
. (B.3)

Re-parametrizing the CI amplitudes as

tpqrs = spqrs +
δpr
xpyp

λqs, (B.4)
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we can rearrange the terms in Eq. B.1 to obtain

ΩCID |0(α, β)〉 = et0

(
1 +

∑
pqrs

spqrsa
†
pã
†
ra
†
qã
†
s +
∑
pqs

λqs
xpyp

(
x2
pc
†
pc̃
†
p − y2

p c̃pcp
)
a†qã
†
s

+
∑
pqs

λqs
xpyp

xpyp (np + ñp − 1) a†qã
†
s

)
|0(α, β)〉 , (B.5a)

= et0

(
1 +

∑
pqrs

spqrsa
†
pã
†
ra
†
qã
†
s +
∑
pqs

λqs
xpyp

(
x2
pc
†
pc̃
†
p − y2

p c̃pcp
)
a†qã
†
s

+
∑
qs

λqs

(
N + Ñ −Nlevels

)
a†qã
†
s

)
|0(α, β)〉 . (B.5b)

In the canonical ensemble, or in the presence of a number-projection operator, the

total number operator for the physical and auxiliary particles is a symmetry of the

thermal wave function. Therefore, PN0ΩCID reduces to

PN0ΩCID = PN0e
t0

(
1 +

∑
pqrs

spqrsa
†
pã
†
ra
†
qã
†
s +
∑
pqs

λqs
xpyp

(
x2
pc
†
pc̃
†
p − y2

p c̃pcp
)
a†qã
†
s

+ (2N0 −Nlevels)PN0

∑
qs

λqsa
†
qã
†
s

)
|0(α, β)〉 . (B.6)

Finally, reexpressing c†pc̃
†
p and c̃pcp in terms of quasiparticle operators, we get,

c†pc̃
†
p =

(
xpa

†
p + ypãp

) (
xpã

†
p − ypap

)
, (B.7a)

= x2
pa
†
pã
†
p − y2

pãpap − xpyp
(
a†pap + ã†pãp − 1

)
, (B.7b)

c̃pcp = −y2
pa
†
pã
†
p + x2

pãpap − xpyp
(
a†pap + ã†pãp − 1

)
. (B.7c)

As is already apparent from Eq. B.6, substituting these relations into Eq. B.6, followed

by normal ordering of the quasiparticle operators, we end up with a number-projected

thermal CISD wave function. In general, partial traces of higher rank terms in the

number-projected CI operator are proportional to the lower-rank terms.
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Appendix C

Equations for number-projected CID and thermal

AGP-based PT2

In this appendix, we present detailed equations for the number-projected CID and

thermal AGP-based second-order perturbation theory. Both of these theories were

discussed in Chapter 4. For the number-projected CID, we will also present data for

the convergence of imaginary-time evolution as a function of the step size in β.

C.1 Number-projected CI

C.1.1 Ansatz

In the number-projected CI theory, we start with a thermal BCS as our mean-field

reference state,

|0(β)〉 = e−βH0/2|I〉, with H0 =
∑
p

εpc
†
pcp. (C.1)

The normalized form |0(β)〉 becomes,

|0(β)〉 =
∏
p

(
xp + ypc

†
pc̃
†
p

)
|−;−〉, (C.2)

where x and y coefficients are defined as,

xp =
1√

1 + e−βεp
, (C.3a)

yp =
e−βεp/2√
1 + e−βεp

. (C.3b)
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The thermal state is then parameterized as a number-projected quasiparticle CI dou-

bles (CID) state,

|Ψ〉 = Pet0(1 + T )|0(β)〉, (C.4a)

T =
1

4

∑
pqrs

tpqrsa
†
pa
†
qã
†
sã
†
r. (C.4b)

where T creates double quasiparticle excitations on the reference. Here, a, ã are

quasiparticle operators that annihilate the mean-field reference, i.e. ap|0(β)〉 = 0 =

ãp|0(β)〉, and are related to the physical creation/annihilation operators via a BCS

transformation, ap
ã†p

 =

xp −yp
yp xp


cp
c̃†p

 , (C.5)

It is convenient to express the Hamiltonian in terms of the quasiparticle creation/annihilation

operators,

H = h0 + h(20)
pq a†paq + h(02)

pq ã†pãq + h(11)
pq (a†pã

†
q + h.c.) + h(31)

pqrs(a
†
pa
†
qã
†
ras + h.c.)

+ h(13)
pqrs(a

†
pã
†
qã
†
rãs + h.c.) + h(221)

pqrs (a†pa
†
qã
†
sã
†
r + h.c.) + h(222)

pqrs a
†
pã
†
qãsar. (C.6)

where we have assumed Einstein summation convention. The matrix elements have

been worked out in the Appendix of Ref. 69. Lastly, we note that we employ an

integral representation for the number-projection operator,

PN0 =
1

2π

∫ 2π

0

dφ eiφ(N0−N), (C.7)

where N is the physical number operator and N0 is the target number of particles.

C.1.2 CID equations

Substituting the number-projected CID ansatz in to the imaginary-time evolution

equation, and using the fact that the Hamiltonian commutes with the number-



110

projection operator PN0 , we get

PN0

[
dt0
dβ

(1 + T ) +
dT

dβ

]
|0(β)〉 = −1

2
PN0 [H(1 + T )− (1 + T )H0] |0(β)〉 (C.8)

We have noted in the main text (as well as in our recent work in Refs. 68, 69) that

the derivative of the CI operator splits into the derivative of the amplitudes and that

of the temperature-dependent quasiparticle creation operators,

dT

dβ
=
dampT

dβ
+
dopT

dβ
, (C.9)

where the operator derivative can be worked out directly from the BCS transfor-

mation. Using the above relations and expanding out the integral form of PN0 , the

time-evolution equation simplifies as∫ 2π

0

dφ g(φ) e−iφN L |0〉 =

∫ 2π

0

dφ g(φ) e−iφN R|0〉, (C.10)

where g(φ) is the weight of integration, L and R are effective LHS and RHS kernels

respectively, each defined as

g(φ) = eiφN0/2π, (C.11a)

L =
dt0
dβ

(1 + T ) +
dampT

dβ
, (C.11b)

R = −1

2
[H(1 + T )− (1 + T )H0]− dopT

dβ
. (C.11c)

The RHS kernel is effectively a four-body operator, and we find it convenient to

re-write it in terms of antisymmetrized matrix elements,

R = R0+Rpqa
†
pã
†
q+R[pq][rs]a

†
pa
†
qã
†
sã
†
r+R[pqr][ijk]a

†
pa
†
qa
†
rã
†
kã
†
j ã
†
i+R[pqrs][ijkl]a

†
pa
†
qa
†
ra
†
sã
†
l ã
†
kã
†
j ã
†
i ,

(C.12)



111

where we have assumed Einstein summation, and [. . .] denotes antisymmetrized in-

dices. The matrix elements of R are defined as,

R0 = −1

2

(
h0 −

∑
a

εay
2
a +

∑
abcd

h
(221)
abcd tabcd

)
, (C.13a)

Rab =
1

2

(
δabεaxaya − h(11)

ab +
∑
c

εcxcyctacbc −
∑
cd

h
(11)
cd tacbd +

∑
cdi

[
h

(13)
cdibtacdi − h

(31)
cdiatcdbi

])
,

(C.13b)

Rabcd =
1

4
χ(ab−ba)(cd−dc) =

1

4
(χabcd − χabdc − χbacd + χbadc) , (C.13c)

χabcd =
1

2

(
−1

4

[
h0tabcd + 4h

(221)
abcd

]
+

1

4

∑
i

[
εiy

2
i tabcd + 2h

(02)
ci tabdi + 2h

(20)
ai tbicd

]
−1

2

∑
ij

[
tabijh

(04)
ijcd + 2h

(222)
acij tbidj + h

(40)
abijtijcd

])
, (C.13d)

Rpqrabc =
1

9
χ(pqr−qpr−rqp)(abc−bac−cba), (C.13e)

χpqrabc =
1

2

(
1

4
δapεpxpyptqrbc −

1

4
h(11)
pa tqrbc

)
+

1

4

∑
i

(
h

(13)
pbcitqrai + h

(31)
qraitipbc

)
,

(C.13f)

Rpqrsabcd =
1

36
χ(pqrs−prqs−rqps−sqrp+rspq+psqr)(abcd−acbd−cbad−dbca+cdab+adbc), (C.13g)

χpqrsabcd = −1

8
h

(221)
pqab trscd. (C.13h)

Ultimately, we get the equations governing the β-evolution of the CI amplitudes by

taking the expectation value of Eq. C.10 against ground and doubly-excited quasi-

particle subspace on the bra state, i.e.∫
dφ g(φ) 〈0|νe−iφN L |0〉 =

∫
dφ g(φ) 〈0|νe−iφN R|0〉, (C.14)

where ν = {1, ãrãsaqap}. After some rearrangements, the working equation takes the

form ∫
dφw(φ) 〈φ|ν̄ L |0〉 =

∫
dφw(φ) 〈φ|ν̄R|0〉, (C.15)



112

where

ν̄ = eiφN ν e−iφN , (C.16a)

w(φ) =
1

2π
eiφN0〈0|e−iφN |0〉, (C.16b)

〈φ| = 〈0|e−iφN
〈0|e−iφN |0〉 . (C.16c)

The overlap in w(φ) is straightforward to compute:

〈0|e−iφN |0〉 =
∏
p

(
x2
p + y2

pe
−iφ) . (C.17)

The construction of the similarity transformed operator ν̄ can be simplified by intro-

ducing rotated quasi-particle operators,

bp = eiφNape
−iφN , and, b̃p = eiφN ãpe

−iφN , (C.18)

which gives ν̄ = {1, b̃rb̃sbqbp}. The overlaps in Eq. C.15 can then be evaluated by

using a generalized version of Wick’s theorem, with the relevant contractions given

by,

〈φ|a†pã†q|0〉 = δpqGp = −〈φ|ã†pa†q|0〉 = 〈φ|b̃pbq|0〉, (C.19a)

〈φ|apa†q|0〉 = δpq = 〈φ|ãpã†q|0〉, (C.19b)

〈φ|bpa†q|0〉 = δpqAp, (C.19c)

〈φ|b̃pã†q|0〉 = δpqBp, (C.19d)

where we have

Ap =
1

x2
pe
iφ + y2

p

, (C.20a)

Bp =
1

x2
p + y2

pe
−iφ , (C.20b)

Gp =
xpyp(e

−iφ − 1)

x2
p + y2

pe
−iφ . (C.20c)
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After all the manipulation, the overlaps for the LHS and the RHS kernels turn out

as follows:

1. First, for ν̄ = 1,

〈φ|R|0〉 = R0 +
∑
a

GaRaa + 2
∑
ab

GaGbRabab

+ 6
∑
abc

GaGbGcR
(30)
abc + 24

∑
abcd

GaGbGcGdR
(40)
abcd, (C.21a)

〈φ|L|0〉 =

(
1 +

1

2

∑
ij

GiGjtijij

)
dt0
dβ

+
1

2

∑
ij

GiGj
dtijij
dβ

(C.21b)

where R
(30)
abc = Rabcabc and R

(40)
abcd = Rabcdabcd.

2. And for ν̄ = b̃cb̃dbbba,

χab = AaBb

(
Rab + 4

∑
i

GiRaibi + 18
∑
ij

GiGjR
(31)
abij + 96

∑
ijk

GiGjGkR
(41)
abijk

)
,

(C.22a)

〈φ|b̃cb̃dbbbaR|0〉 = (1− Pab) (1− Pcd)
[

1

2
δacδbdGaGb〈φ|R|0〉+ δacGaχbd

+AaAbBcBd

(
Rabcd + 9

∑
i

GiR
(32)
abcdi + 72

∑
ij

GiGjR
(42)
abcdij

)]
,

(C.22b)

ζab = AaBb

[(∑
i

Gitaibi

)
dt0
dβ

+
∑
i

Gi
dtaibi
dβ

]
(C.22c)

〈φ|b̃cb̃dbbbaL|0〉 = (1− Pab) (1− Pcd)
[

1

2
δacδbdSaSb〈φ|L|0〉+ δacSaζbd

+
AaAbBcBd

4

(
tabcd

dt0
dβ

+
dtabcd
dβ

)]
, (C.22d)

where R
(31)
abij = Raijbij, R

(41)
abijk = Raijkbijk, R

(32)
abcdi = Rabicdi, R

(42)
abcdij = Rabijcdij, and

Pab is the conventional exchange operator.
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C.2 Canonical ensemble perturbation theory

In contrast to the number-projected CI, the perturbation theory adds corrections to

the thermal AGP, which is an eigenstate of the total number operator. Moreover,

the corrections are also introduced in a number-conserving manner, and therefore an

explicit number projection is not required. We first partition the Hamiltonian into a

mean-field and an interaction part,

H = H0 + λV, (C.23a)

H0 =
∑
p

εpc
†
pcp, (C.23b)

V =
∑
pq

vpqc
†
pcq +

1

4

∑
pqrs

vpqrsc
†
pc
†
qcscr. (C.23c)

The canonical-ensemble thermal state, which obeys the imaginary-time evolution

equation dτ |Ψ(τ)〉 = −H|Ψ(τ)〉/2, can be expressed as a perturbation series expan-

sion,

|Ψ(τ)〉 = |Ψ0〉+ λ|Ψ1〉+ λ2|Ψ2〉+ . . . . (C.24)

Substituting this form of |Ψ(τ)〉 into the imaginary-time evolution equation, we get

dτ
(
|Ψ0〉+ λ|Ψ1〉+ λ2|Ψ2〉+ . . .

)
= −1

2
(H0 + λV )

(
|Ψ0〉+ λ|Ψ1〉+ λ2|Ψ2〉+ . . .

)
.

(C.25)

Equating the terms at various orders in λ on the left and right hand sides gives

O(λ0) : dτ |Ψ0〉 = −1

2
H0|Ψ0〉, (C.26a)

O(λ1) : dτ |Ψ1〉 = −1

2

(
H0|Ψ1〉+ V |Ψ0〉

)
, (C.26b)

O(λ2) : dτ |Ψ2〉 = −1

2

(
H0|Ψ2〉+ V |Ψ1〉

)
, (C.26c)

and similarly for higher orders. For the purpose of this work, we confine ourselves

to the second order perturbation theory. Without the loss of any generality, we can
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assume |Ψn〉 = e−τH0/2|φn〉. This simplifies Eq. C.26 to,

dτ |φ0〉 = 0, (C.27a)

dτ |φ1〉 = −1

2
eτH0/2V e−τH0/2|φ0〉, (C.27b)

dτ |φ2〉 = −1

2
eτH0/2V e−τH0/2|φ1〉. (C.27c)

These equations can then be integrated, starting from a known initial condition (gen-

erally τ = 0), to the desired inverse temperature β. Recognizing that at β = 0,

extreme AGP is the exact canonical thermal state, we get

|φ0(β)〉 = |AGP (β = 0)〉 =

(∑
p

P †p

)N0

|−;−〉, (C.28)

where N0 is again the desired number of particles and P †p = c†pc̃
†
p. Consequently, we

recover the thermal AGP as the zeroth order approximation,

|Ψ0(β)〉 = e−βH0/2|AGP(0)〉 = |AGP(β)〉. (C.29)

At the first order, we have

|Ψ1(β)〉 = −e
−βH0/2

2

∫ τ

0

dτ eτH0/2V e−τH0/2|AGP(0)〉, (C.30a)

= −1

2

∫ β

0

dτ e−(β−τ)H0/2V e(β−τ)H0/2|Ψ0(β)〉, (C.30b)

= −1

2

∫ β

0

dτ e−τH0/2V eτH0/2|Ψ0(β)〉, (C.30c)
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Likewise, the second order contribution to the wave function is

|Ψ2(β)〉 = −e
−βH0/2

2

∫ β

0

dτ eτH0/2V e−τH0/2|φ1(τ)〉, (C.31a)

=
e−βH0/2

4

∫ β

0

dτ eτH0/2V e−τH0/2

∫ τ

0

dτ ′ eτ
′H0/2V e−τ

′H0/2|φ0〉, (C.31b)

=
1

4

∫ β

0

dτ e−(β−τ)H0/2V e(β−τ)H0/2

∫ τ

0

dτ ′ e−(β−τ ′)H0/2V e(β−τ ′)H0/2|Ψ0(β)〉,

(C.31c)

=
1

4

∫ β

0

dτ e−τH0/2V eτH0/2

∫ β−τ

0

dτ ′ e−(β−τ ′)H0/2V e(β−τ ′)H0/2|Ψ0(β)〉,

(C.31d)

=
1

4

∫ β

0

dτ e−τH0/2V eτH0/2

∫ τ

τ

dτ ′ e−τ
′H0/2V eτ

′H0/2|Ψ0(β)〉. (C.31e)

These perturbative corrections are analogous to the Dyson series expansion for inter-

action picture, imaginary-time perturbation theory. The diagonal form of H0 allows

us to perform the similarity transformation of V easily,

e−τH0/2V eτH0/2 = vpqe
−τ∆pq/2p†q +

1

4
vpqrse

−τ∆pqrs/2p†q†sr, (C.32)

where ∆pq = εp − εq, and ∆pqrs = εp + εq − εr − εs. The resulting equations can then

be integrated analytically.

C.3 Step-size convergence

As indicated in the main text, we use a step size of ∆β = 0.001 or smaller in the fourth-

order Runge-Kutta method while integrating the system of ODE’s in the projected

CI theory. In Fig. C.1, we plot the error in internal energy for the six-site Hubbard

models with U/t = 2 at half-filling (left panel), and with U/t = 10 with four electrons

(right panel). The results numerically demonstrate the convergence of the integration

with respect to the step size.
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Figure C.1 : Error in the projected CI internal energy for the six-site Hubbard model
with U/t = 2 and six-electrons (top panel), and U/t = 10 and four electrons (bottom
panel), with various step-sizes used to integrate the projected-CI ODEs.
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Appendix D

Optimization of thermal AGP

In this appendix, we present a comparison between optimized and un-optimized ther-

mal mean-field, the ground-state limit of thermal methods, and convergence of the

projected-CI evolution with respect to step size in the integration. For the opti-

mized mean-field, we minimize the free energy with respect to the η’s in the thermal

AGP. The left panel in Fig. D.1 presents the data for the 6-site Hubbard model with

U/t = 2 and N = 4, 6, as well as U/t = 10 and N = 4. Except in the case of very

high temperatures, or very low β, the optimized and the un-optimized mean-field

theories perform more or less similarly. The right panel in Fig. D.1 shows similar

data for the Hydrogen molecule at a bond length of 0.74Å in two different basis sets.

In contrast to the Hubbard model results, the difference between the optimized and

the un-optimized mean-field theories is more pronounced for Hydrogen. However, as

we have noted in the main text, the number-projected CID is exact for a two-electron

system whether or not we start with a better reference. This allows us to safely use

un-optimized mean-field as a reference to construct correlated theories such as pro-

jected CID and AGP-based perturbation theory. We would like to note that these

results do not take orbital optimization into account, but instead, minimize the free

energy only with respect to the BCS/AGP parameters.
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Figure D.1 : Error in the canonical-ensemble internal energy for the 6-site Hubbard
model with U/t = 2 and 10 at different filling fractions (left panel), and the Hydrogen
molecule at bond-length of 0.74Å in STO-3G and cc-PVDZ bases (right panel). The
data compares mean-field thermal AGP results with optimized versus un-optimized
η-parameters.
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Appendix E

Symmetry breaking in Lipkin model

The Lipkin-Meshkov-Glick Hamiltonian, given by

H = xJz −
1− x
n

(
J+J+ + J−J−

)
, (E.1)

commutes with the Casimir operator,

J2 =
J+J− + J−J+

2
+ JzJz. (E.2)

The J2-eigenvalue is determined by the total number of spins; for n spins, the eigen-

states of H reside in the j = n/2 sector. The Hamiltonian also commutes with the

parity operator, P̂ = eiπJz , the symmetry of interest. For a given spin-configuration,

the parity eigenvalue is 1 (or −1) if the difference in the number of up and down spins

is even (or odd). Therefore, simultaneous eigenstates of H and P̂ are made out of

spin-configurations, all of which have only even or only odd parity. As a result, the

symmetry preserving mean-field (or the restricted Hartree-Fock) state that optimizes

the energy is simply the configuration with all down-spins, i.e.

|φRHF 〉 =
⊗
i

|↓〉i . (E.3)

The corresponding mean-field Hamiltonian and the mean-field ground-state energy

are

HRHF
0 = xJz, (E.4a)

ERHF = −nx
2
. (E.4b)
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While working in the symmetry adapted basis, we use HRHF
0 to define the mean-field

thermal state.

We can also consider a rotated product state, which is not an eigenvector of the

parity operator, as the ground-state mean-field reference. This unrestricted Hartree-

Fock state can be expressed as

|φUHF 〉 =
1

(1 + κ2)n/2
eκJ+ |φRHF 〉 , (E.5)

where κ parametrizes the UHF state. Using a UHF state as an approximation to the

ground-state is equivalent to a rotation of the underlying su(2) algebra such that the

UHF wave function has all down-spins in the new basis. The su(2) operators in the

new basis are related to the original operators via the following transformation,

J+ =
K+ − κ2K− − 2κKz

1 + κ2
, (E.6a)

J− =
K− − κ2K+ − 2κKz

1 + κ2
, (E.6b)

Jz =
κ(K+ +K−) + (1− κ2)Kz

1 + κ2
. (E.6c)

The Hamiltonian, expressed in terms of the K-operators, becomes

H = hzKz + h±(K+ +K−) + v±(K+K+ +K−K−)

+ vzK
2
z + v×K+K− + v±z(K+Kz +KzK−), (E.7)
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where the Hamiltonian coefficients are defined as,

hz =
x(1− κ2)

1 + κ2
− 4

n

(1− x)κ2

(1 + κ2)2
, (E.8)

h± =
xκ

1 + κ2
− 2κ(1− x)(κ2 − 1)

n(1 + κ2)2
, (E.9)

vz = −8κ2(1− x)

n(1 + κ2)2
, (E.10)

v± = −(1− x)(1 + κ2)

n(1 + κ2)2
, (E.11)

v× =
4κ2(1− x)

n(1 + κ2)2
, (E.12)

v±z = −4κ(1− x)(κ2 − 1)

n(1 + κ2)2
. (E.13)

The UHF mean-field Hamiltonian and the corresponding mean-field energy are

HUHF
0 = hzKz −

vzn

2
Kz, (E.14a)

EUHF = −hzn
2

+
vzn

2

4
. (E.14b)

The UHF energy is minimized to find the optimal value of the rotation parameter

κ. As noted eariler, κ 6= 0 only for x ≤ xc. While working in the broken-symmetry

regime (i.e. x ≤ xc), we use HUHF
0 to define the mean-field thermal state.
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Appendix F

Symmetry breaking in TFIM

The TFIM has a Z2 symmetry, i.e. if all the spins (in z-basis) are flipped, then

the energy remains unchanged. In the Ising limit, i.e. for g = 0, the model has a

doubly-degenerate ferromagnetic ground-state. In the thermodynamic limit, the Z2

symmetry breaks spontaneously. For finite systems, we can break this symmetry arti-

ficially by introducing the following symmetry broken mean-field state to approximate

the ground-state,

|φUHF 〉 =
⊗
p

(
− sin

θ

2
|↑〉p + cos

θ

2
|↓〉p
)
. (F.1)

The mean-field Hamiltonian and its corresponding energy depend on the rotation

parameter θ, and for the one-dimensional periodic case with N spins, in the presence

of an external magnetizing z-field f (see Eq. 5.32 for the Hamiltonian), they are given

by

H0 =
∑
i

((cos θ + f)σzi + gσxi ) , (F.2a)

EUHF = −N
(

cos2 θ + g sin θ + f cos θ
)
. (F.2b)

The UHF energy is minimized with respect to the rotation parameter θ, the optimal

values of which (at f = 0) are

θ =


arcsin g/2, g ≤ 2

π/2, g > 2

. (F.3)



124

We use thisH0 (with optimized θ) that breaks the Z2-symmetry, except when θ = π/2,

to construct the mean-field thermal state for the TFIM.

In the same way as for the Lipkin model, we can introduce a rotation in the su(2)

algebra so that in the new basis, the UHF state corresponds to all down-spins. The

full Hamiltonian in the rotated basis then becomes

H = −
∑
i

[
cos2 θσzi σ

z
i+1 + sin2 θσxi σ

x
i+1

− 1

2
sin 2θ

(
σxi σ

z
i+1 + σzi σ

x
i+1

)
+ g
(

cos θσxi + sin θσzi

)]
. (F.4)

Similarly, the mean-field Hamiltonian, written in the new basis, becomes simply

H0 = −
∑
i

(
− cos2 θ + g sin θ

)
σzi . (F.5)

While the results do not depend on the choice of the basis, it is generally convenient to

construct CC-like wave functions starting with a mean-field state that corresponds to

all down-spins. Our description of the mean-field theory for the TFIM closely follows

Ref. 132, and we recommend the reader to refer to this article for further details.
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