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ABSTRACT 

Nanobody-mediated dynamic and spatial control of cellular 
proteins for mammalian gene circuit engineering 

by 

Brianna Jayanthi 

Cellular	information	processing	in	mammalian	cells	relies	on	sophisticated	

and	highly	dynamic	mechanisms.	Unravelling	these	mechanisms	remains	a	

challenging	endeavor	and	has	limited	de	novo	design	of	biological	functions.	

Controlling	cellular	phenotypes	requires	precise	control	of	protein	concentration	

and	localization,	which	is	typically	realized	through	the	design	of	genetic	networks	

orthogonal	to	the	cellular	circuitry.	This	work	describes	my	efforts	to	develop	tools	

for	achieving	temporal	and	spatial	control	over	cellular	proteins	through	post-

translational	regulation	that	can	be	generally	used	to	characterize	and	manipulate	

the	complex	genetic	networks	that	regulate	mammalian	cells.	I	first	illustrated	the	

use	of	a	nanobody-based	platform	designed	to	control	degradation	of	target	

proteins	(the	NanoDeg)	to	improve	the	dynamic	range	and	temporal	resolution	of	

input-dependent	reporter	systems.	I	then	explored	integration	of	a	reporter-specific	

NanoDeg	into	a	genetic	circuit	through	a	feedforward	loop	to	generate	an	improved	

heat-shock	reporter	system.	To	enhance	temporal	control	of	genetic	networks,	I	

investigated	strategies	to	use	the	NanoDeg	for	controlling	the	oscillatory	behavior	of	

a	range	of	different	circuit	topologies.	Finally,	I	developed	a	nanobody-based	

platform	for	controlling	the	subcellular	localization	of	target	proteins.	Using	this	



	
	

strategy,	I	experimentally	demonstrated	selective	target	localization	to	multiple	

cellular	compartments	and	investigated	different	circuit	architectures	for	dynamic	

control	of	target	localization	to	different	compartments.	Combining	nanobody-

mediated	localization	and	degradation	with	orthogonal	transcriptional	regulation	I	

developed	a	nanobody-based	toolkit	to	achieve	spatial	and	temporal	control	of	

target	protein	levels.		
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Chapter 1 

Introduction 

Cells	have	evolved	sophisticated	mechanisms	to	maintain	homeostasis	in	

highly	dynamic	environments	and	respond	to	a	variety	of	signals	with	diverse	

behaviors	which	are	realized	through	complex	networks	that	process	biological	

information.	Proper	information	processing	in	these	networks	is	managed	by	

precise	spatial	and	temporal	control	of	proteins [1]–[3].	Synthetic	biology	provides	a	

powerful	framework	to	engineer	cellular	pathways,	thereby	improving	our	

understanding	of	the	sophisticated	coordination	between	individual	reactions	

displayed	in	biological	systems	and	informing	the	design	of	novel	biological	

functions	[4],	[5].	

Cells	often	control	protein	activities	by	regulating	protein	concentration.	In	

nature,	protein	concentration	is	controlled	at	every	step,	from	DNA	transcription	to	

post-translational	regulation,	including	protein	localization	and	degradation.	

Control	in	synthetic	gene	networks	can	also	be	introduced	at	any	level	of	this	
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hierarchy.	Impressive	success	has	already	been	made	in	the	design	of	mammalian	

genetic	circuits	based	on	transcriptional	level	control	[6],	[7].	In	theory,	additional	

mechanisms	of	protein	regulation	could	also	be	targeted	for	engineering	circuits	

with	increased	functionality.	There	remains	a	need	for	tools	to	more	precisely	

control	protein	function	in	a	manner	similar	to	these	endogenous	mechanisms,	

especially	at	the	post-translational	level	[8],	[9].	The	application	of	such	advanced	

tools	would	provide	unprecedented	insights	and	design	rules	for	engineering	

biological	function.		

Approaches	for	controlling	protein	function	in	living	cells	can	be	broadly	

classified	into	two	groups.	One	approach	relies	on	direct	genetic	fusion	of	the	target	

protein	with	effector	domains	dictating	post-translational	processing,	such	as	

protein-protein	interactions	[10],	phosphorylation	[11],	localization	[12],	or	

degradation	[13].	The	other	approach	relies	on	secondary	proteins	with	high	affinity	

for	the	target	protein	[14],	[15].	These	secondary	proteins	can	be	functionalized	

with	various	effector	domains	(i.e.,	degradation	or	localization	signal	sequences)	to	

regulate	the	function	of	the	target	protein	avoiding	any	need	for	genetic	

modification	of	the	target.	Conventional	antibodies	and	antibody	fragments	(scFv)	

have	traditionally	filled	the	role	of	a	secondary	protein	for	high	affinity	target	

recognition	[16],	[17],	but	they	are	unstable	and	difficult	to	express	in	cells.	

Synthetic	protein	binders	that	are	easily	expressed	in	cells	have	been	developed,	but	

engineering	these	proteins	for	recognition	of	new	targets	remains	a	significant	

challenge	[18].	Nanobodies,	on	the	other	hand,	present	an	ideal	target	recognition	

element	for	the	study	of	cellular	proteins.	Nanobodies	comprise	the	monomeric	
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antigen-recognition	domain	of	Camelid	heavy-chain	only	antibodies.	In	addition	to	

being	easily	customized	to	recognize	new	targets	from	immunized	Camelids	[19]–

[24]	and	selection	from	display	libraries	[25]–[30], nanobodies	are	small,	stable,	and	

easily	expressed	in	cells	[31],	[32].	Due	to	their	unique	structure	and	increased	

hypervariable	regions,	nanobodies	also	present	an	increased	repertoire[33]–[36]	of	

potential	targets	compared	to	conventional	antibodies.	

The	ideal	target	recognition	properties	of	nanobodies	were	recently	

exploited	for	development	of	the	NanoDeg,	a	platform	technology	for	targeted,	post-

translational	depletion	of	cellular	proteins	[37].	The	NanoDeg	consists	of	a	

molecular	recognition	unit	provided	by	the	nanobody	(VHH)	and	a	degradation	

signaling	unit	provided	by	a	degron.	The	nanobody	mediates	recognition	of	the	

target	with	high	specificity	and	selectivity	and	can	be	engineered	to	target	virtually	

any	cellular	protein	[38].	The	degron	determines	the	rate	of	degradation	of	the	

nanobody-target	complex	and	can	be	customized	to	convey	susceptibility	to	

different	pathways	of	proteasomal	degradation	and	with	tunable	rate	of	degradation	

(Figure	1.1A).	

	

Figure 1.1 The NanoDeg Platform. (A) Schematic representation of the NanoDeg 
platform. (B) Mechanism of NanoDeg-mediated degradation of GFP. The reaction is 

A B

VHH + GFP              VHH-GFP

aVHH

gVHH
koff

kon
aGFP

gGFP ! ⋅ gVHH

irfpvhh deg

gfp
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based on synthesis of VHH and GFP (rates aVHH and aGFP), formation of VHH–GFP 
complex (association rate constant kon and dissociation rate constant koff), 
degradation of VHH and GFP (rates gVHH and gGFP), and degradation of VHH–GFP 
complex (rate 𝑓⋅gVHH, where 𝑓 is a degradation coefficient). 

A	predictive,	mathematical	model	of	NanoDeg-mediated	depletion	of	GFP	

was	developed	and	experimentally	validated.	This	model	describes	the	

concentration	of	VHH,	GFP	and	the	VHH-GFP	complex	as	dependent	on	the	species-

specific	rates	of	synthesis	(a)	and	degradation	(g),	and	on	the	rate	of	dilution	due	to	

cell	division	(µ).	The	model	is	based	on	the	assumptions	that	(1)	the	rate	of	

degradation	of	VHH	is	determined	by	the	specific	degron	used	to	build	the	NanoDeg,	

(2)	VHH	binds	reversibly	to	GFP,	and	(3)	the	rate	of	degradation	of	the	VHH-GFP	

complex	is	proportional	to	that	of	VHH	(Figure	1.1B).	The	model	was	validated	by	

modulating	the	most	sensitive	parameters:	the	rate	of	synthesis	of	VHH	(aVHH),	the	

rate	of	synthesis	of	GFP	(aGFP),	and	the	rate	of	degradation	of	VHH	(gVHH).	Equipped	

with	a	predictive	model	for	controlling	cellular	protein	levels,	The	NanoDeg	is	a	

powerful,	plug-and-play	platform	that	provides	exquisite	control	of	target	protein	

depletion.		

In	this	thesis,	I	have	employed	post-translational	protein	regulation	via	

engineered	nanobodies	to	achieve	dynamic	and	spatial	control	over	cellular	

proteins.	I	first	illustrate	the	use	of	the	NanoDeg	platform	to	improve	the	dynamic	

range	and	temporal	resolution	of	input-dependent	reporter	systems.	This	was	

achieved	by	integrating	a	reporter	specific	NanoDeg	into	a	genetic	circuit	through	a	

feedforward	loop	to	generate	an	improved	heat-shock	reporter	system.	To	enhance	

temporal	control	of	genetic	networks,	I	investigated	strategies	to	use	the	NanoDeg	
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to	control	the	oscillatory	behavior	of	a	range	of	different	circuit	topologies.	Finally,	I	

developed	a	nanobody-based	platform	to	control	the	subcellular	localization	of	

target	proteins	(NanoLoc).	I	experimentally	demonstrated	the	use	of	this	platform	to	

selectively	localize	a	target	to	multiple	cellular	compartments	and	investigated	

different	circuit	architectures	for	dynamic	control	of	target	localization	to	different	

compartments.	Combining	nanobody-mediated	localization	and	degradation	with	

orthogonal	transcriptional	regulation	I	developed	a	nanobody-based	toolkit	to	

achieve	spatial	and	temporal	control	of	target	protein	levels.	
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Chapter 2 

Objectives 

The	overarching	goal	of	this	study	was	to	generate	synthetic	post-

translational	tools	that	provide	temporal	and	spatial	control	over	cellular	proteins	

and	can	be	generally	used	to	characterize	and	manipulate	mammalian	genetic	

networks.	

Objective	1:	Enhancing	the	dynamic	resolution	of	input-responsive	

reporter	systems	through	input-dependent	post-translational	control	of	the	

reporter	output.	The	use	of	synthetic	orthogonal	circuits	for	detection	of	dynamic	

cellular	behaviors	has	been	limited	by	the	remarkable	stability	of	conventional	

reporters.	While	providing	an	appealing	feature	for	signal	detection,	the	long	half-

life	of	reporters	such	as	GFP	is	typically	not	ideal	to	measure	transient	signals	and	

dynamic	behaviors.	The	goal	of	this	study	was	to	use	post-translational	regulation	

for	the	design	of	input-dependent	circuits	that	produce	output	signals	with	

enhanced	dynamic	range	and	superior	dynamic	resolution	of	the	input.	This	goal	
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was	achieved	using	the	NanoDeg	to	attain	input-dependent	depletion	of	a	GFP	

reporter.	To	identify	the	ideal	circuit	architecture	that	allows	placing	both	the	GFP	

output	and	the	GFP-specific	NanoDeg	under	control	of	a	common	input,	feedforward	

loop	topologies	were	explored	and	compared	to	conventional	reporters	directly	

controlled	by	the	input.	The	topologies	explored	provide	regulation	of	GFP	levels	not	

only	through	input-dependent	transcriptional	activation	but	also	input-dependent	

degradation.	The	coherent-feedforward	loop	topology	was	found	to	provide	ideal	

features	and	was	implemented	experimentally	by	building	a	heat-sensitive	reporter.	

The	design	features	of	this	circuit	that	result	in	detection	of	the	cell	response	with	

maximal	output	dynamic	range	and	dynamic	resolution	of	the	heat	shock	were	also	

explored.	The	method	reported	provides	the	design	rules	of	a	novel	synthetic	

biology	module	that	will	be	generally	useful	to	build	complex	genetic	networks	for	

enhanced	detection	of	highly	dynamic	behaviors.		

Objective	2:	Controlling	the	dynamic	behavior	of	oscillatory	genetic	

networks	through	post-translational	modulation	of	network	components.	

Many	essential	functions	in	biological	systems,	including	cell	cycle	progression	and	

circadian	rhythm	regulation,	are	governed	by	periodic	behaviors	of	specific	

biomolecules.	These	periodic	behaviors	arise	from	the	precise	arrangement	of	

components	in	biomolecular	networks	that	generate	oscillatory	output	signals.	The	

dynamic	properties	of	individual	components	of	these	networks,	such	as	maturation	

delay	and	degradation	rates,	often	play	a	key	role	in	determining	the	network	

oscillatory	behavior.	The	goal	of	this	study	was	to	explore	the	post-translational	

modulation	of	network	components	to	generate	and	perturb	oscillatory	behaviors.	
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To	achieve	this	goal,	I	used	the	NanoDeg	platform	to	control	the	degradation	rates	of	

network	components	and	predicted	the	effect	of	post-translational	depletion	of	

network	components	on	the	behavior	of	a	series	of	proto-oscillating	network	

topologies.	I	modeled	the	behavior	of	two	main	classes	of	oscillator	topologies,	

relaxation	oscillators	(the	activator-repressor	and	the	Goodwin	oscillator)	and	ring	

oscillator	(repressilators).	I	identified	two	main	mechanisms	by	which	non-

oscillating	networks	could	be	induced	to	oscillate	by	post-translational	modulation	

of	network	components:	increasing	the	separation	of	timescales	and	mitigating	the	

leaky	expression	of	network	components.	This	work	demonstrates	control	of	

protein	degradation	rates	as	a	strategy	to	modulate	existing	oscillatory	signals	and	

construct	oscillatory	networks,	and	the	NanoDeg	provides	the	means	to	

experimentally	achieve	facile,	post-translational	regulation	of	protein	degradation	

rates.	This	work	also	establishes	a	framework	to	explore	the	use	of	existing	tools	for	

post-translational	perturbations	of	biomolecular	networks	to	generate	specific	

oscillatory	network	behaviors.	

Objective	3:	Developing	a	platform	for	spatial	and	temporal	control	of	

cellular	proteins	through	post-translational	control	of	target	localization	and	

degradation.	Mammalian	cells	process	information	through	coordinated	

spatiotemporal	regulation	of	proteins.	Engineering	cellular	networks	thus	relies	on	

efficient	tools	for	regulating	protein	levels	in	specific	subcellular	compartments.	To	

address	the	need	to	manipulate	the	extent	and	dynamics	of	protein	localization,	I	

developed	a	platform	technology	for	target-specific	control	of	cellular	destination.	

This	platform	is	based	on	bifunctional	molecules	comprising	a	target-specific	
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nanobody	and	universal	sequences	determining	target	subcellular	localization	or	

degradation	rate.	I	demonstrated	that	nanobody-mediated	localization	depends	on	

the	expression	level	of	the	target	and	the	nanobody,	and	the	extent	of	target	

subcellular	localization	can	be	regulated	by	combining	multiple	target-specific	

nanobodies	with	distinct	localization	or	degradation	sequences.	I	also	show	that	this	

platform	for	nanobody-mediated	target	localization	and	degradation	can	be	

regulated	transcriptionally	and	integrated	within	genetic	circuits	to	achieve	the	

orthogonal	control	over	spatial	regulation	of	target	proteins.	
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Chapter 3 

 Input-dependent post-translational 
control of the reporter output 

enhances dynamic resolution of 
mammalian signaling systems 

This	work	is	published	in	Methods	in	Enzymology	(Jayanthi,	B.,	Zhao,	W.,	and	

Segatori,	L.	Input-dependent	post-translational	control	of	the	reporter	output	

enhances	dynamic	resolution	of	mammalian	signaling	systems.	Methods	in	enzymology	

2019,	622,	1-27.)	

3.1. Introduction	

Green	fluorescent	protein	(GFP)	is	widely	used	to	quantify	gene	expression	in	

live	cells	[39],	[40].	The	gene	encoding	GFP	is	typically	placed	under	control	of	a	
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regulated	promoter	that	is	sensitive	to	a	specific	environmental	cue	or	intracellular	

signal	[41],	[42]	and	cellular	fluorescence	monitored	to	obtain	a	quantitative	

measurement	of	the	promoter	activity.	As	most	commonly	used	reporters,	whether	

fluorescent,	luminescent,	or	enzymatic,	GFP	is	a	highly	stable	protein	with	a	

reported	half-life	of	~26	hours	[43],	which	is	generally	useful	for	detection	of	

stimuli	of	limited	intensity.	In	many	cell	types,	however,	GFP	half-life	is	greater	than	

the	cell	doubling	time,	resulting	in	decay	of	the	fluorescence	signal	that	is	often	

governed	by	dilution	due	to	cell	division,	rather	than	by	changes	in	promoter	

activity,	and	that	fails	to	provide	an	accurate	measurement	of	the	input	dynamics.	As	

a	result,	GFP	is	not	an	ideal	reporter	for	monitoring	the	response	time	of	transient	

signals,	particularly	when	focusing	on	the	dynamic	behavior	associated	with	

removal	of	the	input	[44],	[45].	Furthermore,	ideal	reporter	systems	generate	

output	signals	with	large	dynamic	range,	which	facilitates	detection	of	small,	but	

often	biologically	relevant	changes	in	gene	expression	[46]–[48].	The	high	basal	

expression	characteristic	of	many	mammalian	signaling	networks	limits	the	

dynamic	range	of	reporter	systems	designed	to	interface	with	the	signaling	input	

[49].	Moreover,	in	situations	where	the	basal	expression	is	high,	GFP	stability	can	

lead	to	protein	crowding	that	has	the	potential	to	effect	the	correlation	between	GFP	

concentration	and	GFP	fluorescence	[50].		

To	improve	the	sensitivity	of	GFP	as	a	reporter	of	dynamic	cellular	behaviors,	

reduced	half-life	variants	such	as	destabilized	GFP	variants	(dGFP)	have	been	

generated	by	fusing	GFP	to	destabilizing	tags	or	protein	signaling	domains	that	
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confer	susceptibility	to	degradation	to	the	resulting	fusion	protein	[13],	[43].	As	a	

result,	reporter	systems	based	on	the	reduced	half-life	dGFP	present	faster	response	

times	[13],	[43],	[51]–[54].		The	use	of	unstable	GFP	variants	results	in	shorter	times	

to	reach	steady	state	compared	to	stable	GFP	and	does	not	usually	affect	the	signal	

dynamic	range,	as	the	reduction	in	GFP	steady-state	levels	is	independent	of	the	

system	dynamics	[55],	[56].	Destabilized	GFP	variants	may	lead	to	enhancement	of	

the	output	dynamic	range	in	cases	where	the	input	is	applied	for	a	time	interval	

shorter	than	that	needed	for	GFP	levels	to	reach	steady	state,	but	they	typically	

produce	low	absolute	signal	outputs	[57],	which	are	not	ideal	for	sensing	

applications.	These	observations	point	to	the	need	for	novel	circuit	design	strategies	

to	enhance	dynamic	resolution	of	the	input	without	sacrificing	the	output	dynamic	

range.		

In	the	present	chapter,	I	investigated	the	use	of	input-regulated,	NanoDeg-

mediated	control	of	GFP	levels	to	improve	the	design	of	input-dependent	circuits.	

Because	post-translational	control	of	GFP	mediated	by	the	NanoDeg	occurs	over	

timescales	faster	than	the	transcriptional	events	mediating	GFP	expression	[8],	I	

explored	strategies	for	integration	of	the	NanoDeg	into	input-dependent	circuits	

with	the	ultimate	goal	to	attain	input-dependent	post-translational	control	of	GFP	

levels.	To	this	end,	I	explored	feedforward	loops,	which	are	a	class	of	network	motifs	

frequently	observed	across	biological	systems	[58]	and	comprise	two	parallel	input-

controlled	regulation	paths.	Each	feedforward	loop	affects	the	output	through	a	

direct	and	an	indirect	regulation	path	[59].	Feedforward	loops	can	be	further	
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classified	as	coherent	or	incoherent.	In	coherent	feedforward	loops	(CFFLs),	the	

direct	and	indirect	regulation	paths	have	the	same	effect	on	the	output.	In	

incoherent	feedforward	loops	(IFFLs),	the	two	paths	are	based	on	opposite	

regulatory	mechanisms,	resulting	in	antagonistic	effects	on	the	output	[59].	Such	

feedforward	motifs	constitute	the	simplest	circuit	topologies	that	allow	integrating	

transcriptional	and	post-translational	control	of	GFP.	This	dual	control	results	in	

direct	input-dependent	control	of	GFP	and	indirect	input-dependent	control	of	the	

NanoDeg,	such	that	post-translational	regulation	of	the	GFP	output	mediated	by	the	

NanoDeg	is	under	control	of	the	input.			

Herein,	mathematical	modeling	analyses	revealed	optimal	integration	of	the	

NanoDeg	can	be	achieved	through	a	CFFL	leading	to	a	NanoDeg	Inverter	

configuration	that	improves	both	the	output	response	time	and	dynamic	range.	This	

topology	was	experimentally	implemented	by	building	a	cell	based	sensor	of	

moderate	hyperthermia	based	on	a	minimal	heat-shock	promoter	derived	from	the	

human	hsp70B	gene	[60]–[62].	

3.2. The	NanoDeg	as	a	module	for	genetic	circuits	

While	the	NanoDeg	platform	is	potentially	useful	to	investigate	the	function	

of	any	cellular	protein	through	the	design	of	NanoDeg	derivatives	based	on	target-

specific	VHHs	and	degron	with	desired	degradation	rate,	the	GFP-specific	NanoDeg	

can	be	specifically	used	to	modulate	GFP	levels	in	the	context	of	synthetic	networks	
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designed	to	link	GFP	output	to	complex	dynamic	behaviors.	The	output	signal	of	

gene	circuits	typically	provides	an	accurate	measurement	of	the	input-dependent	

activation	kinetics.	The	output	decay,	however,	is	likely	to	depend	on	the	reporter’s	

half-life,	with	stable	reporters	providing	poor	indicators	of	the	input	decay	[40].	

Reducing	the	reporter’s	half-life	via	genetic	engineering	partly	alleviates	this	issue,	

but	also	significantly	reduces	the	concentration	of	the	reporter,	which	may	affect	

detection	[57].	To	enhance	dynamic	control	of	a	GFP	reporter	and	generate	a	

reporter	that	recapitulates	the	input	dynamics	with	high	fidelity,	I	integrated	the	

NanoDeg	within	an	input-dependent	circuit	generating	a	GFP	output	signal.		

I	compared	the	GFP	output	of	conventional	reporters	based	on	expression	of	

GFP	(Figure	3.1	Schematic	representation	of	genetic	network	motifs. (A)	Direct	GFP	

reporter.	(B)	Direct	destabilized	GFP	(dGFP)	reporter.	(C)	NanoDeg	Activator	

topology	based	on	the	IFFL	motif.	(D)	NanoDeg	Inverter	topology	based	on	the	CFFL	

motif.	Arrows	indicate	a	positive	regulation;	blunt	lines	indicate	negative	

regulation.A)	or	dGFP	(Figure	3.1B)	under	the	control	of	the	input,	to	the	simplest	

topologies	designed	to	place	the	NanoDeg,	in	addition	to	GFP,	under	the	control	of	

the	input	through	the	use	of	feedforward	loops	(Figure	3.1C	and	D).		

Integrating	the	NanoDeg	under	the	control	of	a	positive	transcriptional	

regulator	that	is,	in	turn,	transcriptionally	activated	by	the	input	results	in	an	IFFL-

based	circuit	(NanoDeg	Activator)	that	mediates	input-dependent	activation	of	GFP	

expression	and	input-dependent	activation	of	an	activator	of	the	NanoDeg	(Figure	
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3.1C).	IFFLs	are	commonly	found	in	biological	signaling	networks	that	provide	

adaptive	response	[63],	[64].	The	NanoDeg	Activator	topology	could	thus	be	used	to	

engineer	circuits	with	IFFL-like	behavior	based	on	post-translational	regulation	to	

accurately	investigate	the	adaptive	response	to	biologically	relevant	stimuli.		

	

Figure 3.1 Schematic representation of genetic network motifs. (A) Direct GFP 
reporter. (B) Direct destabilized GFP (dGFP) reporter. (C) NanoDeg Activator 
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topology based on the IFFL motif. (D) NanoDeg Inverter topology based on the CFFL 
motif. Arrows indicate a positive regulation; blunt lines indicate negative regulation. 

The	NanoDeg	can	also	be	integrated	through	an	inverter	topology	such	that	

the	NanoDeg	is	under	the	control	of	a	negative	transcriptional	regulator	that	is,	in	

turn,	transcriptionally	activated	by	the	input.	The	NanoDeg	Inverter	results	in	input-

dependent	activation	of	GFP	expression	and	input-dependent	activation	of	a	

repressor	of	the	NanoDeg,	thus	generating	a	CFFL-based	circuit	that	leads	to	

inversion	of	NanoDeg	expression	with	respect	to	the	input	(Figure	3.1D).	The	CFFL	

of	the	NanoDeg	Inverter	topology	results	in	a	two-branched	input-dependent	

mechanism	of	GFP	control:	direct	GFP	activation	and	direct	repressor	activation	

followed	by	indirect	NanoDeg	repression.	As	discussed	above,	the	stability	of	GFP	

limits	its	use	as	a	reporter	of	biological	behaviors	characterized	by	fast	turnover	of	

relevant	components	[65].	The	two-branched	NanoDeg	Inverter	topology,	on	the	

other	hand,	is	expected	to	ensure	fast	turnover	of	the	GFP	reporter	through	

NanoDeg-mediated	degradation,	while	maintaining	a	large	dynamic	range	of	the	

GFP	output	signal.	

3.2.1. Mathematical	model	of	input-dependent	NanoDeg	reporter	circuits	

The	NanoDeg-based	circuit	topologies	were	first	compared	by	simulating	the	

GFP	output	of	each	topology	given	an	input	of	fixed	duration	and	intensity	using	a	

mathematical	model	based	on	ordinary	differential	equations	describing	the	

concentration	of	the	species	involved	[66].	All	species	concentration	profiles	were	
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derived	as	dependent	on	rate	of	synthesis	(a),	rate	of	degradation	(g),	and	rate	of	

cell	dilution	due	to	cell	growth	(µ).	The	input	was	introduced	using	a	generalized	

inducible	promoter	model	with	exponential	transitions	between	basal	expression	

(Poff)	and	maximum	expression	(Pmax)	that	follow	a	rate	of	activation	(bA)	from	basal	

to	maximum	activity	induced	by	an	input	of	duration	(t)	and	a	rate	of	deactivation	

(bD)	from	the	maximum	to	basal	activity	after	removal	of	the	input	(Equation	3.2.1).	

The	input	was	simulated	through	the	activation	of	an	inducible	promoter	that	

controls	the	expression	of	GFP	by	affecting	the	rate	of	synthesis	(aGFP).	The	direct	

reporter	configurations	(Figure	3.2A	and	B)	were	evaluated	by	modeling	the	

expression	of	GFP	as	the	product	of	the	rate	of	synthesis	and	a	coefficient	that	

accounts	for	the	effect	of	the	inducible	promoter	(Pon×aGFP)	(Equation	3.2.2).	The	

direct	reporter	based	on	the	dGFP	was	modeled	by	adjusting	GFP	degradation	rate.		
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Figure 3.2 Mathematical model of the genetic network motifs. Diagrams of the 
models used in this work. The input is modeled assuming an inducible promoter 
with basal activity (Poff), maximal activity (Pmax), activation rate (𝛽A), and deactivation 
rate (𝛽D). (A) In the direct GFP reporter, GFP depends on the synthesis rate 𝛼GFP and 
degradation rate 𝛾GFP. (B) In the dGFP reporter, dGFP depends on the synthesis rate 
𝛼GFP and degradation rate 𝛾dGFP. (C) In the NanoDeg Activator reporter, both GFP and 
tTAdeg are under control of an inducible promoter and depend on the synthesis rates 
𝛼GFP	 and	 𝛼tTA, and degradation rates 𝛾tTA and 𝛾GFP. The expression of the VHH 
depends on 𝛼0, tTAdeg-TO binding with cooperativity n and equilibrium dissociation 
constant Kda, tTAdeg-Tc biding with equilibrium dissociation constant Kd, and 
degradation with rate 𝛾VHH. The expression of GFP and VHH is also affected by 
formation of the VHH-GFP complex with association rate constant kon and 
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dissociation rate constant koff, and degradation of the VHH-GFP complex with rate 
𝑓⋅𝛾VHH. (D) In the NanoDeg Inverter reporter, both GFP and TetRdeg are under control 
of an inducible promoter and depend on the synthesis rates 𝛼GFP	 and	 𝛼TetR, and 
degradation rates 𝛾GFP and 𝛾TetR. The expression of the VHH depends on 𝛼0, TetRdeg-
TO binding with cooperativity n and equilibrium dissociation constant Kdr, TetRdeg-
Tc biding with equilibrium dissociation constant Kd, and degradation with rate 𝛾VHH. 
The expression of GFP and VHH is also affected by formation and degradation of 
the VHH-GFP complex as in C. 

The	NanoDeg	Activator	topology	(Figure	3.2C,	Equation	3.2.3)	was	evaluated	

by	modeling	the	expression	of	both	GFP	and	the	tetracycline	transactivator	(tTA)	

[67]	as	dependent	on	their	rate	of	synthesis	(Pon×aGFP	and	Pon×atTA),	with	GFP	also	

being	affected	by	association	and	dissociation	of	VHH	and	GFP	governed	by	the	rate	

constants	kon	and	koff.	The	expression	of	the	NanoDeg	was	modeled	as	dependent	on	

the	rate	of	synthesis	regulated	by	tTA	following	a	Hill	Function	for	an	activator	with	

Hill	Coefficient	(n),	rate	of	synthesis	due	to	leakiness	(a0),	and	equilibrium	

dissociation	constant	of	tTA	binding	to	the	TO	sequence	(Kda)	[68].	The	NanoDeg	

concentration	profile	is	also	dependent	on	the	rate	of	association	and	dissociation	of	

the	VHH-GFP	complex.	

The	NanoDeg	Inverter	topology	(Figure	3.2D,	Equation	3.2.4)	was	evaluated	

using	a	similar	approach	with	the	expression	of	GFP	and	the	tetracycline	repressor	

(TetR)	dependent	on	their	rate	of	synthesis	(Pon×aGFP	and	Pon×aTetR),	and	with	GFP	

also	affected	by	association	and	dissociation	of	VHH	and	GFP	governed	by	the	rate	

constants	kon	and	koff.	The	expression	of	the	NanoDeg	was	modeled	as	dependent	on	

the	rate	of	synthesis	regulated	by	TetR	following	a	Hill	Function	for	a	repressor	with	

Hill	Coefficient	(n),	rate	of	synthesis	due	to	leakiness	(a0),	and	equilibrium	
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dissociation	constant	of	TetR	binding	to	the	TO	sequence	(Kdr).	The	NanoDeg	

concentration	profile	is	also	dependent	on	the	rate	of	association	and	dissociation	of	

the	VHH-GFP	complex.		

The	NanoDeg-based	circuits	should	be	based	on	short	half-life	transcriptional	

regulators	(TetR	and	tTA)	to	ensure	that	GFP	output	dynamics	reflects	the	nature	of	

the	input	and	is	not	controlled	by	the	half-life	of	the	regulators.	The	degradation	rate	

of	TetR	and	tTA	was	thus	modeled	as	the	expected	degradation	rate	of	ODC(D12A)-

tagged	TetR	and	tTA	variants	[37].	Other	short	half-life	components	(i.e.,	the	VHH	

and	dGFP)	were	also	modeled	as	having	the	degradation	rate	of	an	ODC(D12A)-

tagged	derivative.	

Equation 3.2.1 Input-dependent promoter activity. 

P+,(t) = 	1
P+22 t < t4

P+22	 + (P678 − P+22):1 − e=>?(@=@A)B t4 < t < τ + t4
P+22	 + (P+,(τ) − P+22)e=>D:@=(EF@A)B) t > τ + t4

	

Equation 3.2.2 Direct Reporter topologies. 

𝑑[𝐺𝐹𝑃]
𝑑𝑡 = 	𝛼OPQ ∙ 𝑃ST(𝑡) − (𝛾OPQ/VOPQ + 𝜇)[𝐺𝐹𝑃]	

Equation 3.2.3 The NanoDeg Activator topology. 

𝑑[𝐺𝐹𝑃]
𝑑𝑡 = 	𝛼OPQ ∙ 𝑃ST(𝑡) − (𝛾OPQ + 𝜇)[𝐺𝐹𝑃] − 𝑘ST[𝑉𝐻𝐻][𝐺𝐹𝑃] + 𝑘S[[[𝑉𝐻𝐻:𝐺𝐹𝑃]	

𝑑[𝑡𝑇𝐴]
𝑑𝑡 = 	𝛼_`a ∙ 𝑃ST(𝑡) − (𝛾_`a + 𝜇)[𝑡𝑇𝐴]	
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𝑑[𝑉𝐻𝐻]
𝑑𝑡 = 	𝛼bcc ∙ 𝑝𝑇𝑅𝐸 g

[𝑡𝑇𝐴]T + 𝛼4
𝛼bcc

∙ 𝐾ViT

𝐾ViT + [𝑡𝑇𝐴]T
j	−	(𝛾bcc + 𝜇)[𝑉𝐻𝐻] − 𝑘ST[𝑉𝐻𝐻][𝐺𝐹𝑃] + 𝑘S[[[𝑉𝐻𝐻:𝐺𝐹𝑃]	

𝑑[𝑉𝐻𝐻:𝐺𝐹𝑃]
𝑑𝑡 = 	𝑘ST[𝑉𝐻𝐻][𝐺𝐹𝑃] − 𝑘S[[[𝑉𝐻𝐻:𝐺𝐹𝑃] − (𝑓 ∙ 𝛾bcc + 𝜇)[𝑉𝐻𝐻:𝐺𝐹𝑃]	

Equation 3.2.4 The NanoDeg Inverter topology. 

𝑑[𝐺𝐹𝑃]
𝑑𝑡 = 	𝛼OPQ ∙ 𝑃ST(𝑡) − (𝛾OPQ + 𝜇)[𝐺𝐹𝑃] − 𝑘ST[𝑉𝐻𝐻][𝐺𝐹𝑃] + 𝑘S[[[𝑉𝐻𝐻:𝐺𝐹𝑃]	

𝑑[𝑇𝑒𝑡𝑅]
𝑑𝑡 = 	𝛼`l_m ∙ 𝑃ST(𝑡) − (𝛾`l_m + 𝜇)[𝑇𝑒𝑡𝑅]	

𝑑[𝑉𝐻𝐻]
𝑑𝑡 = 	𝛼bcc ∙ 𝑝𝑇𝑂o

1 + 𝛼4
𝛼bcc

p[𝑇𝑒𝑡𝑅]𝐾Vq
r
T

1 + p[𝑇𝑒𝑡𝑅]𝐾Vq
r
T s − (𝛾bcc + 𝜇)[𝑉𝐻𝐻] − 𝑘ST[𝑉𝐻𝐻][𝐺𝐹𝑃] + 𝑘S[[[𝑉𝐻𝐻:𝐺𝐹𝑃]	

𝑑[𝑉𝐻𝐻:𝐺𝐹𝑃]
𝑑𝑡 = 	𝑘ST[𝑉𝐻𝐻][𝐺𝐹𝑃] − 𝑘S[[[𝑉𝐻𝐻:𝐺𝐹𝑃] − (𝑓 ∙ 𝛾bcc + 𝜇)[𝑉𝐻𝐻:𝐺𝐹𝑃]	

Parameter Description Value Source 
Pmax Inducible promoter 

maximum activity  
36  [69], [70] 

Poff Inducible promoter        
basal activity  

3.6  This work 

bA Inducible promoter 
activation rate 

5 nM h-1 Arbitrary value 

bD Inducible promoter 
deactivation rate 

1 nM h-1 Arbitrary value 

Pon Inducible promoter 
activity at time t 

Variable This work 

aGFP GFP synthesis rate 1 nM h-1 Assuming 
synthesis rate is 

equal to Pon 
(Equation	3.2.1) 

gGFP GFP degradation rate 0.0267 h-1 [70] 

µ Cell dilution rate 0.0385 h-1 [70] 

gdGFP dGFP degradation rate 0.7534 h-1 [37] 

aVHH VHH synthesis rate  281 nM h-1 [37] 
gVHH VHH degradation rate 0.7534 h-1 [37] 
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kon VHH-GFP association 
rate constant 

2.7648 nM-1 h-1 [37] 

koff VHH-GFP dissociation 
rate constant 

0.6264 h-1 [37] 

f Degradation coefficient 
of VHHODC-GFP 

complex 

0.414 [37] 

atTA tTA synthesis rate 1 nM h-1 Assuming 
synthesis rate is 

equal to Pon 
(Equation	3.2.1) 

a0-tTA Leakiness of inducible 
VHH 

5 nM h-1 [70] 

ntTA Cooperativity of tTA-
TO binding 

2 [70] 

Kda tTA-TO equilibrium 
dissociation constant 

3.0 nM [70] 

aTetR TetR synthesis rate  1 nM h-1 Assuming 
synthesis rate is 

equal to Pon 
(Equation	3.2.1) 

a0-TetR Leakiness of repressible 
VHH 

5 nM h-1 [70] 

nTetR Cooperativity of TetR-
TO binding 

2 [70] 

Kdr TetR-TO equilibrium 
dissociation constant 

3.0 nM [70] 

Table 3.2.1 Parameters used in input-dependent NanoDeg circuit simulations 

The	basal	steady-state	levels	of	GFP	(in	the	absence	of	input)	were	used	as	

initial	conditions	for	simulations	of	total	GFP	levels	upon	introduction	of	the	input,	

which	were	quantified	as	free	GFP	for	the	direct	reporters	and	as	the	sum	of	free	

GFP	and	VHH-GFP	complex	concentrations	for	NanoDeg	Inverter	and	NanoDeg	

Activator	topologies.	All	topologies	were	simulated	by	evaluating	GFP	output	as	a	

function	of	time	with	the	input	introduced	at	t	=	5	hours	for	t	=	75	hours,	and	using	

the	parameters	listed	in	Table	3.2.1(Figure	3.3A).	GFP	dynamic	range	was	calculated	
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by	normalizing	the	GFP	levels	at	each	time	point	to	the	GFP	levels	immediately	

before	introduction	of	the	input	for	each	circuit	(Figure	3.3B).	

As	expected,	the	GFP	signal	of	the	reporter	based	on	dGFP	presents	improved	

dynamic	resolution	of	the	input	decay	and	reduced	absolute	output	signal	compared	

to	the	reporter	based	on	stable	GFP.	Specifically,	the	dGFP	based	reporter	displays	a	

6-fold	reduction	in	the	response	time	(defined	as	the	time	of	decay	to	half	of	the	

maximum	GFP	levels)	at	the	expense	of	a	marked	reduction	in	absolute	GFP	levels	

(Figure	3.3A).	The	dynamic	range	did	not	differ	significantly	between	the	two	

reporters	as	it	arises	from	a	proportional	reduction	in	both	induced	and	non-

induced	(basal)	levels	of	dGFP	compared	to	stable	GFP	(Figure	3.3B).		

The	NanoDeg	Activator	and	NanoDeg	Inverter	topologies	are	designed	to	

achieve	input-mediated	control	of	GFP	at	the	post-translational	level:	input-induced	

activation	of	GFP	degradation	through	the	NanoDeg	Activator	topology	and	input-

induced	repression	of	GFP	degradation	through	the	NanoDeg	Inverter	topology.	In	

the	NanoDeg	Activator	configuration,	activation	of	NanoDeg-mediated	degradation	

results	in	dramatic	reduction	in	GFP	steady-state	levels	compared	to	the	direct	GFP	

reporter	(Error!	Reference	source	not	found.A).	
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Figure 3.3 Comparison of network motifs. (A) Total GFP output of the topologies 
modeled as described in Figure 3.2 simulated using Matlab. GFP expression was 
simulated for 120 hours with a 75 hour input duration (𝜏, indicated with an arrow) 
starting at time t = 5 hours. Steady-state levels of GFP in the absence of the input 
were used as initial conditions. Total GFP is calculated as either free GFP (for GFP 
and dGFP), or as the sum of free GFP and VHH-GFP complex (for the NanoDeg 
Activator and NanoDeg Inverter). (B) GFP dynamic range of the topologies modeled 
as shown in Figure 3.2 simulated as descried in A and calculated by normalizing 
the total GFP values to the total GFP in the absence of the input.  

Because	the	basal	GFP	levels	are	also	reduced,	the	dynamic	range	of	GFP	output	

upon	introduction	of	the	input	is	comparable	to	that	of	the	direct	reporter.	The	

response	time	of	the	NanoDeg	Activator	circuit,	however,	is	significantly	improved	

compared	to	the	direct	GFP	reporter	due	to	post-translational	depletion	of	GFP	

resulting	in	GFP	decay	similar	to	that	of	the	dGFP	reporter	(Figure	3.3B).		

Repression	of	NanoDeg-mediated	degradation	in	the	NanoDeg	Inverter	

configuration	results	in	GFP	steady-state	levels	comparable	to	those	of	the	direct	

GFP	reporter	upon	induction	of	the	system,	and	reduced	GFP	levels	under	basal	

conditions	and	upon	removal	of	the	input	(Figure	3.3A),	which	improves	the	output	
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dynamic	range	dramatically	(Figure	3.3B).	Moreover,	NanoDeg-mediated	

degradation	also	improves	the	output	response	time	due	to	post-translation	

depletion	of	GFP	(Figure	3.3A	and	B).		

In	summary,	the	NanoDeg	Inverter	configuration	provides	a	topology	that	

enhances	the	dynamic	range	of	an	input-dependent	output	and	dynamic	resolution	

of	the	input.	

3.3. Design	rules	of	the	NanoDeg	Inverter	circuit	topology	

To	define	design	rules	of	the	NanoDeg	Inverter	topology,	I	performed	a	global	

sensitivity	analysis	and	quantified	the	parameter	sensitivities	(Figure	3.4A).	The	

global	sensitivity	analysis	allows	characterizing	the	response	of	the	GFP	output	to	

perturbations	in	the	circuit	parameters,	ultimately	informing	design	optimization.	

To	this	end,	the	model	was	simulated	in	the	COPASI	software	[71].	Parameters	

identified	based	on	the	sensitivity	analysis	that	could	be	actually	altered	

experimentally,	such	as	tetracycline	(Tc)	dosage,	or	through	alterations	in	the	circuit	

design,	such	as	the	NanoDeg	and	TetR	synthesis	and	degradation	rates,	were	further	

explored.	Simulations	of	the	NanoDeg	Inverter	circuit	were	conducted	to	

characterize	the	dynamic	range	(total	GFP	normalized	to	total	GFP	in	the	absence	of	

the	input)	and	the	response	time	(time	to	decay	to	half	of	the	maximum	GFP	levels)	

in	response	to	alterations	in	Tc	dosage,	the	NanoDeg	degradation	rate,	TetR	
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synthesis	and	degradation	rates,	and	the	concentration	of	TO	sequences	(Figure	

3.4B-F).		

Analysis	of	GFP	dynamic	range	as	a	function	of	the	rates	of	degradation	of	

VHH	and	TetR	(gVHH	and	gTetR)	revealed	the	design	constrains	of	the	NanoDeg	

Inverter	circuit	(Figure	3.4B).	There	appear	to	be	lower	and	upper	thresholds	of	

gVHH,	beyond	which	gTetR	does	not	affect	the	output	dynamic	range	and	an	optimum	

gTetR	within	these	limits.	Low	gTetR	values	are	expected	to	result	in	repression	of	the	

NanoDeg,	effectively	generating	a	circuit	regulated	by	TetR	half-life,	and	resulting	in	

a	behavior	that	approaches	that	of	the	direct	GFP	reporter.	Large	gTetR	values,	on	the	

other	hand,	are	expected	to	eliminate	input-mediated	control	of	NanoDeg	

expression,	effectively	placing	GFP	output	under	control	of	a	constitutively	

expressed	NanoDeg	and	resulting	in	a	behavior	that	approaches	that	of	the	direct	

dGFP	reporter	(Figure	3.4B).		

Analysis	of	GFP	response	time	as	a	function	of	the	rates	of	degradation	of	

VHH	and	TetR	(gVHH	and	gTetR)	confirmed	that	the	response	time	is	largely	affected	by	

gTetR	(Figure	3.4C),	which	is	in	agreement	with	the	notion	that	rapid	degradation	of	

TetR	upon	removal	of	the	input	results	in	rapid	expression	of	the	NanoDeg	and	

depletion	of	residual	GFP.	These	results	point	to	a	potential	tradeoff	between	

response	time	and	dynamic	range	of	the	system	(Figure	3.4B	and	C)	and	the	need	to	

carefully	tune	gTetR	and	gVHH	to	avoid	deregulated	depletion	of	GFP,	which	enhances	

the	output	response	time	at	the	expense	of	the	output	dynamic	range.		
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Figure 3.4 Design rules of the NanoDeg Inverter topology. (A) Sensitivity of GFP 
output to perturbations in the NanoDeg Inverter parameters. The sensitivity 
analysis was performed using COPASI software with default parameter step size. 
(B-F) GFP levels of the NanoDeg Inverter simulated for 120 hours. The input is 
introduced at time t = 5 hours for 75 hours.  (B) GFP Dynamic Range as a function 
of NanoDeg degradation rate (𝛾VHH) and TetR degradation rate (𝛾TetR). GFP Dynamic 
Range was calculated by normalizing the total GFP levels upon exposure to the 
input to the total GFP levels prior to exposure to the input. (C) GFP response time 
as a function of NanoDeg degradation rate (𝛾VHH) and TetR degradation rate (𝛾TetR). 
The response time was calculated as the time to decay to half of the maximum total 
GFP value. (D) GFP Dynamic Range as a function of the TO concentration (which is 
proportional to the maximum 𝛼VHH) and TetR synthesis rate (𝛼TetR). (E) GFP response 
time as a function of TO concentration and TetR synthesis rate (𝛼TetR). (F) GFP 
response time as a function of TO concentration and TetR synthesis rate (𝛼TetR) in 
the presence of high (10-7 nM), mid (10-8 nM), and low (10-9 nM) Tc. 

I	next	studied	the	response	of	the	NanoDeg	Inverter	circuit	to	alterations	in	

the	rate	of	TetR	synthesis	(aTetR)	and	the	concentration	of	DNA	operator	(TO	

concentration),	which	is	proportional	to	the	maximum	NanoDeg	synthesis	rate	

(Figure	3.4D).	For	a	given	value	of	aTetR,	the	dynamic	range	increases	as	a	function	of	

TO	concentration	until	a	TO	concentration	that	exceeds	the	TetR	capacity	to	repress	

the	NanoDeg,	effectively	approaching	the	behavior	of	the	direct	dGFP	reporter.	The	

threshold	of	TO	concentration	increases	as	aTetR	increases	with	a	characteristic	

sigmoidal	behavior.	These	modeling	results	also	predict	the	conditions	to	maximize	

GFP	dynamic	range	based	on	the	optimal	TO	concentration	for	expression	of	the	

NanoDeg	in	the	absence	of	the	input	and	optimal	aTetR	for	repression	of	the	NanoDeg	

in	the	presence	of	the	input.		

The	response	time	is	also	affected	by	the	TO	concentration	and	TetR	

synthesis	rate	(Figure	3.4E).	Generally	speaking,	the	response	time	increases	as	a	

function	of	TO	concentration	due	to	incomplete	repression	of	NanoDeg	expression,	
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with	the	lower	limit	of	TO	concentration	increasing	as	a	function	of	aTetR,	reflecting	

the	increase	in	TetR	levels	available	for	TO	repression.	These	results	point	to	a	

design	tradeoff	with	respect	to	TO	concentration	and	TetR	synthesis	rate	and	to	the	

need	to	carefully	tune	TO	concentration	and	aTetR	to	ensure	depletion	of	GFP	levels	

in	the	absence	of	the	input	and	efficient	repression	of	the	NanoDeg	in	the	presence	

of	the	input.			

Tc	dosage	affects	the	binding	equilibrium	of	TetR	and	the	TO	sequence	[68].	

Tc	dosage	is	thus	expected	to	cause	an	apparent	reduction	in	TetR	synthesis	rate,	

resulting	in	modulation	of	the	GFP	response	time	for	a	given	TO	concentration.	

Modeling	prediction	of	the	GFP	response	time	as	a	function	of	TO	concentration	and	

TetR	synthesis	rate	and	in	the	presence	of	increasing	Tc	concertation	confirmed	that	

Tc	dosage	increases	the	output	response	time	(Figure	3.4F).		

3.3.1. Implementation	of	a	heat	shock-inducible	NanoDeg	Inverter	circuit	

The	NanoDeg	Inverter	circuit	was	tested	experimentally	in	cells	expressing	a	

GFP	reporter	of	heat	shock.	HEK293T	cells	were	transduced	for	the	expression	of	

GFP	under	control	of	the	minimal	hsp70B	promoter	[60]–[62]	and	a	stable	

monoclonal	population	selected	(HS-GFP	cells).	To	verify	that	the	NanoDeg	

degradation	rate	affects	GFP	response	time,	the	decay	of	GFP	signal	was	tested	in	

the	context	of	a	series	of	NanoDeg	Inverter	circuits	based	on	NanoDeg	variants	

presenting	mutations	in	the	ODC	tag	expected	to	affect	the	NanoDeg	half-life,	namely	

ODC	(1.3	hours),	ODC(C20A)	(10.8	hours)	and		ODC(D12A)	(0.9	hours)	[37].	HS-GFP	
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cells	were	co-transfected	for	the	expression	of	(i)	TetRODC(D12A)	(a	TetR	variant	

expected	to	display	fast	degradation	rate	[37]	selected	to	ensure	TetR	half-life	does	

not	affect	the	output	dynamics)	under	the	control	of	the	minimal	hsp70B	promoter	

and	linked	to	the	expression	of	a	near-infrared	fluorescent	protein	(eqFP650)	[72]	

through	an	internal	ribosome	entry	site	(IRES)	[73],	and	(ii)	a	NanoDeg	variant	or	

the	parental	VHH	under	the	control	of	the	TetR	regulated	CMV	promoter	containing	

two	repeats	of	the	TO	sequence	downstream	of	the	TATA	box	(CMV/TO)	[74].	Cells	

were	transfected	with	plasmids	for	the	expression	of	TetR	and	the	NanoDeg	in	a	

10:1	ratio	and	exposed	to	the	input	(43°C	for	90	minutes	24	hours	after	

transfection).	GFP	fluorescence	of	eqFP650	fluorescent	cells	was	recorded	as	a	

function	of	time.	GFP	decay	rate,	quantified	between	12	hours	and	18	hours	post-

induction,	was	found	to	correlate	with	the	degradation	rate	of	the	NanoDeg	(Figure	

3.5A).	These	results	confirm	that	the	NanoDeg	degradation	rate	affects	the	GFP	

output	of	the	NanoDeg	Inverter	circuit	and	led	to	the	generation	of	a	stable	cell	line	

expressing	the	NanoDeg	based	on	ODC(D12A)	to	implement	the	complete	heat-

shock	sensitive	NanoDeg	Inverter	circuit.		

A	stable	HEK293T	cell	line	expressing	GFP	and	a	degron-tagged	TetR	variant	

under	the	control	of	a	heat-shock	sensitive	promoter	and	the	NanoDeg	under	the	

control	of	TetR	was	generated	by	first	transducing	HS-GFP	cells	to	integrate	a	

cassette	containing	the	gene	encoding	VHHODC(D12A),	an	IRES,	and	the	gene	encoding	

the	infrared	fluorescent	protein	(iRFP)	[75]	under	control	of	the	CMV/TO	promoter.	
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Figure 3.5 Implementation of a heat shock-inducible NanoDeg Inverter circuit. (A) 
GFP output of stable HEK293T cells expressing GFP under control of the minimal 
hsp70B promoter transiently transfected with TetRODC(D12A)-IRES-eqFP650 under 
control of the minimal hsp70B promoter and VHH variants under control of the 
CMV/TO promoter. Cells were exposed to heat-shock (90 minutes at 43°C) 24 hours 
post-transfection. Transfected cells were analyzed by flow cytometry at 12 hours, 
15 hours, and 18 hours post-heat shock. Relative GFP values were calculated by 
normalizing the mean GFP values of eqFP650+ and GFP+ cells exposed to heat 
shock to the mean GFP values of untreated cells. The relative GFP decay was 
obtained by calculating the slope of the relative GFP values between 12 and 18 
hours. Data are reported as mean ± s.d. (n = 5, *p < 0.05, **p < 0.01, ***p < 0.0001, 
Student’s t-test). (B) GFP fluorescence of stable HEK293T cells expressing the heat 
sensitive NanoDeg Inverter circuit as a function of Tc dosage. Cells were treated 
with Tc for 24 hours prior to heat-shock treatment (90 minutes at 43°C). GFP 
fluorescence was measured by flow cytometry 24 hours post-heat shock. Relative 
GFP values, calculated by normalizing the GFP fluorescence of Tc-treated cells to 
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that of untreated cells, were fit to a Hill function using Matlab nonlinear least-
squares solver. Data are reported as mean ± s.d. (n=3). (C) GFP output of stable 
HEK293T cells expressing GFP or GFPODC(D12A) under control of the minimal hsp70B 
promoter, or stable HEK293T cells expressing the heat sensitive NanoDeg Inverter 
circuit. Cells were treated with Tc for 24 hours prior to exposure to heat-shock (90 
minutes at 43°C, dashed line). Flow cytometry measurements were conducted 
immediately prior to heat-shock (t=0 hours) and every 3 hours between 6 and 48 
hours post-heat shock. Data are reported as mean ± s.d. (n = 3, *p < 0.001, Student’s 
t-test). (D) GFP dynamic range calculated by normalizing the mean GFP values of 
cells treated as in (C) to the mean GFP values prior to heat shock.  

Transduced	cells	were	subsequently	transduced	for	the	expression	of	TetRODC(D12A)-

IRES-eqFP650	under	control	of	the	minimal	hsp70B	promoter.	The	resulting	

polyclonal	population	was	analyzed	by	FACS	to	isolate	single	cells	exhibiting	high	

eqFP650	signal	(corresponding	to	high	TetRODC(D12A	expression)	and	high	iRFP	

signal	(corresponding	to	high	VHHODC(D12A)	expression).	Monoclonal	populations	

were	further	screened	by	flow	cytometry	to	select	a	monoclonal	stable	cell	line	

displaying	maximal	GFP	dynamic	range	(compared	to	the	parental	HS-GFP	cell	line	

not	containing	TetR	and	the	NanoDeg)	and	sensitivity	to	Tc,	which	is	expected	to	

affect	the	expression	of	the	NanoDeg	and	thus	degradation	of	GFP.	The	resulting	

monoclonal	cell	line	containing	the	complete	NanoDeg	Inverter	circuit	was	selected	

for	further	experiments.	A	monoclonal	cell	line	stably	expressing	dGFP	

(GFPODC(D12A))	under	the	control	of	the	minimal	hsp70B	promoter	was	also	generated	

for	comparison.	

3.3.2. Tuning	the	NanoDeg	Inverter	circuit	

To	identify	the	Tc	dosage	that	maximizes	the	circuit	sensitivity	to	heat	shock,	

I	measured	the	GFP	output	of	HEK293T	cells	expressing	the	NanoDeg	Inverter	
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circuit	as	a	function	of	Tc	concentration	in	the	culturing	medium.	Cells	were	exposed	

to	Tc	for	24	hours,	heat	shocked	at	43°C	for	90	minutes	[61],	and	analyzed	by	flow	

cytometry	24	hours	from	the	initial	time	of	exposure	to	heat	shock	to	quantify	GFP	

fluorescence	(Figure	3.5B).	The	experimental	data	were	fit	to	a	Hill	function	for	a	

repressor	with	basal	expression	(F(x))	using	the	least-squares	method.	Noticeably,	

the	resulting	Hill	coefficient	(n)	is	approximately	2,	as	expected	for	a	dimeric	

repressor	[76].		

Cells	expressing	heat	shock	sensitive	GFP,	heat	shock	sensitive	destabilized	

GFPODC(D12A),	or	the	heat	shock	sensitive	NanoDeg	Inverter	circuit	(5	x	104	cells,	24-

well	plates)	were	treated	with	representative	concentrations	of	Tc	(0,	5,	and	25	

ng/mL)	for	24	hours	prior	to	heat	shock	(43°C	for	90	minutes).	Flow	cytometry	

measurements	of	GFP	output	as	a	function	of	time	were	recorded	for	48	hours	from	

the	initial	time	of	exposure	to	the	input	(Figure	3.5C	and	D).	The	maximum	GFP	

output	was	reached	9	hours	post-induction	in	all	circuits	and	independently	of	the	

Tc	dosage.	The	response	time	of	the	NanoDeg	Inverter	in	the	absence	of	Tc	was	

similar	to	that	of	the	GFP-based	direct	reporter	(~15	hours).	This	result	is	expected	

when	the	concentration	of	TetR	is	in	large	excess	compared	to	that	of	the	TO	

sequence	(see	Figure	3.4D	and	E)	and	depletion	of	TetR	to	an	extent	that	results	in	

activation	of	NanoDeg	synthesis	is	slower	than	the	rate	of	degradation	of	GFP.		

Addition	of	Tc	is	expected	to	decrease	the	pool	of	TetR	that	can	bind	to	the	

TO	sequence,	resulting	in	rapid	activation	of	NanoDeg	expression	upon	removal	of	
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the	input.	Culturing	cells	expressing	the	NanoDeg	Inverter	circuit	in	the	presence	of	

5	ng/mL	Tc	decreases	the	response	time	to	approximately	12	hours	and	does	not	

significantly	reduce	the	basal	(0	hours)	or	maximum	(9	hours)	GFP	fluorescence.		

Addition	of	higher	Tc	concentration	(25	ng/mL),	however,	does	significantly	reduce	

both	the	basal	and	maximum	GFP	fluorescence	(Figure	3.5C,	*p	<	0.001,	Student’s	t-

test).	Treatment	with	25	ng/mL	Tc	also	further	enhances	the	response	time	to	

approximately	9	hours,	which	is	the	same	response	time	measured	for	cells	

expressing	GFPODC(D12A).	GFP	dynamic	range	values	were	obtained	by	normalizing	

the	mean	GFP	fluorescence	of	each	sample	to	the	GFP	signal	of	uninduced	cells	for	

each	topology	and	Tc	condition	(Figure	3.5D).	The	GFP	output	dynamic	range	of	

cells	expressing	the	heat	sensitive	NanoDeg	Inverter	was	found	to	be	3-fold	higher	

than	that	of	cells	expressing	the	direct	(GFP)	and	destabilized	(GFPODC(D12A))	

reporters,	regardless	of	Tc	dosage.	In	addition,	the	response	time	of	cells	expressing	

the	NanoDeg	Inverter	circuit	exposed	to	Tc	(25	ng/mL)	(~9	hours)	was	found	to	be	

considerably	shorter	than	that	of	cells	expressing	the	direct	GFP	reporter	(~15	

hours)	due	to	the	rapid	depletion	of	GFP	mediated	by	the	NanoDeg	(Figure	3.5D).	

These	results	demonstrate	that	the	NanoDeg	Inverter	circuit	provides	a	robust	

topology	for	monitoring	signal	dynamics	and	can	be	experimentally	tuned	to	

enhance	the	dynamic	resolution	of	the	input.	
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3.4. Concluding	Remarks	

In	this	chapter,	I	report	the	development	of	a	platform	technology	(NanoDeg)	

to	achieve	quantitative	and	predictable	control	of	the	cellular	levels	of	a	target	

protein	[37]	and	the	implementation	of	this	technology	to	build	reporter	systems	for	

detection	of	dynamic	behaviors	through	input-dependent	degradation	of	the	

reporter	output.	I	investigated	the	design	rules	for	integrating	the	NanoDeg	within	

an	input-dependent	genetic	circuit	to	achieve	enhanced	output	dynamic	range	and	

dynamic	resolution	of	the	input,	which	are	particularly	appealing	features	for	

detection	of	transient	behaviors	that	are	often	biologically	relevant.	The	NanoDeg	

Inverter	circuit	described	in	the	present	study	provides	the	first	report	of	

transcriptional	and	post-translational	regulation	combined	in	a	synthetic	coherent	

feedforward	loop	topology.	Moreover,	the	NanoDeg	Inverter	circuit	responds	to	

endogenous	inputs	with	a	tunable	output.	This	feature	is	particularly	important	for	

connecting	individual	modules	to	generate	genetic	circuits	of	greater	complexity	

[77],	[78]	and	represents	a	currently	unmet	goal	in	the	field	of	synthetic	biology.		
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Chapter 4 

Post-translational modification of 
degradation rates can generate 
oscillations in proto-oscillating 

biomolecular networks 

4.1. Introduction	

Many	cellular	pathways	that	regulate	biological	outcomes	are	controlled	by	

molecules	that	exhibit	periodicity	in	their	expression	or	activity	[79],	[80].	

Oscillatory	processes	appear	in	a	wide	variety	of	contexts	from	alternating	periodic	

expression	of	CLOCK:BMAL1	and	PER:CRY	in	circadian	cycles	[81]	and	cyclin-CDK	

and	APC-Cdc20	in	cell	cycle	progression	[82]	to	the	periodic	transcription	activation	

activity	of	p53	necessary	for	DNA	repair	upon	cell	irradiation	[83].	Other	examples	

of	oscillatory	behaviors	that	determine	cell	fate	are	NF-κB	regulation	of	the	
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inflammatory	response	[84],	segmentation	activity	in	early	embryogenesis	[85],	

neuronal	stem	cell	differentiation	[86],	and	deregulation	of	circadian	cycles	

associated	with	Alzheimer’s	disease	[87].	In	all	of	these	biological	oscillators,	the	

specific	arrangement	of	biomolecular	components	gives	rise	to	periodic	behavior	

which	is	a	frequent	determinant	of	cell	fate.	The	underlying	network	properties	and	

dynamic	interactions	that	result	in	such	cell-fate	determining	oscillations,	however,	

remain	to	be	fully	characterized.	Tools	and	strategies	that	precisely	initiate	or	

perturb	oscillatory	behaviors	would	allow	for	the	underpinnings	of	these	

endogenous	networks	to	be	defined	and	provide	well-characterized	genetic	network	

modules	for	the	creation	of	novel	biological	functions.	

Oscillatory	signals	are	intrinsically	tied	to	the	dynamics	of	individual	nodes	

of	a	biomolecular	network	and	arise	from	the	presence	of	a	limit	cycle	around	an	

unstable	equilibrium	or	an	excitable	response	[88]	that	presents	a	very	long	

transient	(damped)	oscillation.	Both	the	excitable	system	response	and	the	limit	

cycles	around	an	unstable	equilibrium	are	associated	with	systems	that	present	a	

supercritical	Hopf	bifurcation	[88]–[90]	for	a	critical	parameter	of	the	system.	

Specifically,	limit	cycles	appear	when	the	value	of	the	critical	parameter	is	such	that	

an	equilibrium	becomes	unstable	(i.e.,	the	critical	parameter	“crosses”	the	Hopf	

bifurcation	value)	whereas	the	excitable	response	appears	when	the	value	of	the	

critical	parameter	is	such	that	the	equilibrium	is	still	stable	but	approaches	the	

critical	factor	(i.e.,	the	critical	parameter	approaches	the	Hopf	bifurcation	value).	

Dynamic	parameters	such	as	delays	[91],	[92]	and	degradation	rates	[93]–[96]	are	
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frequently	a	critical	parameter	in	Hopf	bifurcations	associated	with	the	onset	of	

oscillations	in	biomolecular	networks.	Changes	to	these	dynamic	parameters	of	

proteins,	however,	require	either	protein	engineering	to	modify	inherent	protein	

properties,	such	as	maturation	or	degradation	rates,	or	the	use	of	target-specific	

molecules,	such	as	small-molecule	inhibitors	[83].	For	systems	in	which	there	are	no	

available	protein-specific	molecules,	there	is,	therefore,	a	substantial	challenge	to	

produce	perturbations	to	the	biomolecular	network	that	allows	the	controlled	study	

of	the	oscillatory	behavior	and	its	phenotypic	response.		

As	presented	in	the	introduction,	the	NanoDeg	platform	is	a	

heterobifunctional	molecule	comprising	fusion	of	a	target-specific	nanobody	and	a	

degradation	signaling	peptide	that	can	direct	degradation	of	the	target	with	

exquisite	control	[37].	When	integrated	with	transcriptional	regulation,	the	

NanoDeg	also	allows	dynamic	adjustment	of	target	protein	levels	without	a	

requirement	for	direct	manipulation	of	the	target	[97].	The	NanoDeg	provides	a	

flexible	platform	that	can	be	customized	to	target	potentially	any	protein	by	

modifying	the	nanobody	and	to	mediate	target	degradation	with	a	range	of	rates	by	

altering	the	degradation	tag.	Furthermore,	NanoDeg-mediated	perturbations	of	

genetic	networks	can	be	produced	through	transfection	or	viral	transduction,	

making	the	NanoDeg	an	ideal	tool	to	generate	dynamic	perturbations	through	facile	

cell	engineering	approaches.		
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In	the	present	chapter,	I	aimed	to	explore	the	post-translational	regulation	of	

circuit	components	using	the	NanoDeg	to	create	and	control	oscillatory	networks.	

To	this	end,	I	explore	ways	to	perturb	systems	representative	of	two	important	

classes	of	biomolecular	oscillator	topologies	[96],	[98],	relaxed	feedback	oscillators	

(the	activator-repressor	and	the	Goodwin	oscillator)	and	ring	oscillators	

(repressilators).	The	computational	investigation	described	herein	is	an	exploration	

of	approaches	to	integrate	the	NanoDeg	in	relaxed-feedback	oscillator	and	ring	

oscillator	topologies	and	obtain	insights	for	experimental	construction	of	oscillator	

topologies	and	post-translational	oscillation-triggering	perturbations.	The	results	

obtained	from	the	chosen	examples	illustrate	different	aspects	by	which	post-

translational	modulation	of	topology	component	degradation	rates	can	be	used	to	

trigger	oscillations	in	the	circuits.	The	first	two	subsections	investigate	a	two-node	

activator-repressor	topology	and	a	single-node	self-repressing	Goodwin	oscillator	

topology.	Results	from	these	relaxation	oscillator	examples	illustrate	the	effect	of	

the	degradation	rate	of	specific	network	components	on	oscillations.	I	then	proceed	

to	discuss	the	use	of	the	NanoDeg	with	ring	oscillators.	The	third	subsection	shows	

the	results	for	a	three-node	repressilator	topology	that	is	perturbed	by	the	addition	

of	a	common	NanoDeg	targeting	all	the	repressilator	nodes	or	by	the	addition	of	

multiple	NanoDegs	where	each	NanoDeg	targets	a	corresponding	repressilator	

node.	Finally,	the	fourth	subsection	shows	the	results	for	a	system	in	which	the	

NanoDeg	behaves	as	one	of	the	repressilator	nodes.	The	results	obtained	for	these	

ring-oscillator	examples	describe	the	effect	of	adjusting	mismatched	protein	
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concentration	on	non-oscillating	topologies	and	of	introducing	feedback	loops	

regulated	by	existing	nodes.	

4.2. Results	

4.2.1. Activator-repressor		

Activator-repressor	systems	are	two-node	genetic	circuits	that	present	a	

Hopf	bifurcation,	wherein	a	stable	equilibrium	point	bifurcates	into	an	unstable	

equilibrium	and	a	stable	periodic	orbit	upon	increase	in	the	separation	of	timescales	

between	activator	and	repressor	dynamics	[88],	[90].	The	fundamental	mechanism	

responsible	for	this	transition	is	well	captured	by	a	two-dimensional	model	that	

describes	the	rate	of	change	of	the	activator	and	repressor	concentrations	[93].	The	

activator-repressor	topology	considered	here	consists	of	a	transcriptional	activator	

that	induces	its	own	expression	as	well	as	that	of	a	transcriptional	repressor.	The	

repressor,	in	turn,	represses	the	expression	of	the	activator	(Figure	4.1A).	To	

explore	the	effect	of	post-translational	regulation	on	the	behavior	of	the	activator-

repressor	topology,	I	first	built	a	model	based	on	ordinary	differential	equations	

describing	the	concentration	of	the	activator,	the	repressor,	and	an	activator-

specific	NanoDeg	as	described	in	the	Methods	section	4.4.1.	The	concentrations	of	

all	species	were	derived	as	dependent	on	rate	of	synthesis	and	rate	of	degradation,	

with	the	rates	of	synthesis	modeled	as	constitutive	or	following	Hill	functions	[99]	

for	an	activator	or	a	repressor	and	the	rate	of	degradation	either	reflecting	the	
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innate	protein’s	half-life	or	the	half-life	of	the	Nano-Deg.	The	interaction	between	

the	NanoDeg	and	its	target	was	modeled	by	mass-action	expressions.	

Onset	of	output	oscillation	requires	a	separation	of	timescales	between	the	

activator	and	repressor	dynamics,	which	can	be	achieved	when	the	synthesis	and	

degradation	rates	of	the	activator	are	greater	than	that	of	the	repressor	[93],	[94],	

[100].	I	first	investigated	the	use	of	the	NanoDeg	for	triggering	oscillatory	behaviors	

in	an	activator-repressor	topology	that	does	not	exhibit	oscillation	due	to	lack	of	the	

necessary	separation	of	timescales	between	activator	and	repressor	dynamics.	

Specifically,	I	modeled	an	activator-repressor	topology	with	activator	and	repressor	

proteins	exhibiting	equal	half-lives	(i.e.,	degradation	rates).	I	then	introduced	a	

NanoDeg	that	binds	to	the	activator	and	modulates	the	activator’s	degradation	rate	

through	NanoDeg-mediated	post-translational	depletion	(Figure	4.1A).	Such	an	

activator	specific	NanoDeg	could	be	generated	using	an	activator-specific	nanobody	

[101],	[102]	or	a	fluorescent	protein	[103]	or	peptide	tag-specific	[104]	nanobody	

upon	co-expression	of	the	activator	appropriately	engineered	by	fusion	to	the	

fluorescent	protein	or	peptide	tag.	The	activator-repressor	output	was	modeled	

based	on	a	short	half-life	NanoDeg	(𝜂N	=	0.9	h),	as	it	was	experimentally	

demonstrated	to	result	in	the	greatest	reduction	in	the	steady-state	levels	of	a	stable	

target	protein	[37].	
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Figure 4.1 A NanoDeg modified Activator-Repressor oscillator. (A) Schematic 
representation of an activator-repressor oscillator incorporating an activator-
targeting NanoDeg. (B) Activator protein levels of the activator-repressor topology 
simulated for 200 h. Half-life of the repressor (𝜂R) is 4 h in all simulations. Activator-
repressor simulated without the NanoDeg (solid curves) and activator half-life (𝜂A) 
equal to 4 h, 0.88 h, or 0.3 h. Activator-repressor incorporating the NanoDeg (dashed 
curve) simulated with the activator-targeting NanoDeg half-life (𝜂N) equal to 0.9 h 
and 𝜂A equal to 4 h. 

Simulation	of	the	activator-repressor	circuit	based	on	both	the	activator	and	

the	repressor	exhibiting	a	half-life	of	4	h	revealed	a	non-oscillating	output	(Figure	

4.1B).	As	expected,	the	system	rapidly	reaches	a	stable	equilibrium	due	to	the	

activator	and	repressor	operating	at	similar	timescales	[93],	[100].	Onset	of	

oscillations	in	the	activator-repressor	lacking	the	NanoDeg	can	be	achieved	by	

decreasing	the	half-life	of	the	activator	to	generate	a	timescale	separation.	For	the	

chosen	parameters,	oscillation	is	triggered	by	lowering	the	half-life	of	the	activator	

to	at	least	0.88	h,	with	shorter	activator	half-lives	resulting	in	an	increased	

frequency	of	oscillation	(Figure	4.1B).	Such	a	drastic	alteration	of	protein	half-life	

would	be	challenging	to	achieve	experimentally,	as	it	requires	substantial	

modification	of	inherent	protein	properties,	including	fusion	to	protease	sensitive	

tags	or	protein	engineering	to	alter	protein	stability.	The	separation	of	timescales	
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required	for	oscillation,	however,	could	be	easily	achieved	through	co-expression	of	

an	activator-specific	Nano-Deg.	Because	introduction	of	the	NanoDeg	into	the	

system	is	expected	to	enhance	the	degradation	rate	of	the	target	proportionally	to	

the	NanoDeg	half-life	[37],	oscillation	of	the	activator-repressor	circuit	can	be	

triggered	by	an	activator-specific	NanoDeg	exhibiting	a	sufficiently	short	half-life	

(Figure	4.1B).	Notably,	while	introducing	a	NanoDeg	with	a	half-life	of	0.9	h	results	

in	an	output	with	oscillatory	behavior,	the	same	activator-repressor	circuit	based	on	

an	activator	with	half-life	of	0.9	h	and	in	the	absence	of	the	NanoDeg	does	not	

present	oscillatory	behavior.	This	result	can	be	attributed	to	sequestration	effects	

[105]–[107]	as	the	model	is	based	on	the	assumption	that	complex	between	the	

activator	and	the	NanoDeg	cannot	bind	to	the	activator’s	cognate	promoter.	

To	investigate	the	extent	to	which	the	properties	of	the	NanoDeg	influence	

the	design	of	an	activator-repressor	circuit	with	oscillatory	behavior	based	on	

NanoDeg-mediated	control	of	the	activator	half-life,	I	first	evaluated	the	circuit’s	

output	upon	modulation	of	the	NanoDeg	synthesis	rate	and	the	NanoDeg	half-life.	

Modulation	of	the	NanoDeg	synthesis	rate	revealed	the	window	of	NanoDeg	

concentration	that	results	in	oscillatory	output	(3.8-9.6	nM,	Figure	4.2A	and	B),	but	

altering	the	NanoDeg	concentration	within	this	window	did	not	have	a	pronounced	

effect	on	the	oscillation	amplitude	(Figure	4.2A)	or	the	oscillation	period,	with	the	

exception	of	a	sharp	decline	in	oscillation	period	for	small	NanoDeg	concentrations	

(Figure	4.2B).	The	lower	bound	of	the	NanoDeg	concentration	window	corresponds	

to	the	minimum	concentration	of	NanoDeg	needed	to	sufficiently	enhance	
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degradation	of	the	activator	relative	to	the	repressor.	Increasing	the	NanoDeg	

concentration	above	the	upper	bound	results	in	excessive	degradation	of	the	

activator	such	that	the	activator	concentration	never	reaches	a	concentration	

sufficient	to	activate	expression	of	the	repressor.	The	amplitude	of	oscillation	

decreases	moderately	in	response	to	increasing	concentration	of	NanoDeg	(Figure	

4.2A).	The	moderate	decrease	in	amplitude	and	the	robust	period	(Figure	4.2A	and	

B)	in	a	large	region	of	NanoDeg	concentrations	suggests	that	addition	of	the	

NanoDeg	to	the	system	triggers	oscillations	but	modulating	the	NanoDeg	

concentration	within	the	window	of	oscillation-inducing	concentrations	does	not	

affect	the	oscillatory	behavior	of	the	circuit.	Modulating	the	NanoDeg	half	life	

revealed	the	sensitivity	of	the	oscillation	period.	Increasing	the	NanoDeg	half-life	

results	in	a	moderate	increase	in	the	amplitude	(Figure	4.2C)	and	substantial	

increase	in	the	period	of	oscillations	(Figure	4.2D).	Compared	to	the	effect	of	the	

NanoDeg	synthesis	rate	on	the	circuit	output,	the	NanoDeg	half-life	has	a	more	

pronounced	effect	on	the	period	of	oscillation	within	the	range	of	NanoDeg	half-lives	

where	oscillation	occurs	(0.3	-	1	h)	(Figure	4.2C	and	D).	This	result	suggests	

modulation	of	the	NanoDeg	half-life	as	a	potential	strategy	to	control	the	period	of	

oscillations	independently	of	the	amplitude.	
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Figure 4.2 Tuning the activator-repressor with NanoDeg concentration and half-life. 
(A) Oscillation amplitude of the activator protein and (B) oscillation period as a 
function of NanoDeg concentration with 𝜂N = 0.9 h. (C) Oscillation amplitude of the 
activator protein and (D) oscillation period as a function of NanoDeg half-life. 
NanoDeg concentration is 5 nM. Reported amplitude was calculated as the 
difference between the largest and the lowest concentration of the reported protein 
in the region of oscillation. The reported oscillation period was calculated as the 
zero crossings of the zero-mean trajectory in the region of oscillation. 

To	investigate	the	effect	of	the	kinetics	of	the	interaction	between	the	

activator	and	the	NanoDeg	on	the	circuit	oscillatory	behavior,	I	modulated	the	

dissociation	constant	(Kd)	and	the	rates	of	interaction	(kon	and	koff	)	between	the	

NanoDeg	and	the	activator	and	evaluated	oscillation	amplitude	and	the	range	of	

NanoDeg	concentrations	that	induce	oscillation	(Figure	4.3A	and	B).	Decreasing	the	

Kd	of	the	interaction	between	the	NanoDeg	and	activator,	simulated	by	increasing	

kon,	results	in	an	increase	in	the	amplitude	of	oscillations.	The	range	of	NanoDeg	
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concentrations	that	induce	oscillations	is	reduced	proportionally	to	the	decrease	in	

Kd	(e.g.	Kd	*0.1	reduces	the	region	of	oscillation	by	approximately	one-tenth	of	the	

initial	concentration	range).	The	minimum	concentration	of	NanoDeg	required	to	

start	oscillation	is	also	moderately	reduced	with	decreased	Kd	(Figure	4.3A).	

Increasing	the	rate	of	the	interaction	between	NanoDeg	and	the	activator	by	

introducing	a	common	scaling	factor	(𝜈)	to	increase	kon	(𝜈*kon)	and	koff	(𝜈*koff)	and	

maintain	Kd	constant	results	in	an	increase	in	oscillation	amplitude,	a	slight	

reduction	in	the	minimum	NanoDeg	concentration	needed	to	induce	oscillation	and	

a	reduced	range	of	NanoDeg	concentrations	that	results	in	oscillations,	similar	to	the	

effect	of	Kd	on	oscillations.	The	effect	of	the	rate	of	NanoDeg	and	activator	binding	

on	oscillation	amplitude,	however,	is	non-linear	(Figure	4.3B).	These	results	indicate	

that	both	the	affinity	and	the	rate	of	the	interaction	between	the	NanoDeg	and	the	

activator	should	be	considered	in	design	of	NanoDeg-based	systems	for	modulation	

of	oscillatory	behavior	of	the	activator-repressor.			

	

Figure 4.3 Effect of NanoDeg affinity and rate of interaction on oscillations. (A) 
Oscillation amplitude of the activator protein as a function of NanoDeg 
concentration for different Kd between the NanoDeg and the activator. (B) 
Oscillation amplitude of the activator protein as a function of NanoDeg 
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concentration for different rates of interaction (𝜈) between the NanoDeg and the 
activator. Reported amplitude was calculated as the difference between the largest 
and the lowest concentration of the reported protein in the region of oscillation. 

Taken	together,	these	results	provide	design	rules	for	modulating	oscillatory	

behavior	of	the	activator-repressor	using	the	NanoDeg.	Specifically,	the	NanoDeg	

can	be	used	to	generate	activator-repressor	oscillators	from	activator-repressor	

pairs	that	do	not	oscillate	due	to	a	lack	of	timescale	separation.	The	NanoDeg	

degradation	rate	needed	to	generate	the	required	timescale	separation	is	less	

stringent	than	the	activator	degradation	rate	required	for	oscillation	when	the	

NanoDeg	and	activator	complex	formation	inhibits	the	activator	binding	to	its	

cognate	promoter.	Furthermore,	the	oscillation	amplitude	is	insensitive	to	

variations	in	NanoDeg	concentration	and	NanoDeg	half-life	within	the	oscillation-

inducing	limits.	The	period	of	oscillation,	however,	is	sensitive	to	variations	in	the	

NanoDeg	half-life	which	suggests	a	mechanism	to	modulate	oscillation	period	

independent	of	amplitude.	Additionally,	the	rate	of	interaction	between	the	

NanoDeg	and	the	activator	and	the	activators	affinity	to	the	NanoDeg	are	important	

parameters	to	be	considered	for	experimental	design.	

4.2.2. Goodwin	oscillator	

Goodwin	oscillators	are	single-protein	networks	formed	by	a	self-repressing	

protein	with	a	delay	in	the	maturation,	or	repressive	effect,	of	the	protein	[108].	The	

length	of	the	delay	in	the	maturation	process	introduces	a	lag	between	the	

expression	of	the	nascent	protein	and	the	repressing	capacity	of	the	mature	protein	
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[98],	[109],	which	triggers	oscillations	in	the	repressor	concentration.	Oscillation	in	

the	Goodwin	topology	can	arise	from	a	limit	cycle	around	an	unstable	equilibrium	or	

due	to	a	very	long	transient	(excitable)	oscillation	[88],	[110]	towards	the	stable	

equilibrium.	Both	behaviors	are	connected	to	the	presence	of	a	supercritical	Hopf	

bifurcation	associated	with	the	repressor	maturation	delay	[90],	[91],	with	the	limit	

cycle	appearing	if	the	maturation	delay	exceeds	the	critical	value	and	with	the	

excitability	appearing	if	the	maturation	delay	approaches	the	critical	value.			

Accordingly,	when	the	lag	associated	with	the	maturation	delay	is	sufficiently	

long,	the	gene	may	undergo	bursts	of	expression	of	nascent	protein	followed	by	

periods	of	strong	repression	from	the	matured	proteins	generated	in	the	burst.	This	

topology	is	exemplified	in	Figure	4.4A	and	modeled	by	a	delay-differential	equation	

describing	the	concentrations	of	a	repressor	in	both	nascent	and	mature	forms	and	

the	NanoDeg	derived	as	dependent	on	the	rate	of	synthesis	and	the	rate	of	

degradation.	The	concentration	of	the	mature	protein	is	modeled	by	the	use	of	the	

delay	term	t.	Interaction	between	the	NanoDeg	and	the	repressor	is	modeled	by	

mass-action	expression	between	the	NanoDeg	and	the	mature	protein	species.	The	

repressor	regulated	rate	of	synthesis	is	modeled	as	a	Hill	function.	This	model	is	

further	detailed	in	the	Methods	section	4.4.2.		

For	the	self-repressing	gene	simulated	herein	with	a	half-life	(hR)	of	11	h,	a	

delay	(t)	of	0.5	h	in	the	maturation	is	associated	with	a	stable	equilibrium.	A	delay	t	

=	10	h	also	results	in	a	stable	equilibrium	with	a	pronounced,	transient	oscillatory	
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response.	For	a	delay	t	=	15	h,	the	simulated	system	exhibits	an	excitable	response	

from	a	stable	equilibrium	that	approximates	a	limit	cycle	orbit	around	an	unstable	

equilibrium	(Figure	4.4B).	This	result	shows	that	the	excitability	of	the	Goodwin	

oscillator	is	achieved	due	to	a	large	enough	maturation	delay	relative	to	the	half-life	

of	the	repressor,	in	accordance	with	previous	results	[111].	

	

Figure 4.4 The Goodwin oscillator. (A) Schematic representation of a Goodwin 
oscillator topology. (B) Mature repressor protein levels of the Goodwin oscillator 
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topology as a function of time simulated for 200 h (left) and phase diagram of mature 
repressor levels as a function of nascent repressor levels (right) for a mature 
protein half-life (𝜂R) of 11 h and with 0.5 h, 10 h, or 15 h maturation delays (𝝉). (C) 
Mature repressor protein levels of the Goodwin oscillator topology as a function of 
time simulated for 50 h (left) and phase diagram of mature repressor levels as a 
function of nascent repressor levels (right) for 𝝉 = 0.5 h for the nascent protein to 
mature and with a mature repressor protein half-life (𝜂R) of 11 h or 0.67 h. Reported 
amplitude was calculated as the difference between the largest and the lowest 
concentration of the reported protein in the region of oscillation.  

To	investigate	the	use	of	the	NanoDeg	to	trigger	oscillations	in	the	Goodwin	

oscillator	topology,	I	first	simulated	the	effect	of	decreasing	the	half-life	of	the	

repressor	and	show	that	transient	oscillations	of	the	Goodwin	topology	can	be	

triggered	by	decreasing	the	half-life	of	the	repressor	(Figure	4.4C).	In	fact,	for	a	

repressor	with	a	maturation	delay	t	=	0.5	h	and	half-life	hR	=	11	h,	the	Goodwin	

topology	does	not	present	any	oscillatory	behavior.	For	the	model	utilized,	I	

numerically	found	that	the	critical	parameter	for	the	Hopf	bifurcation	occurs	at	hR	

approximately	0.65	h.	For	half-lives	smaller	than	the	critical	value,	the	equilibrium	is	

unstable	and	the	simulated	trajectories	are	unbounded.	Setting	the	half-life	hR	=	

0.67	h,	a	value	close	to	the	critical	parameter,	results	in	an	excitable	dynamic	

(damped	oscillation)	of	the	repressor	concentration	(Figure	4.4C).	Following	this	

result,	it	was	hypothesized	that	introducing	a	repressor-targeting	NanoDeg	to	

reduce	the	effective	half-life	of	the	repressor	may	trigger	oscillations	in	a	non-

oscillating	Goodwin	topology	(Figure	4.5A).	A	simulation	with	a	maturation	delay	t	

=	0.5	h,	repressor	half-life	hR	=	11	h,	and	a	repressor-targeting	NanoDeg	half-life	

(hN)	of	0.9	h	also	produces	an	excitable	response	with	transient	oscillation	and	a	

lower	repressor	equilibrium	concentration	compared	to	the	system	lacking	
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NanoDeg	expression	(Figure	4.5B,	0	nM	and	20	nM).	Upon	addition	of	a	sufficiently	

large	concentration	of	NanoDeg	the	Goodwin	topology	exhibits	sustained	

oscillations	(Figure	4.5B,	30	nM).	

	

Figure 4.5 A NanoDeg modified Goodwin oscillator. (A) Schematic representation 
of a NanoDeg-tuned Goodwin oscillator topology. (B) Nascent and mature repressor 
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protein levels as a function of time for the Goodwin Oscillator topology simulated 
for 50 h and with 0 nM (left), 20 nM (center) or 30 nM (right) concentration of 
NanoDeg.  (C) Phase diagram of mature repressor levels as a function of nascent 
repressor levels for the Goodwin oscillator with 30 nM NanoDeg. (D) Oscillation 
amplitude of the mature repressor (left) and oscillation period (right) of the Goodwin 
oscillator incorporating a NanoDeg as a function of NanoDeg concentration. 
Reported amplitude was calculated as the difference between the largest and the 
lowest concentration of the reported protein in the region of oscillation. The 
reported oscillation period was calculated as the zero crossings of the zero-mean 
trajectory in the region of oscillation. 

The	oscillations	observed	by	the	introduction	of	the	NanoDeg	are	from	a	sustained	

limit	cycle,	indicating	the	effect	of	the	NanoDeg	on	the	repressor	is	analogous	to	

increasing	the	maturation	delay	to	exceed	the	critical	Hopf	bifurcation	parameter	

(Figure	4.5C).	For	the	system	simulated,	NanoDeg	concentrations	below	25	nM	

produce	only	transient	oscillation.	Above	25	nM	NanoDeg,	the	amplitude	and	period	

of	Goodwin	oscillations	triggered	by	NanoDeg	expression	increase	linearly	as	the	

concentration	of	the	NanoDeg	increases	until	an	upper	bound	is	reached.	Beyond	

this	upper-bound	NanoDeg-mediated	degradation	of	the	repressor	dominates	the	

capabilities	of	expression	of	the	Repressor	(Figure	4.5D).	

These	results	demonstrate	constitutive	expression	of	the	NanoDeg	targeting	

a	self-repressing	protein	can	produce	an	oscillatory	response	based	on	the	Goodwin	

topology.	A	NanoDeg	effector	in	the	Goodwin	topology	has	potential	to	introduce	

additional	delay	between	expression	of	the	nascent	repressor	and	its	maturation	to	

produce	a	robust	oscillation.	Furthermore,	the	amplitude	and	period	of	oscillation	

are	sensitive	to	the	concentration	of	the	NanoDeg,	suggesting	a	method	to	

experimentally	tune	the	amplitude	and	period	of	a	Goodwin	oscillator.	
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4.2.3. Repressilator	regulation	

Repressilators	are	genetic	circuits	that	employ	repressors	connected	in	

series	to	implement	a	ring	oscillator.	Genetic	repressilators	were	initially	

constructed	in	E.	coli	[53].	Repressilator	topologies	were	later	identified	in	certain	

circadian	clocks	[112],	[113]	and	the	required	conditions	for	oscillation	in	

repressilators	have	been	investigated	in	previous	theoretical	works	[114]–[116].		

In	general,	an	odd	number	of	repressor	nodes	connected	in	a	ring	will	

present	oscillation	provided	that	the	expression	of	each	repressor	node	is	

sufficiently	regulated	by	the	corresponding	regulating	repressor.	Leaky	expression	

from	any	repressor	node	can	impair	the	oscillations	of	the	system	[116].	In	the	

present	section,	I	investigate	the	extent	to	which	a	NanoDeg	can	be	employed	to	

mitigate	leakiness	in	a	non-oscillating	repressilator	topology	using	a	mathematical	

model	based	on	ordinary	differential	equations	describing	the	concentration	of	the	

species	involved.	All	species	concentration	profiles	were	derived	as	dependent	on	

the	rate	of	synthesis	regulated	by	a	repressor	following	a	Hill	function	and	the	rate	

of	degradation.	Interactions	between	the	NanoDeg	and	its	targets	are	modeled	by	

mass-action	expressions.	The	model	is	further	detailed	in	the	Methods	section	4.4.3.	

Specifically,	I	investigate	two	alternative	designs	implementing	the	NanoDeg	in	a	

three-node	repressilator	topology	to	induce	oscillations	that	are	lacking	as	a	result	

of	the	leaky	expression	of	the	three	repressors.		
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One	potential	method	to	tune	the	repressilator	via	NanoDeg	expression	is	

through	a	single	NanoDeg	capable	of	degrading	all	three	repressors	(Figure	4.6A).	

This	design	could	be	implemented	using	a	NanoDeg	that	recognizes	a	domain	

common	to	all	three	repressors,	such	as	the	KRAB	domain	or	by	fusing	an	epitope	

[104]	recognized	by	the	NanoDeg	to	the	three	repressors	of	a	synthetic	

repressilator.	I	first	modeled	a	repressilator	topology	that	lacks	expression	of	the	

NanoDeg	and	does	not	oscillate	due	to	leaky	expression	of	the	repressors	(Figure	

4.6B,	left).	Oscillations	in	the	repressilator	are	triggered	by	addition	of	a	

consitutively	expressed	NanoDeg	that	enhances	degradation	of	all	three	repressors	

(Figure	4.6,	right).	Notably,	because	the	three	repressor	nodes	are	simulated	with	

identical	parameters,	the	free	concentration	of	the	NanoDeg	targeting	the	three	

nodes	also	presents	an	oscillatory	behavior	with	three	times	the	frequency	of	each	

of	the	repressors	and	displays	a	minimum	when	each	node	is	at	its	maximum	

amplitude.	In	a	repressilator	system	with	non-identical	repressor	parameters,	the	

NanoDeg	still	presents	an	oscillatory	period	with	a	frequency	component	that	is	

three	times	the	frequency	of	each	of	the	repressors	and	an	amplitude	inversely	

proportional	to	the	amplitude	of	the	individual	repressor	being	expressed	(Figure	

4.6C).		

To	investigate	the	effect	of	NanoDeg	concentration	on	the	period	and	

amplitude	of	oscillation,	I	simulated	the	non-oscillating	repressilator	with	increasing	

NanoDeg	concentrations.	Incorporating	the	NanoDeg	at	concentrations	that	do	not	

produce	sustained	oscillations	(Figure	4.6D,	5	nM	and	10	nM)	produces	damped	
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oscillation.	The	addition	of	higher	NanoDeg	concentrations	(Figure	4.6D,	20	nM)	is	

sufficient	to	produce	sustained	oscillations	of	the	repressilator	(Figure	4.6D).	This	

result	suggests	that	it	may	be	possible	to	tune	the	oscillation	characteristics	by	

varying	the	NanoDeg	concentration	in	a	repressilator	with	a	common	NanoDeg	

mediating	degradation	of	all	three	repressors.	I	analyzed	the	oscillation	amplitude	

and	period	for	this	repressilator	topology	simulated	with	a	range	of	NanoDeg	

concentrations	(Figure	4.6E).	In	the	examples	simulated,	the	total	concentration	of	

the	NanoDeg	that	results	in	sustained	oscillations	is	between	15	nM	and	70	nM.	The	

lower	concentration	bound	exists	as	there	is	a	minimum	concentration	of	NanoDeg	

required	to	compensate	for	the	leakiness	of	the	repressilator	nodes.	The	higher	

concentration	bound	exists	as	a	very	large	concentration	of	NanoDeg	will	result	in	

degradation	surpassing	the	capacity	of	expression	of	at	least	one	of	the	repressors	

(Figure	4.6E).	In	the	region	of	NanoDeg	concentration	where	oscillations	occur,	the	

amplitude	increases	substantially	with	increasing	NanoDeg	concentrations.	In	the	

simulation,	the	amplitude	of	repressor	A	ranges	from	20	nM	for	a	15	nM	

concentration	of	NanoDeg	to	92	nM	for	a	70	nM	concentration	of	NanoDeg,	which	

follows	a	curve	with	a	slope	greater	than	one.	This	result	demonstrates	the	

oscillation	amplitude	is	sensitive	to	NanoDeg	concentration	in	this	repressilator	

with	a	common	NanoDeg.	This	paradoxical	result	of	amplitude	increasing	with	

increased	NanoDeg-mediated	degradation	is	due	to	the	fact	that	as	the	amount	of	

NanoDeg	increases	the	leakiness	of	each	of	the	nodes	is	effectively	reduced.	
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Figure 4.6 Repressilator tuning with a common NanoDeg. (A) Schematic 
representation of a repressilator incorporating a NanoDeg that targets all three 
repressors. (B) Protein levels for all topology components as a function of time for 
a repressilator lacking the NanoDeg (left) or incorporating the NanoDeg targeting 
all three repressors (right) simulated for 100 h. The three repressors of the 
repressilator have the same synthesis parameters (see methods). (C) Protein levels 
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for all topology components as a function of time for a repressilator incorporating 
the NanoDeg, and where each repressor has a different synthesis parameter but 
share a common degradation rate (see methods). Simulation covers 100 h. (D) 
Repressor A protein levels as a function of time for the repressilator incorporating 
the NanoDeg targeting all three repressors and where the repressors have the same 
synthesis parameters. Simulation covers 100 h and illustrates both insufficient (5 
nM and 10 nM) or sufficient (20 nM) concentration of the NanoDeg to achieve 
sustained oscillations. (E) Oscillation amplitude of repressor A (left) and oscillation 
period (right) as a function of NanoDeg concentration for a repressilator 
incorporating the NanoDeg targeting all three repressors with the same synthesis 
parameters for all three repressors. Reported amplitude was calculated as the 
difference between the largest and the lowest concentration of the reported protein 
in the region of oscillation. The reported oscillation period was calculated as the 
zero crossings of the zero-mean trajectory in the region of oscillation.   

The	decreased	leakiness	results	in	an	increased	dynamic	range	of	each	node	and,	

consequently,	in	a	more	pronounced	oscillation.	By	contrast,	the	oscillation	period	

does	not	vary	substantially,	ranging	between	12	h	and	16	h	in	a	non-monotonic	

manner	(Figure	4.6E).		

I	also	investigated	an	alternative	design	to	tune	the	non-oscillating	

repressilator	with	three	NanoDegs	mediating	degradation	of	the	three	repressor	

nodes	independently	(Figure	4.7A).	Similar	to	the	use	of	a	common	NanoDeg,	the	

use	of	independent	NanoDegs	will	also	result	in	triggering	oscillations	by	mitigating	

the	leakiness	of	the	nodes	in	the	repressilator;	however,	both	amplitude	and	period	

are	highly	sensitive	to	the	concentration	of	total	NanoDeg	(Figure	4.7B).	When	the	

concentration	of	each	NanoDeg	is	less	than	3nM,	the	amplitude	increases	

substantially	as	a	result	of	the	NanoDegs	decreasing	the	leaky	concentration	of	the	

repressors	and,	consequently,	increasing	the	dynamic	range	of	each	node.	The	

amplitude	of	the	oscillation	decreases	as	a	result	of	the	enhanced	degradation	of	the		
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Figure 4.7 Repressilator tuning with individual NanoDegs. (A) Schematic 
representation of a repressilator incorporating separate NanoDegs that target each 
repressor independently. (B) Oscillation amplitude of repressor A (left) and 
oscillation period (right) as a function of NanoDeg concentration for a repressilator 
incorporating separate NanoDegs targeting each repressor independently with the 
same parameters for all three repressors and NanoDegs (see methods). Reported 
amplitude was calculated as the difference between the largest and the lowest 
concentration of the reported protein in the region of oscillation. The reported 
oscillation period was calculated as the zero crossings of the zero-mean trajectory 
in the region of oscillation. 

repressors	as	the	concentration	of	each	NanoDeg	increases	above	3nM.	The	

decreasing	period	of	oscillations	is	due	to	the	fact	that	the	presence	of	the	NanoDegs	

leads	to	an	effective	increase	in	the	degradation	rate	of	the	repressors	[95].	

Contrasting	the	behavior	of	the	period	illustrated	in	Figure	4.7B	with	that	illustrated	

in	Figure	4.6E	suggests	the	presence	of	a	secondary	coupling	[117]	between	the	
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repressor	nodes	is	provided	by	the	integration	of	a	common	NanoDeg	in	the	

repressilator	system.	

These	results	show	that	the	NanoDeg	can	be	used	in	two	different	designs	to	

tune	repressilators	with	distinct	results.	In	the	first	strategy,	a	common	NanoDeg	

that	targets	the	three	proteins	can	be	used	to	trigger	oscillations.	The	use	of	a	

common	NanoDeg	provides	a	means	to	tune	amplitude	without	a	significant	impact	

on	the	period	of	oscillation.	In	the	second	strategy,	the	use	of	multiple	NanoDegs,	

each	targeting	a	respective	node	of	the	repressor,	can	also	be	used	to	trigger	

oscillations.	For	repressilators	adjusted	using	this	second	strategy,	both	the	

amplitude	and	period	of	oscillation	are	highly	sensitive	to	the	amount	of	NanoDeg	in	

the	system.		

4.2.4. NanoDeg	repressilator	

In	this	section,	I	investigate	employing	the	post-translational	action	of	the	

NanoDeg	[97]	to	generate	a	mixed-mode	repressilator	circuit	from	an	existing	

transcription-based	repressor-of-repressor	network	[118]–[121].	Specifically,	I	

investigated	the	potential	to	design	oscillating	systems	from	topologies	consisting	of	

two	repressors	coupled	with	the	expression	and	action	of	a	NanoDeg.	To	this	end,	I	

modeled	the	effect	of	introducing	a	NanoDeg	that	targets	a	repressor-of-repressor	

(repressor	A)	and	that	is	transcriptionally	regulated	by	the	repressed	repressor	

(repressor	B)	(Figure	4.8A).	Similar	to	the	other	repressilator	topologies,	this	

system	was	modeled	based	on	ordinary	differential	equations	describing	the	
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concentration	of	the	species	involved.	The	concentration	of	the	repressor	A	was	

modeled	by	constant	synthesis	and	degradation	rates.	The	concentration	of	the	

repressor	B	and	the	NanoDeg	were	derived	as	dependent	on	the	rate	of	synthesis	

regulated	by	a	repressor	following	a	Hill	function	and	rate	of	degradation.	

Interaction	between	the	NanoDeg	and	repressor	A	was	modeled	by	mass-action	

expression.	Further	details	of	this	model	are	provided	in	the	Methods	section	4.4.4.	

The	resulting	topology	is	similar	to	that	of	a	three-node	repressilator,	with	the	

significant	distinction	that	the	interaction	between	the	“third	repressor,”	the	

NanoDeg,	and	repressor	A	is	post-translational	rather	than	transcriptional.	The	

addition	of	the	NanoDeg	with	a	half-life	of	0.9	h	such	that	its	expression	is	regulated	

by	a	stable	repressor	B	(half-life	11	h)	and	it	sufficiently	enhances	the	degradation	

of	a	stable	repressor	A	(half-life	11	h)	results	in	oscillatory	behavior	of	the	network	

(Figure	4.8B).		
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Figure 4.8 The NanoDeg Repressilator from a repressor-of-a-repressor network. (A) 
Schematic representation of a transcriptional repressor-of-repressor network 
incorporating the NanoDeg as separate node to make a repressilator. (B) Protein 
levels of a repressor-of-repressor network lacking the NanoDeg (top) or 
incorporating the NanoDeg as a network node (bottom) as a function of time 
simulated for 100 h. 

To	investigate	design	rules	for	employing	the	NanoDeg	to	generate	a	

repressilator	from	a	repressor-of-repressor	network,	I	modeled	the	oscillatory	

characteristics	as	a	function	of	the	concentration	of	DNA	encoding	the	NanoDeg,	the	

NanoDeg	half-life,	and	the	sensitivity	(Hill	coefficients)	of	repressor	A	and	repressor	

B.	For	the	simulated	system,	that	minimum	concentration	was	approximately	2	nM	

of	DNA.	There	is	also	a	maximum	concentration	of	NanoDeg	encoding	DNA	that	this	

modified	repressilator	can	tolerate	before	the	NanoDeg-mediated	degradation	

overwhelms	the	potential	for	expression	of	repressor	A	and	thus	eliminates	the	
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oscillatory	behavior.	In	the	simulated	example,	the	maximum	concentration	was	

approximately	630	nM.			

	

Figure 4.9 Tuning the NanoDeg Repressilator by NanoDeg concentration and half-
life. (A) Oscillation amplitude of repressor A and (B) oscillation period as a function 
of NanoDeg encoding DNA concentration. (C) Oscillation amplitude of repressor A 
and (D) oscillation period as a function of NanoDeg half-life. Reported amplitude was 
calculated as the difference between the largest and the lowest concentration of the 
reported protein in the region of oscillation. The reported oscillation period was 
calculated as the zero crossings of the zero-mean trajectory in the region of oscillation. 

The	half-life	of	the	NanoDeg	also	impacts	the	amplitude	and	the	period	of	the	

repressilator.	For	repressors	A	and	B	exhibiting	a	half-life	of	11h,	a	NanoDeg	half-life	

between	0.5	h	-	1	h	provides	the	largest	amplitude	and	oscillation	period.	Notably,	

as	the	half-life	of	the	NanoDeg	approaches	that	of	the	repressors,	the	oscillation	
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amplitude	is	reduced	and	the	network	transitions	to	a	stable	equilibrium	dominated	

by	expression	of	repressor	A	(Figure	4.9C	and	D).		

In	the	simulations	employed	for	this	NanoDeg	repressilator	topology,	the	

sensitivity	of	repressors	[122]	A	and	B	was	relatively	large	(n=10,	m=10).	It	has	

been	shown	that	repressilators	formed	by	sensitive	repressors,	as	modeled	by	the	

Hill	coefficient,	are	more	likely	to	present	oscillation	[115].	To	investigate	how	the	

sensitivity	of	repressor	A	(Hill	coefficient	m)	or	repressor	B	(Hill	coefficient	n)	

impacts	the	presence	of	an	oscillation,	I	modeled	the	NanoDeg	repressilator	with	

pairs	of	Hill	coefficients	(m,	n)	ranging	between	four	and	10	(Figure	4.10A	and	B).		

	

Figure 4.10 Effect of repressor sensitivity on oscillations of the NanoDeg 
repressilator. (A) Oscillation amplitude of repressor A and (B) oscillation period as a 
function of Hill Coefficients of Repressor A and Repressor B. Reported amplitude 
was calculated as the difference between the largest and the lowest concentration of 
the reported protein in the region of oscillation. The reported oscillation period was 
calculated as the zero crossings of the zero-mean trajectory in the region of oscillation. 

Hill	coefficient	values	m	<	4	or	n	<	4	do	not	result	in	oscillatory	behavior	of	this	

system	as	modeled	here.	Of	note,	it	appears	that	the	system	presents	oscillations	for	
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the	lower	sensitivity	of	repressor	A	(m	>	4.8	can	present	oscillation	for	n	=	10)	than	

of	repressor	B	(n	>	5.4	presents	oscillations	for	n	=	10).		

These	analyses	demonstrate	that	the	NanoDeg	can	be	effectively	used	to	

implement	repression	feedback	of	an	oscillator	that	is	conventionally	implemented	

using	a	transcriptional	repressor.	These	analyses	also	show	that	such	a	strategy	

might	be	limited	to	investigate	repressor-of-repressor	pairs	that	present	

particularly	high	sensitivities,	such	as	those	that	display	switch-like	dynamics	due	to	

post-translational	modifications	[122]–[124].	

4.3. Discussion	

The	study	of	oscillatory	behavior	in	biological	systems	is	commonly	

performed	by	fabricating	synthetic	circuits	[53],	[54],	[109],	[125],	[126],	or	by	

modifications	to	existing	biological	systems	[83],	[113],	[127]–[129].	Studies	

employing	synthetic	circuits	are	of	great	value	to	investigate	the	nature	of	

oscillatory	behavior	in	biomolecular	systems.	However,	reconstruction	of	the	entire	

network	to	study	the	interaction	between	the	oscillatory	behavior	of	the	

biochemical	system	and	its	phenotypic	response	is	remarkably	challenging.	

Therefore,	there	is	a	need	for	biological	tools	that	can	probe	and	perturb	existing	

biochemical	systems.		

Studies	that	rely	on	modifications	of	an	existing	network	depend	on	either	

the	use	of	existing	protein-specific	inhibitors	or	the	genetic	engineering	of	network	
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component	proteins.	As	an	example,	the	study	by	Purvis	et	al	[83]	relied	on	the	use	

of	a	small	molecule	that	specifically	inhibits	the	Mdm2	protein,	a	repressor	in	the	

p53	network.	Similarly,	Dale	et	al	[129]	employed	molecules	that	specifically	inhibit	

the	cleavage	of	notch	protein,	a	step	in	the	notch	oscillations	described	therein.	

These	strategies	are	valuable,	but	their	application	is	contingent	on	the	knowledge	

and	existence	of	such	molecules.	Other	studies	employ	gene	modification	by	

employing	knockouts	[113]	or	mutants	[128]	to	investigate	biochemical	oscillators.	

Such	studies	rely	on	the	viability	of	the	target	organism	after	undergoing	deletion	or	

mutation	of	the	target	protein.	Moreover,	these	types	of	studies	do	not	allow	for	

quantitative	control	of	the	alterations	to	the	target	protein.		

There	are	few	studies	that	focus	on	the	use	of	protein	regulation	methods	

beyond	genetic	modifications	in	biomolecular	oscillators.	Tigges	et	al.	used	siRNA	

was	used	to	tune	a	synthetic	circuit	that	implements	a	relaxed	feedback	oscillator	

[130].	A	potential	approach	for	post-translational	regulation	of	existing	biochemical	

oscillators	using	DNA	binding	sequences	targeted	by	transcriptional	regulators	in	

the	oscillator	have	been	theoretically	considered	as	well	[94],	[131].	The	effect	of	

such	modifications,	however,	is	limited	to	sequestration	[107]	of	the	target	protein	

or	to	timescale	impacts	due	to	retroactivity	[105],	[132].	

In	the	present	study,	I	investigated	the	potential	for	post-translational	

interactions	as	a	manner	to	trigger	oscillations	in	biomolecular	networks	that	have	a	

topology	capable	of	oscillating	[94]	but	do	not	present	oscillation.	The	post-
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translational	interaction	may	perform	multiple	distinct	roles	in	the	systems	

described.	In	the	activator-repressor	subsection	and	the	Goodwin	oscillator	

subsection,	I	show	that	the	NanoDeg	can	be	used	to	increase	the	degradation	rate	of	

a	node	in	the	cell	to	trigger	timescale	separations	required	for	oscillations.	In	the	

Goodwin	oscillator	subsection	and	the	repressilator	regulation	subsection,	I	show	

that	the	NanoDeg	can	trigger	oscillations	by	mitigating	leaky	expression	that	

prevents	oscillatory	behavior.	In	the	NanoDeg	repressilator	subsection,	I	show	that	

the	NanoDeg	can	be	used	as	a	negative	feedback	loop	that	plays	a	role	similar	to	that	

of	a	transcriptional	repressor	in	the	network.	Taken	together	these	results	show	

that	the	NanoDeg	platform	is	a	universal	tool	for	protein	perturbation	that	can	be	

employed	to	generate	or	modify	biomolecular	oscillators	without	the	need	for	

engineering	a	target	protein.	

4.4. Methods	

All	the	models	presented	in	this	work	were	computationally	simulated	using	

MATLAB	R2019a,	The	Mathworks.	Models	presented	in	the	activator-repressor	

section	and	the	two	repressilator	sections	were	simulated	employing	the	continuous	

ordinary	differential	equation	(ODE)	solver	“ode23s,”	an	order	(2,	3)	solver	

modified	to	work	with	stiff	systems.	Models	presented	in	the	Goodwin	oscillator	

section	were	simulated	using	a	DDE	solver	“dde23,”	an	order	(2,	3)	solver.	To	

calculate	the	amplitude	of	the	reported	oscillations,	I	used	MATLAB’s	“range”	

function	to	calculate	the	difference	between	the	largest	and	the	lowest	
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concentration	of	the	reported	protein	in	the	region	of	oscillation.	To	calculate	the	

period	of	the	reported	oscillations,	I	subtract	the	simulated	trajectory	for	the	

concentration	of	a	reported	protein	by	the	mean	value	of	concentration	in	the	region	

of	oscillation,	to	obtain	a	zero-mean	trajectory.	Subsequently,	I	identify	the	zero	

crossings	of	the	zero-mean	trajectory	to	calculate	the	periods	in	the	region	of	

oscillation	and	report	the	mean	period.	For	all	simulations,	I	impose	a	simulation	

sampling	period	of	0.01	hour,	to	prevent	potential	errors	in	the	calculation	of	

periods	and	amplitudes	from	low	sampling.		

General	Assumptions	

In	this	work,	I	made	certain	assumptions	about	the	dynamics	and	behavior	of	

transcriptional	regulators	(i.e.,	repressors	or	activators)	and	the	NanoDeg.	I	

assumed	that	the	transcriptional	regulators	bound	to	the	NanoDeg	are	blocked	from	

interaction	with	the	respective	promoters	and	that	at	most	one	NanoDeg	molecule	

couples	to	a	target	protein.	I	also	make	the	simplifying	assumption	that	the	

NanoDeg-target	complex	is	degraded	at	the	same	rate	as	the	free	NanoDeg.			

4.4.1. Activator	Repressor	simulations	

	 For	the	activator-repressor	system,	the	differential	equations	used	in	

the	simulation	are	given	in	the	equations	below.		
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Equation 4.4.1 Activator-repressor with an activator-targetting NanoDeg. 

𝑑𝐴
𝑑𝑡 = 𝑝ax

(𝛼y𝐴z + 𝛼{𝐾az)(𝛽y𝐵T + 𝛽{𝐾}T)
(𝐴z + 𝐾az)(𝐵T + 𝐾}T)

− 𝛿a𝐴 − 𝑘ST𝐴𝑁 + 𝑘S[[𝐶,	

𝑑𝐵
𝑑𝑡 = 𝑝}x

𝑘�𝐴z + 𝑘�𝑘az

𝐴z + 𝑘az
− 𝛿}𝐵,	

𝑑𝑁
𝑑𝑡 = 𝑝�`𝑘T −	𝛿�𝑁 − 𝑘ST𝐴𝑁 + 𝑘S[[𝐶,	

𝑑𝐶
𝑑𝑡 = 	𝑘ST𝐴𝑁 − 𝑘S[[𝐶 −	𝛿�𝐶.	

In	this	system,	A	represents	the	concentration	of	the	unbound	activator,	B	

represents	the	concentration	of	the	repressor,	N	represents	the	concentration	of	

unbound	NanoDeg,	and	C	represents	the	concentration	of	the	complex	formed	by	

the	association	of	the	NanoDeg	with	the	activator.	Regulation	of	the	expression	of	

the	activator	from	the	hybrid	promoter	by	the	activator	and	repressor	are	assumed	

to	be	independent.	Hence,	the	system	can	be	simulated	using	a	multiplicative	model	

the	combines	the	Hill	function	of	self-activation	by	A	with	the	Hill	function	of	

repression	by	B.	Expression	of	the	repressor	is	simulated	using	a	Hill	function	of	the	

activation	by	A.	Constitutive	expression	of	NanoDeg	is	simulated	using	a	constant	

expression	rate.	Half-lives	of	the	proteins	are	simulated	by	a	linear	degradation	

coefficient.	Association	and	dissociation	interactions	between	the	activator	and	the	

NanoDeg	are	modeled	using	a	mass-action	reaction	model.	A	description	of	all	
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model	variables	and	parameter	values	used	for	simulation	(unless	otherwise	

specified	in	the	figures)	are	given	in	the	table	below	(Table	4.4.1).	

Parameter Description Value Source 

𝑝ax  Concentration of DNA containing the 
activator gene. 

1 nM This paper. 
Represents 
approximately 2200 
copies of 
gene/cell[133] for a 
typical cell of 
volume[134] 
3.7µm3. 

𝑝}x  Concentration of DNA containing the 
repressor gene. 

1 nM This paper. 

𝑝�x  Concentration of DNA containing the 
NanoDeg gene. 

1 nM This paper. 

𝐾a Dissociation constant between activator 
and promoter operator sites. 

3 nM [37] 

𝐾} Dissociation constant between 
repressor and promoter operator sites. 

3 nM [37] 

𝜂a = 𝛿a=y ln(2) Half-life of activator 4 h This paper. 

𝜂} = 𝛿}=y ln(2) Half-life of repressor 4 h This paper. 

𝜂� = 𝛿�=y ln(2) Half-life of NanoDeg 0.9 h [37] 

𝛼y Parameter for the hybrid promoter that 
regulates the activator. Associated with 
maximal expression for self-activation. 

112.5 h-1 [70] 

𝛼{ Parameter for the hybrid promoter that 
regulates the activator. Associated with 
leaky expression for self-activation. 

1 h-1 Modified from [70] 

𝛽y Parameter for the hybrid promoter that 
regulates the activator. Associated with 
minimum expression due to repression. 

0.04 h-1 Modified from [70] 
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𝛽{ Parameter for the hybrid promoter that 
regulates the activator. Associated with 
leaky expression from the repressor. 

1.8 h-1 [70] 

𝑚 Cooperativity (i.e., Hill coefficient) for 
activator. 

2 This paper. 

𝑛 Cooperativity (i.e., Hill coefficient) for 
repressor. 

2 This paper. 

𝑘� Maximal expression of the repressor 
promoter. 

36 h-1 [70] 

𝑘� Leaky expression from the repressor 
promoter. 

0.05 h-1 Modified from [70] 

𝑘ST Association rate between NanoDeg and 
activator. 

0.6262 
(nM h)-1 

[37] 

𝑘S[[ Dissociation rate of the NanoDeg-
activator complex. 

2.7648 h-

1 
[37] 

𝑘� Expression rate from constitutive 
NanoDeg promoter.  

5 nM/h This paper. For the 
NanoDeg with 0.9 h 
half-life, the total 
NanoDeg 
concentration is 
approximately 6.5 
nM.  

Table 4.4.1 Parameters used in activator-repressor simulations. 

Simulations	of	the	activator-repressor	system	without	NanoDeg	were	

performed	by	setting	𝑘� = 0,	and	simulations	with	a	nominal	concentration	of	

NanoDeg	were	performed	by	setting	𝑘� = 𝑁4/𝛿� ,	in	which	N0	is	the	nominal	

concentration	of	NanoDeg.	To	simulate	the	rate	of	the	association	and	dissociation	

interaction	(Figure	4.3B),	the	association	and	dissociation	rates	were	both	

multiplied	by	a	common	multiplier	v.	
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4.4.2. Goodwin	Oscillator	simulations	

The	systems	illustrated	in	the	Goodwin	oscillator	section	were	implemented	

using	delay-differential	equations	(DDE)	that	model	a	fixed	time	delay	for	

maturation	of	the	repressor	protein.	That	is,	in	this	model	I	assume	that	the	nascent	

repressor	does	not	interact	with	the	target	promoter	sequence	or	the	NanoDeg.	The	

resulting	DDE	system	is	given	as:	

Equation 4.4.2 Goodwin oscillator with a mature repressor-targetting NanoDeg. 

𝑑𝐴
𝑑𝑡 = 𝑝ax

𝛽y𝐴�z +	𝛽{𝐾az

𝐴�z + 𝐾az
− 𝛿a𝐴 − 𝑘ST𝐴�𝑁 + 𝑘S[[𝐶 

𝑑𝑁
𝑑𝑡 = 𝑝�x𝑘� − 𝛿�𝑁 − 𝑘ST𝐴�𝑁 + 𝑘S[[𝐶	 

𝑑𝐶
𝑑𝑡 = 	𝑘ST𝐴�𝑁 − 𝑘S[[𝐶 −	𝛿�𝐶	

In	this	system,	𝐴 = 𝐴(𝑡)	represents	the	free	nascent	repressor	and	𝐴� = 𝐴(𝑡 − 𝜏)	

represents	the	mature	repressor.	The	maturation	delay	is	given	by	𝜏.	N	represents	

the	free	NanoDeg	and	C	represents	the	complex	formed	by	NanoDeg	bound	to	the	

mature	repressor	𝐴�.	The	initial	history	for	the	repressor	is	set	to	𝐴 = 0	for	−𝜏 ≤

𝑡 ≤ 0.	Expression	of	the	repressor	is	simulated	using	a	Hill	function	for	repression	

by	matured	𝐴�.	Constitutive	expression	of	NanoDeg	is	simulated	using	a	constant	

expression	rate.	Half-lives	of	the	proteins	are	simulated	by	a	linear	degradation	

coefficient.	Association	and	dissociation	interactions	between	the	mature	repressor	

𝐴�	and	the	NanoDeg	is	modeled	using	a	mass-action	reaction	model.	A	description	of	
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individual	model	variables	and	parameter	values	used	for	simulation	(unless	

otherwise	specified	in	the	figures)	are	given	in	the	table	below	(Table	4.4.2).	

Parameter Description Value Source 

𝑝ax  Concentration of DNA containing the 
repressor gene. 

1 nM This paper. 
Represents 
approximately 2200 
copies of 
gene/cell[133] for a 
typical cell of 
volume[134] 
3.7µm3. 

𝑝�x  Concentration of DNA containing the 
NanoDeg gene. 

1 nM This paper. 

𝐾a Dissociation constant between repressor 
and promoter operator sites. 

3nM [70] 

𝜂a = 𝛿a=y ln(2) Half-life of repressor 11 h This paper. 

𝜂� = 𝛿�=y ln(2) Half-life of NanoDeg 0.9 h [37] 

𝛽y Leaky expression rate of the repressor 
promoter. 

1.8 h-1 [70] 

𝛽{ Maximum expression rate from the 
repressor promoter. 

181 h-1 [70] 

𝑚 Cooperativity (i.e., Hill coefficient) of the 
repressor. 

2 This paper. 

𝑘ST Association rate between NanoDeg and 
repressor. 

0.6262 
(nM h)-1 

[37] 

𝑘S[[ Dissociation rate for the NanoDeg-
repressor complex. 

2.7648 h-

1 
[37] 

𝑘� Expression rate from constitutive 
NanoDeg promoter.  

5 nM/h This paper. For the 
NanoDeg with 0.9 h 
half-life, the total 
NanoDeg 
concentration is 
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approximately 
6.5nM.  

𝜏 Repressor maturation time. 0.5 h. This paper.  

Table 4.4.2 Parameters used in Goodwin oscillator simulations. 

Simulations	of	the	Goodwin	oscillator	system	without	NanoDeg	were	

performed	by	setting	𝑘� = 0,	and	simulations	with	a	nominal	concentration	of	

NanoDeg	were	performed	by	setting	𝑘� = 𝑁4/𝛿� ,	in	which	N0	is	the	nominal	

concentration	of	NanoDeg.	

4.4.3. Repressilator	Regulation	simulations	

For	the	repressilator	system	tuned	by	a	common	NanoDeg,	the	differential	

equations	used	in	the	simulation	are	given	in	the	equations	below.	

Equation 4.4.3 Repressilator with a common NanoDeg. 

𝑑𝐴
𝑑𝑡 = 𝑝ax

𝑘y𝐶q + 𝑘{𝐾�q

𝐶q + 𝐾�q
− 𝛿a𝐴 − 𝑘ST𝐴𝑁 + 𝑘S[[𝑇a	

𝑑𝐵
𝑑𝑡 = 𝑝}x

𝑘�𝐴z + 𝑘�𝐾az

𝐴z + 𝐾az
− 𝛿}𝐵 − 𝑘ST𝐵𝑁 + 𝑘S[[𝑇}	

𝑑𝐶
𝑑𝑡 = 𝑝�x

𝑘�𝐵T + 𝑘�𝐾}T

𝐵T + 𝐾}T
− 𝛿�𝐶 − 𝑘ST𝐶𝑁 + 𝑘S[[𝑇�	

𝑑𝑁
𝑑𝑡 = 𝑝�x𝑘� − 𝛿�𝑁 − 𝑘ST(𝐴 + 𝐵 + 𝐶)𝑁 + 𝑘S[[(𝑇a + 𝑇} + 𝑇�)	

𝑑𝑇a
𝑑𝑡 = 	𝑘ST𝐴𝑁 + 𝑘S[[𝑇a −	𝛿�	𝑇a	

𝑑𝑇}
𝑑𝑡 = 	𝑘ST𝐵𝑁 + 𝑘S[[𝑇} −	𝛿�	𝑇}	
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𝑑𝑇�
𝑑𝑡 = 	𝑘ST𝐶𝑁 + 𝑘S[[𝑇� −	𝛿�	𝑇� 	

In	this	system,	A,	B	and,	C	represent	the	concentration	of	three	unbound	

repressors	connected	in	series	forming	the	repressilator	and	N	represents	the	

concentration	of	unbound	NanoDeg.	TA,	TB,	and	TC	represents	the	concentration	of	

the	complex	formed	by	the	association	of	the	NanoDeg	with	repressors	A,	B,	and	C,	

respectively.	Expression	of	each	repressor	is	simulated	using	a	Hill	function	for	

repression	by	the	corresponding	repressor	protein.	Constitutive	expression	of	

NanoDeg	is	simulated	using	a	constant	expression	rate.	Half-lives	of	the	proteins	are	

simulated	by	a	linear	degradation	coefficient.	Association	and	dissociation	

interactions	between	the	repressors	and	NanoDeg	are	modeled	using	a	mass-action	

reaction	model.	A	description	of	individual	model	variables	and	parameter	values	

used	for	simulation	(unless	otherwise	specified	in	the	figures)	are	given	in	the	table	

below	(Table	4.4.3).	

Parameter Description Value Source 

𝑝ax  Concentration of DNA containing the 
gene for repressor A. 

1 nM This paper. 
Represents 
approximately 2200 
copies of 
gene/cell[133] for a 
typical cell of 
volume[134] 
3.7µm3. 

𝑝}x  Concentration of DNA containing the 
gene for repressor B. 

1 nM This paper. 
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𝑝�x  Concentration of DNA containing the 
gene for repressor C. 

1 nM This paper. 

𝑝�x  Concentration of DNA encoding the 
NanoDeg. 

1 nM This paper. 

𝐾a Dissociation constant between 
repressor A and corresponding 
promoter operator sites. 

3 nM [70] 

𝐾} Dissociation constant between 
repressor B and corresponding 
promoter operator sites. 

3 nM [70] 

𝐾} Dissociation constant between 
repressor C and corresponding 
promoter operator sites. 

3 nM [70] 

𝜂a = 𝛿a=y ln(2) Half-life of repressor A 11 h This paper. 

𝜂} = 𝛿}=y ln(2) Half-life of repressor B 11 h This paper. 

𝜂� = 𝛿�=y ln(2) Half-life of repressor C 11 h This paper. 

𝜂� = 𝛿�=y ln(2) Half-life of NanoDeg 0.9 h [37] 

𝑘y Leaky expression rate of the repressor 
A promoter. 

1.8 h-1 [70] 

𝑘{ Maximum expression rate of the 
repressor A promoter. 

181 h-1 [70] 

𝑘� Leaky expression rate of the repressor 
B promoter. 

1.8 h-1 [70] 

𝑘� Maximum expression rate of the 
repressor B promoter. 

181 h-1 [70] 

𝑘� Leaky expression rate of the repressor 
C promoter. 

1.8 h-1 [70] 

𝑘� Maximum expression rate of the 
repressor C promoter. 

181 h-1 [70] 

𝑚 Cooperativity (i.e., Hill coefficient) for 
repressor A. 

4 This paper. 
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𝑛 Cooperativity (i.e., Hill coefficient) for 
repressor B. 

4 This paper. 

𝑟 Cooperativity (i.e., Hill coefficient) for 
repressor C. 

4 This paper. 

𝑘ST Association rate between NanoDeg and 
repressor. 

0.6262 
(nM h)-1 

[37] 

𝑘S[[ Dissociation rate of the NanoDeg-
repressor complex. 

2.7648 h-

1 
[37] 

𝑘� Expression rate from constitutive 
NanoDeg promoter.  

5 nM/h This paper. For the 
NanoDeg with 0.9 h 
half-life, the total 
NanoDeg 
concentration is 
approximately 
6.5nM.  

Table 4.4.3 Parameters used in repressilator with a common NanoDeg simulations. 

Simulations	of	the	repressilator	system	without	NanoDeg	were	performed	by	

setting	𝑘� = 0,	and	simulations	with	a	nominal	concentration	of	NanoDeg	were	

performed	by	setting	𝑘� = 𝑁4/𝛿� ,	in	which	N0	is	the	nominal	concentration	of	

NanoDeg.	

For	the	repressilator	system	tuned	by	independent	NanoDeg	NA,	NB,	and	NC,	

that	target,	respectively,	repressors	A,	B,	and	C,	the	differential	equations	used	in	the	

simulation	are	given	in	the	equations	below:	

Equation 4.4.4 Repressilator with individual NanoDegs. 

𝑑𝐴
𝑑𝑡 = 𝑝ax

𝑘y𝐶q + 𝑘{𝐾�q

𝐶q + 𝐾�q
− 𝛿a𝐴 − 𝑘ST𝐴𝑁a + 𝑘S[[𝑇a	
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𝑑𝐵
𝑑𝑡 = 𝑝}x

𝑘�𝐴z + 𝑘�𝐾az

𝐴z + 𝐾az
− 𝛿}𝐵 − 𝑘ST𝐵𝑁} + 𝑘S[[𝑇}	

𝑑𝐶
𝑑𝑡 = 𝑝�x

𝑘�𝐵T + 𝑘�𝐾}T

𝐵T + 𝐾}T
− 𝛿�𝐶 − 𝑘ST𝐶𝑁� + 𝑘S[[𝑇�	

𝑑𝑁a
𝑑𝑡 = 𝑝�x�𝑘�a − 𝛿�a𝑁a − 𝑘ST𝐴𝑁a + 𝑘S[[𝑇a	

𝑑𝑁}
𝑑𝑡 = 𝑝�x�𝑘�} − 𝛿�}𝑁} − 𝑘ST𝐴𝑁} + 𝑘S[[𝑇}	

𝑑𝑁�
𝑑𝑡 = 𝑝�x�𝑘�� − 𝛿��𝑁� − 𝑘ST𝐴𝑁� + 𝑘S[[𝑇�	

𝑑𝑇a
𝑑𝑡 = 	𝑘ST𝐴𝑁a + 𝑘S[[𝑇a −	𝛿�a	𝑇a	

𝑑𝑇}
𝑑𝑡 = 	𝑘ST𝐵𝑁} + 𝑘S[[𝑇} −	𝛿�}	𝑇}	

𝑑𝑇�
𝑑𝑡 = 	𝑘ST𝐶𝑁� + 𝑘S[[𝑇� −	𝛿��	𝑇� 	

In	this	system,	A,	B	and,	C	represent	the	concentration	of	three	unbound	

repressors	connected	in	series	forming	the	repressilator.	NA,	NB,	and	NC	represent	

the	concentration	of	unbound	NanoDeg	molecules	that	target	A,	B,	and	C,	

respectively.	TA,	TB,	and	TC	represents	the	concentration	of	the	complex	formed	by	

the	association	of	NA,	NB,	and	NC	with	their	respective	repressors	A,	B,	and	C.	In	this	

system,	the	parameters	were	chosen	such	that	each	node	of	the	repressilator	is	

subject	to	the	same	dynamics.	Expression	of	each	repressor	is	simulated	using	a	Hill	

function	for	repression	by	the	corresponding	repressor	protein.	Constitutive	

expression	of	NA,	NB,	and	NC	are	simulated	using	a	constant	rate.	Half-lives	of	the	

proteins	are	simulated	by	a	linear	degradation	coefficient.	Association	and	



	
78	

	

dissociation	of	the	repressors	and	the	corresponding	NanoDeg	are	modeled	using	a	

mass-action	reaction	model.	A	description	of	all	model	variables	and	parameter	

values	used	for	simulation	(unless	otherwise	specified	in	the	figures)	are	given	in	

the	table	below	(Table	4.4.4).	

Parameter Description Value Source 

𝑝ax  Concentration of DNA containing the 
gene for repressor A. 

1 nM This paper. 
Represents 
approximately 2200 
copies of 
gene/cell[133] for a 
typical cell of 
volume[134] 
3.7µm3. 

𝑝}x  Concentration of DNA containing the 
gene for repressor B. 

1 nM This paper. 

𝑝�x  Concentration of DNA containing the 
gene for repressor C. 

1 nM This paper. 

𝑝�x�  Concentration of DNA encoding the 
NanoDegA. 

1 nM This paper. 

𝑝�x�  Concentration of DNA encoding the 
NanoDegB. 

1 nM This paper. 

𝑝�x�  Concentration of DNA endocding the 
NanoDegC. 

1 nM This paper. 

𝐾a Dissociation constant between 
repressor A and corresponding 
promoter operator sites. 

3 nM [70] 

𝐾} Dissociation constant between 
repressor B and corresponding 
promoter operator sites. 

3nM [70] 

𝐾} Dissociation constant between 
repressor C and corresponding 
promoter operator sites. 

3nM [70] 
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𝜂a = 𝛿a=y ln(2) Half-life of repressor A 11 h This paper. 

𝜂} = 𝛿}=y ln(2) Half-life of repressor B 11 h This paper. 

𝜂� = 𝛿�=y ln(2) Half-life of repressor C 11 h This paper. 

𝜂� = 𝛿�=y ln(2) Half-life of the NanoDegs 0.9 h [37] 

𝑘y Leaky expression rate of the repressor A 
promoter. 

1.8 h-1 [70] 

𝑘{ Maximum expression rate of the 
repressor A promoter. 

181 h-1 [70] 

𝑘� Leaky expression rate of the repressor B 
promoter. 

1.8 h-1 [70] 

𝑘� Maximum expression rate of the 
repressor B promoter. 

181 h-1 [70] 

𝑘� Leaky expression rate of the repressor C 
promoter. 

1.8 h-1 [70] 

𝑘� Maximum expression of the repressor C 
promoter. 

181 h-1 [70] 

𝑚 Cooperativity (i.e., Hill coefficient) for 
repressor A. 

4 This paper. 

𝑛 Cooperativity (i.e., Hill coefficient) for 
repressor B. 

4 This paper. 

𝑟 Cooperativity (i.e., Hill coefficient) for 
repressor C. 

4 This paper. 

𝑘ST Association rate between NanoDegs and 
repressors. 

0.6262 
(nM h)-1 

[37] 

𝑘S[[ Dissociation rate of the NanoDeg-
repressor complexes. 

2.7648 h-

1 
[37] 

𝑘�a Expression rate from constitutive 
NanoDegA promoter.  

5 nM/h This paper. For the 
NanoDeg with 0.9 h 
half-life, the total 
NanoDeg 
concentration is 
approximately 
6.5nM.  
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𝑘�} Expression rate from constitutive 
NanoDegB promoter.  

5 nM/h This paper.  

𝑘��  Expression rate from constitutive 
NanoDegC promoter.  

5 nM/h This paper.  

Table 4.4.4 Parameters used in Repressilator with individual NanoDegs simulations. 

Simulations of the repressilator without any NanoDeg were performed by setting 

𝑘�a = 𝑘�} = 𝑘�� 	= 0. The simulations with a nominal concentration of NanoDeg were 

performed using a common concentration NA = NB = NC = N0, by setting 𝑘�a = 𝑘�} =

𝑘�� = 	𝑁4/𝛿� .	

4.4.4. NanoDeg	repressilator	simulations	

For	the	section	describing	the	repressilator	that	incorporates	a	NanoDeg	as	a	

node	in	the	ring	oscillator,	the	differential	equations	used	in	the	simulation	are	

given	in	the	equations	below.	

Equation 4.4.5 NanoDeg repressilator. 

𝑑𝐴
𝑑𝑡 = 𝑝ax𝑘y − 𝛿a𝐴 − 𝑘ST𝐴𝑁 + 𝑘S[[𝐶	

𝑑𝐵
𝑑𝑡 = 𝑝}x

𝑘{𝐴z + 𝑘�𝐾az

𝐴z + 𝐾az
− 𝛿}𝐵	

𝑑𝑁
𝑑𝑡 = 𝑝�x

𝑘�𝐵T + 𝑘�𝐾}T

𝐵T + 𝐾}T
− 𝛿�𝑁 − 𝑘ST𝐴𝑁 + 𝑘S[[𝐶	

𝑑𝐶
𝑑𝑡 = 	𝑘ST𝐴𝑁 − 𝑘S[[𝐶 −	𝛿�𝐶 
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In	this	system,	A	represents	the	unbound	concentration	of	a	first	repressor	

and	B	represents	the	concentration	of	a	second	repressor	whose	expression	is	

regulated	by	B.	In	turn,	B	represses	the	expression	of	a	NanoDeg	that	targets	the	

first	repressor.	N	represents	the	concentration	of	unbound	NanoDeg	and	C	

represents	the	concentration	of	the	complex	formed	by	the	association	of	the	

NanoDeg	with	the	repressor	A.	Constitutive	expression	of	repressor	A	is	modeled	by	

a	constant	expression	rate.	Expression	of	the	repressor	B	and	of	the	NanoDeg	are	

simulated	using	a	Hill	function	of	repression	by	the	repressors	A	and	B,	respectively.	

Half-lives	of	all	the	proteins	are	simulated	by	a	linear	degradation	coefficient.	

Association	and	dissociation	interactions	between	repressor	A	and	the	NanoDeg	are	

modeled	using	a	mass-action	reaction	model.	A	description	of	individual	model	

variables	and	parameter	values	used	for	simulation	(unless	otherwise	specified	in	

the	figures)	are	given	in	the	table	below	(Table	4.4.5).	

Parameter Description Value Source 

𝑝ax  Concentration of DNA containing the 
gene for repressor A. 

1 nM This paper. 
Represents 
approximately 
2200 copies of 
gene/cell[133] 
for a typical cell 
of volume[134] 
3.7µm3. 

𝑝}x  Concentration of DNA containing the 
gene for repressor B. 

1 nM This paper. 

𝑝�x  Concentration of DNA encoding the 
NanoDeg. 

1 nM This paper. 
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𝐾a Dissociation constant between 
repressor A and corresponding 
promoter operator sites. 

3 nM [70] 

𝐾} Dissociation constant between 
repressor B and corresponding 
promoter operator sites. 

3 nM [70] 

𝜂a = 𝛿𝐴
−1 ln(2) Half-life of repressor A 11 h This paper. 

𝜂} = 𝛿𝐵
−1 ln(2) Half-life of repressor B 11 h This paper. 

𝜂� = 𝛿�=y ln(2) Half-life of NanoDeg 0.9 h [37] 

𝑘y Constitutive expression rate of A 18.1 h-1 This paper. 

𝑘{ Leaky expression rate of the repressor B 
promoter. 

0.018 h-1 Modified from 
[70]. 

𝑘� Maximum expression rate of the 
repressor B promoter. 

18.1 h-1 Modified from 
[70]. 

𝑘� Leaky expression rate of the NanoDeg 

promoter. 
0.018 h-1 Modified from 

[70] 

𝑘� Maximum expression rate of the 
NanoDeg promoter. 

18.1 h-1 Modified from 
[70] 

𝑚 Cooperativity (i.e., Hill coefficient) for 
repressor A. 

10 This paper. 

𝑛 Cooperativity (i.e., Hill coefficient) for 
repressor B. 

10 This paper. 

𝑘ST Association rate between NanoDeg and 
repressor. 

0.6262 (nM 
h)-1 

[37]. 

𝑘S[[ Dissociation rate of the NanoDeg-
repressor complex. 

2.7648 h-1 [37]. 

Table 4.4.5 Parameters used in NanoDeg repressilator simulations. 

Simulations	for	this	system	in	the	absence	of	NanoDeg	were	performed	by	

setting	𝑝�x = 0.		
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Chapter 5 

A platform for post-translational 
spatiotemporal control of cytosolic 

proteins 

5.1. Introduction	

Cellular	information	processing	is	primarily	managed	by	regulating	protein	

concentration	in	space	and	time	[1],	[135].	Temporal	regulation	of	protein	

concentration	is	mostly	achieved	through	transcription	factor	activation	and	

degradation,	which	are	controlled	through	a	myriad	of	well-studied	mechanisms	

[136]–[145].	Proteins	are	typically	synthesized	in	the	cytosol	or	on	ER-bound	

ribosomes	and	then	directed	to	the	appropriate	subcellular	location	through	amino-

acid	sequences	intrinsic	to	the	proteins	[146].	Protein	function	depends	on	

subcellular	location	and	can	be	drastically	affected	by	environmental	conditions,	
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such	as	pH	and	redox	state	[147]–[150].	Protein	localization	also	dictates	the	

availability	of	interacting	proteins	[151]–[153]	and	substrates	[154]–[156],	further	

diversifying	protein	functionality. Additionally,	many	cellular	responses	are	

regulated	by	mechanisms	controlling	changes	in	protein	concentration	in	space,	

including	translocation	of	transcription	factors	from	the	cytosol	to	the	nucleus	

[157],	release	of	mitochondrial	proteins	into	the	cytosol	during	apoptosis	[158],	

endocytic	recycling	of	plasma	membrane	proteins	[159],	and	scaffold	recruitment	

and	release	of	signaling	pathway	components	[160].	Spatial	organization	of	cellular	

components	is	also	of	vital	importance	in	cellular	manufacturing	of	proteins	and	

metabolites	[161],	as	it	provides	a	mechanism	for	accelerating	reactions	[162],	

[163]	and	reducing	interference	between	pathways	with	shared	components	[164].	

Furthermore,	aberrant	localization	of	proteins	has	been	associated	with	disease	

states	including	neurodegeneration	[165]–[167],	metabolic	impairment	[168],	[169]	

and	cancer	[170],	[171].	Perturbing	cellular	protein	levels	and	monitoring	the	

associated	phenotypic	changes	is	thus	a	powerful	approach	to	investigate	biological	

pathways	[172]–[174].	Similarly,	characterization	of	the	physiological	role	of	

protein	localization	in	the	complex	milieu	of	mammalian	cells	depends	on	tools	to	

precisely	perturb	the	location	of	cellular	proteins	while	monitoring	the	associated	

phenotypic	changes	[8],	[175].			

Defined	sequences	that	determine	protein	location	have	been	used	to	impart	

novel	localization	of	target	proteins	through	direct	fusion	of	such	sequences	to	the	

protein	of	interest	[12],	[146].	This	approach,	however,	requires	genetic	
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manipulations	of	the	target	protein,	which	may	potentially	affect	the	protein’s	native	

function	[176],	[177].	In	addition,	the	efficiency	of	protein	localization	is	largely	

target-specific	[178],	[179].	Control	over	the	location	of	a	target	protein	can	also	be	

achieved	through	engineered	inducible	interactions	between	a	protein	residing	at	

the	location	of	interest	and	the	target	protein.	This	approach	to	regulate	protein	

localization	requires	extensive	genetic	manipulation	and	is	generally	achieved	

through	fusion	of	a	dimerizing	domain	to	a	protein	at	the	desired	location	and	the	

complementary	dimerizing	domain	to	the	target	protein.	Small	molecule	[180]–

[184]	or	light	[185]–[187]	inducible	fragment	complementation	has	been	widely	

used	to	control	localization	of	a	target	protein.	These	systems,	however,	are	limited	

by	the	requirement	for	a	binding	partner	with	the	correct	subcellular	address	and	

that	is	amenable	to	protein	engineering.	Generally	speaking,	regulating	localization	

of	proteins	based	on	fusion	to	a	signal	sequence	or	dimerization	domain	is	a	

cumbersome	endeavor	due	to	the	need	to	modify	each	target	individually.	

Furthermore,	the	availability	of	a	restricted	number	of	inducible	dimerization	

domains	[180]	limits	the	development	of	strategies	for	directing	single	targets	to	

multiple	compartments	or	for	multiplexing	control	of	multiple	targets.	An	

alternative	approach	to	control	location	of	cellular	proteins	relies	on	the	use	of	

binding	proteins	(DARPins,	antibody	fragments,	and	nanobodies)	functionalized	

with	localization	signals	[188]–[190].	While	this	approach	provides	a	powerful	tool	

to	investigate	the	role	of	protein	subcellular	localization	in	determining	protein	
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function	that	circumvents	the	need	to	modify	the	target	protein,	it	does	not	allow	for	

user-defined	control	over	the	extent	and	dynamics	of	target	localization.		

In	this	chapter,	I	addressed	the	need	for	a	platform	technology	for	regulating	

the	localization	of	cellular	proteins	that	can	be	adapted	to	any	cellular	target	

protein,	provides	dynamic	control	of	the	protein	levels	at	the	desired	subcellular	

location,	and	allows	modulating	subcellular	localization	of	a	single	target	to	multiple	

compartments.	In	this	regard,	I	constructed	a	nanobody-based	platform	for	tunable	

control	of	target	protein	localization.	Specifically,	I	built	a	toolbox	of	nanobodies	

functionalized	to	direct	a	target	to	a	series	of	subcellular	compartments	(NanoLoc).	I	

demonstrated	nanobody-mediated	localization	of	a	target	protein	depends	on	the	

expression	level	of	the	nanobody	and	of	the	target	protein.	I	developed	a	method	to	

modulate	the	extent	of	target	subcellular	localization	based	on	combining	the	use	of	

target-specific	nanobodies	mediating	localization	(VHHLoc)	and	degradation	[37]	

(VHHDeg).	Finally,	I	interfaced	this	toolkit	for	nanobody-mediated	target	localization	

and	degradation	with	different	strategies	for	transcriptional	regulation	of	the	

nanobody	to	achieve	spatial	and	temporal	control	of	the	target	protein	localization.		

5.2. Results	

5.2.1. Design	of	a	nanobody-based	platform	for	spatial	control	of	GFP.	

To	build	a	platform	technology	for	controlling	the	subcellular	localization	of	a	

target	protein	that	could	be	adapted	to	target	any	cellular	protein	to	different	
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cellular	compartments,	I	built	a	set	of	GFP-specific	nanobody	(VHH)	[191]	variants	

fused	to	different	localization	signals,	namely	the	mitochondrial	outer	membrane	

anchor	(VHHMOM)	[192],	the	endoplasmic	reticulum	membrane	anchor	(VHHERM)	

[193],	the	peroxisome	targeting	signal	(VHHPEX)	[194],	the	plasma	membrane	

anchor	(VHHPM)	[195],	and	the	nuclear	localization	signal	(VHHNLS)	[196]	(Table	

5.4.1).	All	nanobody	variants	(VHHLoc)	contained	the	HA	tag	for	detection.	To	verify	

that	the	resulting	VHHLoc	variants	localize	cytosolic	GFP	to	the	corresponding	

subcellular	compartments,	I	analyzed	the	colocalization	of	VHHLoc,	GFP,	and	the	

subcellular	compartment	designated	by	the	localization	tag.	Specifically,	HEK293	

cells	stably	expressing	GFP	(HEK293/GFP#1)	were	transiently	transfected	for	the	

expression	of	the	VHHLoc	variants.	Cells	were	analyzed	by	confocal	microscopy	for	

detection	of	GFP,	VHH	(anti-HA),	and	the	subcellular	compartments,	namely	the	

mitochondria	(MitoTracker	stain),	endoplasmic	reticulum	membrane	(anti-CANX),	

peroxisome	(anti-PMP70),	plasma	membrane	(MemBrite	stain),	or	nucleus	(Hoechst	

stain).	Imaging	analyses	revealed	a	distinct	GFP	and	VHH	distribution	pattern	in	

cells	transfected	for	the	expression	of	each	VHHLoc.	Specifically,	the	VHHLoc	signal	

was	found	to	colocalize	with	the	subcellular	compartment	marker,	indicating	that	

the	localization	signal	controls	the	VHH	subcellular	localization	(Figure	5.1,	merge	

compartment-VHH,	purple).	GFP	and	VHHLoc	signals	also	colocalized,	suggesting	

formation	of	the	GFP-VHH	complex	(Figure	5.1,	merge	GFP-VHH,	cyan).	Finally,	

colocalization	of	GFP	and	the	subcellular	compartment	marker	indicates	that	VHHLoc	

controls	GFP	localization	(Figure	5.1,	merge	Compartment-GFP,	yellow).		
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Figure 5.1 NanoLoc-mediated control of GFP subcellular localization. 
Representative confocal microscopy images of HEK293/GFP#1 cells transiently 
transfected for expression of VHHLoc variants and analyzed 72 h post-transfection. 
Subcellular compartment (red, column 1); GFP (green, column 2); VHH (blue, anti-
HA, column 3); colocalization of subcellular compartment  and VHH shown in 
merged images (purple, column 4); colocalization of GFP and VHH shown in merged 
images (cyan, column 5); colocalization of subcellular compartment and GFP 
shown in merged images (yellow, column 6). All scale bars are 5 µm. Brightness 
and contrast levels were minimally adjusted. Pseudo-coloring was applied to the 
subcellular compartment stain and VHH images for the plasma membrane and the 
nucleus. 

Cells	transfected	with	a	control	plasmid	lacking	the	gene	encoding	the	nanobody	

display	a	diffuse	GFP	signal	that	does	not	colocalize	with	the	fluorescent	signal	of	
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any	of	the	compartment	markers	(Figure	5.2),	confirming	that	VHHLoc	controls	GFP	

localization	to	the	compartment	designated	by	the	localization	signal.		

	

Figure 5.2 GFP subcellular localization in the absence of NanoLoc. Representative 
confocal microscopy images of HEK293/GFP#1 cells transiently transfected with a 
control plasmid lacking the vhh gene and analyzed 72 h post-transfection. GFP 
(green, row 1); subcellular compartment (red, row 2); colocalization of subcellular 
compartment and GFP shown in merged images (row 3). All scale bars are 5 µm. 
Brightness and contrast levels were minimally adjusted. 

To	test	the	residence	time	of	GFP	within	each	subcellular	compartment,	I	

monitored	GFP	fluorescence	over	time	in	cells	expressing	the	VHHLoc	variants.		

HEK293/GFP#1	cells	stably	expressing	the	erythromycin-dependent	transrepressor	

(EKRAB)	[197]	were	transiently	transfected	for	the	expression	of	each	VHHLoc	under	

the	control	of	the	erythromycin-inducible	operator	and	treated	with	erythromycin	

(Em)	to	induce	expression	of	VHHLoc.	Confocal	microscopy	analyses	were	initiated	at	

the	time	of	removal	of	Em	from	the	culturing	medium.	Localization	of	GFP	to	the	ER	

membrane	and	plasma	membrane	decayed	rapidly	with	complete	loss	of	
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localization	by	48	h	and	72	h,	respectively.	Nuclear	localization	of	GFP	appeared	

stable	for	the	first	72	h,	followed	by	a	slow	decay	and	complete	loss	of	localization	

by	120	h.	Peroxisomal	and	mitochondrial	localization	presented	similar	temporal	

patterns	resulting	in	total	loss	of	localization	by	144	h	(Figure	5.3).	These	results	are	

indicative	of	a	compartment-specific	localization	decay	rate,	which	may	be	due	to	a	

multitude	of	factors	including	different	compartment	turnover	rates	and	localization	

mechanisms.			

	

Figure 5.3 Residence time of NanoLoc-mediated GFP subcellular localization. 
Representative confocal microscopy images of HEK293/GFP2R cells transiently 
transfected for the expression of different VHHLoc variants and induced with 
erythromycin (Em, 500 ng/mL) 8 h post-transfection. Em was removed from the 
media and time-course analyses initiated (t = 0 h) after 24 h of Em treatment. Time-
course analyses were conducted every 24 h for 144 h. All scale bars are 5 µm. 
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Brightness levels were minimally adjusted and all images were subjected to the 
same adjustment. 

To	test	whether	GFP	can	be	simultaneously	targeted	to	multiple	subcellular	

compartments,	HEK293/GFP#1	cells	were	co-transfected	for	the	expression	of	two	

VHHLoc	variants	fused	to	different	localization	signals.	Expression	of	a	single	VHHLoc	

displayed	the	pattern	of	GFP	fluorescence	consistent	with	GFP	localization	to	the	

designated	compartment	(Figure	5.4A).	Expression	of	two	distinct	VHHLoc,	however,	

resulted	in	a	pattern	of	GFP	fluorescence	consistent	with	GFP	localization	in	two	

distinct	compartments	for	all	combinations	of	VHHLoc	tested	(Figure	5.4B).	These	

results	indicate	that	a	cytosolic	protein	can	be	localized	simultaneously	to	multiple	

subcellular	compartments	through	co-expression	of	the	appropriate	VHHLoc	

variants.		

To	test	the	extent	to	which	the	VHHLoc	expression	level	affects	GFP	

localization,	I	monitored	GFP	localization	within	a	representative	subcellular	

compartment	(mitochondria)	upon	modulation	of	the	corresponding	VHHLoc	variant	

(VHHMOM)	expression	level.	Specifically,	HEK293/GFP#1	cells	were	transiently	

transfected	with	varying	amounts	of	VHHMOM	expressing	plasmid	(10	-	450	ng)	and	

the	extent	of	colocalization	of	GFP	and	MitoTracker	stain	quantified	as	a	function	of	

plasmid	amount.	Transfected	cells	were	selected	and	analyzed	based	on	expression	

of	the	transfection	control	(iRFP),	and	the	GFP	signal	of	transfected	cells	that	

colocalized	with	the	mitochondria	stain	was	quantified	[198].	Localization	of	GFP	to	

the	mitochondria	was	found	to	depend	on	VHHMOM	expression	level	until	a	
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saturation	point.	Specifically,	the	extent	of	mitochondria-localized	GFP	in	

HEK293/GFP#1	cells	increased	exponentially	(20	-	150	ng	of	plasmid)	until	a	16.5-

fold	maximum	compared	to	cells	not	expressing	VHHMOM	and	plateaued	upon	

transfection	with	higher	amounts	of	VHHMOM	expressing	plasmid	(Figure	5.5A).		

	

Figure 5.4 Dual-compartment subcellular localization of GFP with the NanoLoc. 
Representative confocal microscopy images of HEK293/GFP#1 cells transiently 
transfected for expression of (A) a single VHHLoc variant or (B) two VHHLoc variants 
(using a 1:1 plasmid ratio). Samples were analyzed 72 h post-transfection. All scale 
bars are 5 µm. Brightness levels were minimally adjusted. 

To	further	characterize	VHHLoc-mediated	localization,	I	investigated	the	effect	

of	GFP	expression	level	on	GFP	localization	by	quantifying	mitochondria-localized	

GFP	fluorescence	in	cells	presenting	different	GFP	expression	levels.	Specifically,	

three	stable	HEK293	cell	lines	expressing	different	GFP	levels,	namely	
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HEK293/GFP#1	(low),	HEK293/GFP#2	(intermediate),	and	HEK293/GFP#3	(high)	

were	transiently	transfected	with	saturating	amount	of	VHHMOM	expressing	plasmid	

(450	ng,	Figure	5.5A)	expected	to	maximize	GFP	localization.	Total	GFP	fluorescence	

levels	of	the	HEK293/GFP	cell	lines	were	measured	by	flow	cytometry	(Figure	5.5C).	

Transfected	cells	were	analyzed	by	confocal	microscopy	to	evaluate	the	extent	of	

GFP	localization	to	the	mitochondria	(Figure	5.5B).	These	analyses	revealed	that	

GFP	localization	to	the	mitochondria	depends	on	the	total	level	of	GFP.	Specifically,	

mitochondria-localized	GFP	fluorescence	of	HEK293/GFP#2	and	HEK293/GFP#3	

cells	was	2.8-fold	and	6.7-fold	to	that	of	HEK293/GFP#1	cells,	respectively,	

reflecting	the	6.3-fold	and	15.4-fold	increase	in	total	GFP	fluorescence	levels	in	

HEK293/GFP#2	and	HEK293/GFP#3	cells	compared	to	HEK293/GFP#1	cells	

(Figure	5.5B	and	C).		

	

Figure 5.5 GFP mitochondrial localization as a function of VHHMOM and GFP 
expression level. (A) Confocal microscopy analyses of HEK293/GFP#1 cells 
transiently transfected for the expression of VHHMOM and analyzed 72 h post-
transfection. Data are reported as mean ± s.e.m.  (n = 3, p < 0.05, Student’s t-test, 
n.s = not significant). Black dots represent the biological replicates. (B) Confocal 
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microscopy analyses of mitochondria-localized GFP fluorescence in stable HEK293 
cell lines presenting low (HEK293/GFP#1), intermediate (HEK293/GFP#2), and high 
(HEK293/GFP#3) GFP expression levels and transiently transfected with 450 ng of 
plasmid expressing VHHMOM. (C) Mean GFP fluorescence intensity of three 
HEK293/GFP stable cells detected by flow cytometry.Data are reported as mean ± 
s.e.m. (n = 3, p < 0.05, Student’s t-test). Black dots represent the biological 
replicates.  

These	results,	taken	together,	demonstrate	that	the	level	of	a	cytosolic	target	

protein	localized	to	a	specific	compartment	can	be	tuned	using	the	NanoLoc	

platform	by	modulating	the	expression	level	of	the	VHHLoc	variant	relative	to	the	

expression	level	of	the	target	protein.		

To	investigate	whether	the	extent	of	target	protein	subcellular	localization	

could	be	modulated	post-translationally	by	controlling	the	target	protein	

degradation	rate,	I	combined	nanobody-mediated	modulation	of	GFP	subcellular	

localization	and	degradation	rate.	GFP	degradation	rate	was	controlled	using	the	

previously	developed	NanoDeg	platform	consisting	of	a	target-specific	nanobody	

variants	fused	to	a	degradation	tag	(VHHDeg)	[37].	HEK293/GFP#1	cells	were	

transiently	transfected	for	the	expression	of	VHHMOM	and	varying	amounts	of	a	

VHHDeg	variant	containing	the	37	amino	acid	carboxy-terminal	sequence	of	

ornithine	decarboxylase	(VHHODC)	[199].	Transfected	cells	were	analyzed	by	

confocal	microscopy	to	quantify	mitochondria-localized	GFP	fluorescence.	Co-

expression	of	VHHMOM	and	VHHODC	resulted	in	a	reduction	of	mitochondria-localized	

GFP	fluorescence	compared	to	control	cells	lacking	VHHODC	which	was	proportional	

to	the	amount	of	VHHODC-encoding	plasmid	(Figure	5.6A).	Localized	GFP	

fluorescence	was	reduced	by	66%,	81%	and	92%	in	cells	expressing	a	VHHMOM	to	
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VHHODC	ratio	of	1:0.5,	1:2	and	1:3,	respectively,	compared	to	control	cells	(Figure	

5.6B).		

	

Figure 5.6 Modulation of mitochondria-localized GFP fluorescence using the 
NanoDeg. (A-B) Confocal microscopy analyses of HEK293/GFP#1 cells transiently 
transfected for the expression of VHHMOM and VHHODC. Transfection reactions were 
conducted using VHHMOM:VHHODC plasmid mass ratios of 1:0, 1:0.5, 1:2, and 1:3  and 
a filler plasmid lacking vhh to maintain total plasmid mass constant. Images were 
analyzed 72 h post-transfection. (A) Representative images of mitochondria-
localized GFP fluorescence. All scale bars are 5µm. Brightness levels were 
minimally adjusted and all images were subjected to the same adjustment. (B) 
Average mitochondria-localized GFP fluorescence. Data are reported as mean ± 
s.e.m. (n = 3, p < 0.005, Student’s t-test). Black dots represent biological replicates. 
(C-D) Confocal microscopy analyses of HEK293/GFP#1 cells transiently transfected 
with a plasmid expressing VHHMOM and a plasmid expressing a VHHODC variant 
(VHHODC(T15A), half-life 2.1 h; VHHODC, half-life 1.3 h; and VHHODC(D12A), half-life 0.9 h) 
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or lacking vhh in a 1:2 mass ratio and analyzed 72 h post-transfection. (C) 
Representative images of mitochondria-localized GFP fluorescence. All scale bars 
are 5 µm. Brightness levels were minimally adjusted and all images were subjected 
to the same adjustment. (D) Average mitochondria-localized GFP fluorescence. 
Data are reported as mean ± s.e.m. (n = 3, p < 0.005, Student’s t-test). Black dots 
represent biological replicates.   

To	investigate	whether	GFP	subcellular	localization	could	be	further	tuned	by	

modulating	the	VHHODC	degradation	rate,	rather	than	its	expression	level,	I	tested	

GFP	localization	upon	expression	of	VHHODC	variants	presenting	different	half-lives.	

I	used	a	set	of	VHHODC	variants	containing	mutations	in	the	ODC	tag	[13]	that	alter	

VHHODC	half-life[37],	namely	VHHODC(T15A),	VHHODC,	and	VHHODC(D12A),	which	were	

reported	to	present	half-lives	of	2.1	h,	1.3	h,	and	0.9	h,	respectively	[37].	

HEK293/GFP#1	cells	were	transiently	transfected	for	the	expression	of	VHHMOM	and	

VHHODC(T15A),	VHHODC,	or	VHHODC(D12A)	and	analyzed	by	confocal	microscopy	to	

quantify	mitochondria-localized	GFP	fluorescence.	Imaging	analyses	revealed	a	

reduction	in	mitochondria-localized	GFP	fluorescence	compared	to	control	cells	that	

was	proportional	to	the	VHHODC	variant	half-life.	Localized	GFP	fluorescence	was	

reduced	by	67%,	80%,	and	87%	in	cells	expressing	VHHODC(T15A),	VHHODC,	and	

VHHODC(D12A),	respectively,	compared	to	control	cells	(Figure	5.6C-D).	

These	results	support	the	use	of	the	NanoLoc	and	NanoDeg	platforms	in	

conjunction	to	modulate	the	target	protein	concentration	in	a	specific	subcellular	

compartment	by	tuning	nanobody-mediated	localization	and	nanobody-mediated	

degradation	and	that	thus	does	not	require	genetic	manipulation	of	the	target	

protein. 
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5.2.2. Tuning	GFP	localization	by	modulating	nanobody-mediated	control	

of	GFP	localization	and	degradation.	

To	investigate	whether	the	NanoLoc	and	NanoDeg	platforms	can	be	adapted	

to	achieve	temporal	control	of	the	target	protein	localization,	I	built	a	system	to	

control	the	expression	of	multiple	VHH	variants.	As	proof-of-principle,	I	built	the	

simplest	configuration	consisting	of	a	dual-input	system	in	which	the	expression	of	

two	VHH	variants	is	regulated	by	inducible	promoters.	Specifically,	I	designed	a	

system	in	which	the	expression	of	the	two	VHH	variants	are	independently	

controlled	by	the	tetracycline	repressor	(TetR)	[200]	and	erythromycin-dependent	

transrepressor	(EKRAB),	and	can	thus	be	independently	regulated	using	the	small-

molecule	inducers	tetracycline	(Tc)	and	erythromycin	(Em),	respectively	(Figure	

5.8A).To	build	this	system,	a	stable	cell	line	(HEK293/GFP2R)	expressing	GFP,	TetR,	

and	EKRAB.	Induction	of	gene	expression	was	characterized	by	transiently	

transfecting	HEK293/GFP2R	cells	for	the	expression	of	iRFP	regulated	by	EKRAB	or	

TetR	was	generated.	Transfected	cells	were	treated	with	the	corresponding	inducer	

and	analyzed	by	flow	cytometry	to	define	the	transgene	expression	levels	as	a	

function	of	inducer	concentration	(Figure	5.7).	The	expression	of	VHH	variants	in	

the	dual-input	system	regulated	by	EKRAB	or	TetR	is	expected	to	be	comparable	to	

that	of	iRFP	under	the	same	conditions.	
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Figure 5.7 Induction of iRFP expression in the dual-input system. (A) 
HEK293/GFP2R cells transiently transfected for the expression of iRFP under the 
control of the Em-inducible operator were treated with Em (0 - 10 µg/mL) 16 h post-
transfection and analyzed by flow cytometery after 48 h of Em treatment.  (B) 
HEK293/GFP2R cells transiently transfected for the expression of iRFP under the 
control of the Tc-inducible operator were treated with Tc (0 - 10 µg/mL) 16 h post-
transfection and analyzed by flow cytometery after 48 h of Tc treatment.  Data are 
reported as mean ± s.e.m. (n = 3). 

To	test	whether	the	extent	of	target	protein	localization	to	an	extracytosolic	

compartment	can	be	modulated	by	controlling	the	target	degradation	rate	after	

induction	of	subcellular	localization,	I	explored	the	use	of	a	VHHLoc	to	first	induce	

target	subcellular	localization	followed	by	expression	of	a	VHHDeg	to	control	target	

degradation	rate.	Specifically,	I	implemented	the	dual-input	system	by	transiently	

transfecting	HEK293/GFP2R	cells	for	the	expression	of	VHHMOM	under	control	of	the	

Tc-inducible	operator	and	the	expression	of	VHHODC	under	control	of	the	Em-

inducible	operator.	Transfected	cells	were	first	treated	with	Tc	to	induce	expression	

of	VHHMOM.	The	resulting	sample	presenting	localization	of	GFP	to	the	mitochondria	

(Figure	5.8B,	left)	was	cultured	in	the	absence	of	Tc	discontinuing	expression	of	

VHHMOM	to	evaluate	the	residence	time	of	GFP	in	the	mitochondria	(Figure	5.8B,	top	

right).	A	sample	of	cells	cultured	in	the	absence	of	Tc	was	also	exposed	to	Em	
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inducing	expression	of	VHHODC	to	evaluate	whether	VHHODC-mediated	degradation	

results	in	depletion	of	mitochondrial	GFP	(Figure	5.8B,	bottom	right).	Confocal	

microscopy	analyses	of	mitochondria-localized	GFP	fluorescence	revealed	that	cells	

not	exposed	to	Em	and	thus	not	expressing	VHHODC	present	minimal	decrease	in	

mitochondria-localized	GFP	fluorescence	compared	to	cells	analyzed	at	the	end	of	

the	Tc	induction	period.	Induction	of	VHHODC	via	cell	treatment	with	Em,	on	the	

other	hand,	resulted	in	87%	decrease	in	mitochondria-localized	GFP	fluorescence	

(Figure	5.8C).	These	results	demonstrate	the	residence	time	of	a	target	protein	

localized	in	a	subcellular	compartment	can	be	modulated	by	controlling	

proteasome-mediated	degradation	of	the	target	protein.	

To	test	whether	the	extent	of	target	protein	localization	to	distinct	

extracytosolic	compartments	can	by	modulated	by	controlling	the	expression	level	

of	the	corresponding	VHHLoc	variants,	I	monitored	GFP	signal	in	two	subcellular	

compartments	(mitochondria	and	nucleus)	upon	modulation	of	the	expression	level	

of	two	VHHLoc	variants	(VHHMOM	and	VHHNLS).	Specifically,	I	used	the	dual-input	

system	to	induce	expression	of	VHHMOM	under	the	control	of	the	Em-inducible	

operator	and	VHHNLS	under	the	control	of	the	Tc-inducible	operator.	Cells	were	

treated	with	Em	and	Tc,	separately	or	in	combination,	at	concentrations	estimated	

from	iRFP	induction	analyses	to	result	in	linear	changes	in	target	gene	expression	

(Figure	5.7).	Localization	of	GFP	to	the	mitochondria	and	nuclei	was	assessed	using	

confocal	microscopy.	
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Figure 5.8 A dual-input NanoLoc and NanoDeg system for temporal control of GFP 
localization. (A) Schematic representation of the dual-input system to control 
expression of two VHH variants. The tetracycline repressor (TetR) and 
erythromycin-dependent transrepressor (EKRAB) are constitutively expressed 
from a single promoter. Expression from a promoter containing TetR operator sites 
(TO) is induced with tetracycline (Tc) and expression from a promoter containing 
EKRAB operator sites (ETR) is induced with erythromycin (Em). (B-C) Confocal 
microscopy analyses of HEK293/GFP2R cells transiently transfected with VHHMOM 
under control of the Tc-inducible operator and VHHODC under control of the Em-
inducible operator. Cells were cultured in the presence of Tc (50ng/ml) for the first 
16 h and then in the presence or absence of Em (500 ng/mL) for an additional 48 h. 
(B) Representative images of cells at 16 h (Tc treatment, left) and 64 h (right. Em 
free media, top; Em supplemented media, bottom). The scale bar for all images is 5 
µm. (C) Average mitochondria-localized GFP fluorescence of cells analyzed at 16 h 
(left of dashed line) and 64 h (right of dashed line) post-transfection. Data are 
reported as mean ± s.e.m. (n = 3, p < 0.01, Student’s t-test). Black dots represent 
biological replicates. 

	Cell	treatment	with	Em	resulted	in	an	increase	in	mitochondria-localized	GFP	

fluorescence	to	a	7.9-fold	maximum	compared	to	untreated	cells	and	did	not	affect	

localization	of	GFP	to	the	nucleus	(Figure	5.9A).	Cell	treatment	with	Tc	resulted	in	

an	increase	in	nucleus-localized	GFP	fluorescence	to	a	2.2-fold	maximum	compared	

to	untreated	cells	and	did	not	affect	localization	of	GFP	to	the	mitochondria	(Figure	

5.9B).	Cells	exposed	to	Em	and	Tc	displayed	GFP	localization	to	both	the	nucleus	and	

mitochondria	(Figure	5.9C).	The	extent	of	GFP	colocalization	with	the	nucleus	and	
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the	mitochondria	depended	on	the	concentration	of	Em	and	Tc	and	thus	on	the	

expression	level	of	the	compartment-specific	VHHLoc	variants	(Figure	5.9D).		These	

results	demonstrate	localization	of	a	target	protein	can	be	quantitatively	tuned	

between	different	subcellular	compartments	by	modulating	the	expression	of	the	

appropriate	VHHLoc	variants.		

	

Figure 5.9 Modulation of GFP localization to the mitochondria and the nucleus using 
a dual-input NanoLoc expression system. (A-D) Confocal microscopy analyses of 
HEK293/GFP2R cells transiently transfected for the expression of VHHMOM under 
control of the Em-inducible operator and VHHNLS under control of the Tc-inducible 
operator. Cells were treated with Em and Tc 16 h post-transfection and analyzed 
after 48 h of induction with Em and Tc. (A) Transfected cells cultured in the presence 
of Em (0-500 ng/mL) and in the absence of Tc. Relative GFP fluorescence that 
colocalizes with the mitochondria (red bars) and with the nucleus (blue bars) as a 
function of Em concentration obtained by normalizing the localized GFP 
fluorescence values of each sample to that of uninduced cells. (B) Transfected cells 
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cultured in the presence of Tc (0-500 ng/mL) and in the absence of Em. Cells treated 
with increasing concentration of Tc. Relative GFP fluorescence that colocalizes 
with the mitochondria (red bars) and with the nucleus (blue bars) as a function of 
Tc concentration obtained by normalizing the localized GFP fluorescence values of 
each sample to that of uninduced cells. (C) Representative images of cells treated 
with Tc and Em. The scale bar for all images is 5 µm. Brightness levels were 
minimally adjusted and all images were subjected to the same adjustment. (D) 
Transfected cells cultured in the presence of both Em and Tc. Relative GFP 
fluorescence that colocalizes with the mitochondria (red bars) and with the nucleus 
(blue bars) as a function of Em and Tc concentration obtained by normalizing the 
localized GFP fluorescence values of each sample to that of uninduced cells. All 
data are reported as mean ± s.e.m. (n = 3, p < 0.05, Student’s t-test). Black dots 
represent biological replicates. 

5.2.3. Design	of	a	Genetic	Toggle	Switch	for	Spatial	Control	of	GFP	Output.	

To	investigate	the	use	of	NanoLoc	to	spatially	control	the	output	of	genetic	

circuits,	I	built	a	genetic	toggle	switch	circuit	that	regulates	expression	of	two	

VHHLoc	variants	such	that	the	state	of	the	toggle	switch	dictates	the	expression	of	

each	VHHLoc	variant	and	the	resulting	subcellular	localization	of	the	target	protein.	

Toggle	switch	topologies	in	bacteria	[78],	[201],	[202]	and	mammalian	cells	[49],	

[203],	[204]	are	typically	based	on	the	function	of	two	transcriptional	repressors	

that	mutually	repress	each	other.	To	generate	a	toggle	switch	for	spatial	control	of	

GFP	localization	between	two	subcellular	compartments,	I	modified	the	classic	

toggle	switch	configuration	[201],	[203]	to	link	the	expression	of	two	VHHLoc	

variants	to	that	of	the	two	repressors	through	an	internal	ribosome	entry	site	(IRES)	

sequence	(Figure	5.10A).	Specifically,	HEK293/GFP#1	cells	were	transiently	

transfected	for	the	expression	of	VHHMOM	and	EKRAB	under	the	control	of	the	

Pristinimycin	I	(PI)-inducible	operator	and	VHHNLS	and	PIPKRAB	under	the	control	

of	the	Em-inducible	operator.	The	same	IRES	was	used	to	link	expression	of	VHHMOM	
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and	VHHNLS	to	that	of	EKRAB	and	PIPKRAB	to	ensure	equal	ratios	of	expression.	

Transfected	cells	were	treated	with	Em	and	PI	and	imaged	by	confocal	microscopy	

to	quantify	GFP	localization	and	verify	that	the	state	of	the	toggle	switch	determines	

the	target’s	subcellular	localization.	

To	investigate	the	use	of	the	spatial	toggle	switch	to	shift	localization	of	GFP	

from	the	nucleus	to	the	mitochondria,	transfected	HEK293/GFP#1	cells	expressing	

the	mutually	repressed	VHHLoc	variants	were	treated	with	pulses	of	Em	and	PI.		

Specifically,	cells	were	treated	with	PI	during	transfection	to	initialize	the	toggle	to	

mitochondrial	localization	by	inducing	expression	of	VHHMOM	and	PIPKRAB.	

Transfected	cells	were	first	treated	with	Em	for	48	h	to	induce	expression	of	VHHNLS	

(and	EKRAB),	resulting	in	repression	of	VHHMOM	(and	PIPKRAB),	and	then	with	PI	

for	an	additional	48	h	to	induce	expression	of	VHHMOM	(and	PIPKRAB),	resulting	in	

repression	of	VHHNLS	(and	EKRAB).	Control	cells	treated	continuously	with	Em	or	PI	

to	maximize	expression	of	VHHNLS	or	VHHMOM,	respectively,	provided	measurements	

of	maximum	localization	of	GFP	to	the	mitochondria	(PI	treatment,	Figure	5.10B-D	

solid	lines)	or	the	nucleus	(Em	treatment,	Figure	5.10B-D,	dashed	lines)	in	the	

spatial	toggle	switch.	Imaging	analyses	at	the	end	of	the	Em	treatment	(Figure	

5.10B,	48	h)	showed	low	mitochondrial	localization	(left)	and	high	nuclear	

localization	(right)	and	that	the	extent	of	localization	to	both	the	mitochondria	and	

the	nucleus	is	comparable	to	that	observed	in	cells	treated	continuously	with	Em.	

After	the	switch	to	PI	treatment	(Figure	5.10B,	96	h),	cells	displayed	high	

mitochondrial	localization	(left)	and	low	nuclear	localization	(right)	and	the	extent	
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of	localization	to	both	the	mitochondria	and	the	nucleus	was	comparable	to	that	

observed	in	cells	treated	continuously	with	PI	(Figure	5.10B).	These	results	indicate	

that	GFP	localization	is	switched	from	a	state	of	predominantly	nucleus-localized	

GFP	to	a	state	of	predominantly	mitochondria-localized	GFP	by	switching	from	

expression	of	VHHNLS	to	expression	of	VHHMOM.			

To	demonstrate	reversible	switching	of	the	toggle,	I	tested	the	opposite	

transition	from	mitochondria-localized	GFP	to	nucleus-localized	GFP.	Specifically,	

cells	were	transiently	transfected	for	expression	of	the	spatial	toggle	switch	in	the	

presence	of	Em	to	initialize	the	toggle	to	nuclear	localization	by	inducing	expression	

of	VHHNLS	and	EKRAB.	Transfected	cells	were	first	treated	with	PI	for	48	h	to	induce	

expression	of	VHHMOM	(and	PIPKRAB),	resulting	in	repression	of	VHHNLS	(and	

EKRAB),	and	then	with	Em	for	an	additional	48	h	to	induce	expression	of	VHHNLS	

(and	EKRAB),	resulting	in	repression	of	VHHMOM	(and	PIPKRAB).		Confocal	

microscopy	analyses	of	GFP	subcellular	localization	at	the	end	of	PI	treatment	

(Figure	5.10C,	48	h)	showed	high	mitochondrial	localization	(left)	and	low	nuclear	

localization	(right).	Similar	to	the	previous	experiment,	the	extent	of	localization	to	

both	the	mitochondria	and	the	nucleus	was	comparable	to	that	observed	in	cells	

treated	continuously	with	PI.	After	the	switch	to	Em	treatment	(Figure	5.10C,	96	h),	

cells	displayed	low	mitochondrial	localization	(left)	and	high	nuclear	localization	

(right)	at	levels	corresponding	to	those	observed	in	cells	treated	continuously	with	

Em	(Figure	5.10C),	indicating	a	shift	from	nuclear	to	mitochondrial	localization	upon	

switch	of	the	expression	of	VHHLoc.	
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These	results	(Figure	5.10B	and	C),	taken	together,	indicate	that	localization	

of	the	target	protein	can	be	reversibly	switched	between	the	mitochondria	and	the	

nucleus	by	switching	the	state	of	the	spatial	toggle	switch	circuit.	

	

Figure 5.10 A synthetic toggle switch with NanoLoc to control GFP subcellular 
localization. (A) Schematic representation of the spatial toggle switch. (B-D) 
Confocal microscopy analyses of HEK293/GFP#1 cells transiently transfected with 
plasmids for expression of the spatial toggle switch as shown in A. Relative 
localized GFP fluorescence values were obtained by normalizing the localized GFP 
fluorescence values of each sample to that of uninduced cells. (B) Cells were 
cultured in the presence of PI during transfection to initialize cells to VHHMOM and 
PIPKRAB expression. Following transfection, cells were cultured in the presence of 
Em (500 ng/mL) for the first 48 h and then in the presence of PI (500 ng/mL) for other 
48 h. Cells were analyzed at the end of Em treatment (48 h) and at the end of PI 
treatment (96 h). Control cells were cultured continuously in the presence of PI 
(solid line) and Em (dashed line).  (C) Cells were cultured in the presence of Em 
during transfection to initialize cells to VHHNLS and EKRAB expression. Following 
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transfection, cells were cultured in the presence of PI (500 ng/mL) for the first 48 h 
and then in the presence of Em (500 ng/mL) for other 48 h. Cells were analyzed at 
the end of PI treatment (48 h) and at the end of Em treatment (96 h). Control cells 
were cultured continuously in the presence of PI (solid line) and Em (dashed line). 
(D) Cells were cultured in the presence PI (white bars) or Em (diagonal line bars) 
during transfection (16 h) and then in inducer-free medium for 96 h. Cells were 
analyzed at 48 h and 96 h after removal of the inducer. Control cells were cultured 
continuously in the presence of PI (solid line) and Em (dashed line). All data are 
reported as mean ± s.e.m. (n = 3, p < 0.05, Student’s t-test). Black dots represent 
biological replicates.  

In	addition	to	reversible	switching,	another	key	feature	of	the	toggle	switch	

topology	is	bistability	of	the	system	[201],	[203].	Bistability	is	denoted	by	the	

presence	of	two	path-dependent	stable	output	states	for	given	inputs	(i.e.,	a	fixed	set	

of	inducer	concentrations)	[132].	To	demonstrate	bistability	of	the	spatial	toggle	

switch,	I	treated	cells	with	two	different	inducers	to	generate	two	different	initial	

conditions	and	then	removed	the	inducers	to	subject	cells	exposed	to	different	

initial	conditions	to	a	common	input	condition.	I	monitored	GFP	localization	to	

verify	if	the	outputs	associated	with	each	initial	condition	remained	stable.	

Specifically,	HEK293/GFP#1	cells	were	exposed	to	a	pulse	of	either	PI	or	EM	during	

transient	transfection	for	expression	of	the	spatial	toggle	switch,	and	then	incubated	

without	inducer.	Confocal	microscopy	analyses	of	GFP	subcellular	localization	48	h	

and	96	h	after	removal	of	PI	(Figure	5.10D,	white	bars)	showed	high	mitochondrial	

localization	(left)	and	low	nuclear	localization	(right).	The	extent	of	localization	to	

both	the	mitochondria	and	the	nucleus	was	again	comparable	to	that	observed	in	

cells	induced	with	PI	and	cultured	continuously	in	the	presence	of	PI	for	96	h	(Fig.	

8D,	solid	line).	Imaging	analyses	of	cells	treated	with	a	pulse	of	Em	(Figure	5.10D,	

striped	bars)	displayed	low	mitochondrial	localization	(left)	and	high	nuclear	
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localization	(right)	at	levels	comparable	to	those	observed	in	cells	treated	

continuously	with	Em	(dashed	line).	The	GFP	localization	levels	achieved	upon	cell	

exposure	to	a	pulse	of	inducer	were	maintained	for	96	h	post-induction,	indicating	

the	spatial	toggle	switch	displays	bistable	localization	to	either	the	mitochondria	or	

the	nucleus	depending	on	the	initial	conditions	of	the	circuit.			

These	results	evince	that	the	NanoLoc	platform	can	be	integrated	within	

genetic	circuits	to	exert	spatial	control	over	the	outputs	while	maintaining	key	

characteristics	inherent	to	the	circuit	topology	and	providing	an	additional	mode	for	

control	in	synthetic	gene	networks.	

5.3. Discussion	

Strategies	for	user-defined	control	of	protein	subcellular	localization	allow	

investigating	the	role	of	specific	proteins	and	their	localization	in	a	variety	of	

cellular	function	[148],	[150],	[156],	including	mechanisms	that	mediate	the	cellular	

response	to	external	stimuli	[150]–[152],	[154].	An	array	of	intrinsic	localization	

signals	that	dictate	the	subcellular	address	of	proteins	have	been	characterized	

[146].	Fusion	of	localization	signals	to	target	proteins	enables	protein	relocation	to	

the	desired	subcellular	compartment	[12],	but	requires	genetic	manipulation	of	the	

target	protein,	which	may	affect	the	protein’s	native	function	independently	of	

localization	[176].	Most	importantly,	direct	fusion	of	target	proteins	to	localization	

signals	does	not	allow	modulating	the	extent	of	target	localization	to	the	desired	



	
108	

	

subcellular	compartment.	Interacting	protein	domains	have	also	been	employed	to	

engineer	inducible	localization	systems	in	which	the	target	and	a	compartment-

specific	protein	are	fused	to	interacting	partners	[180]–[188].	While	providing	an	

opportunity	for	tunable	and	reversible	control	of	protein	localization,	these	systems	

depend	largely	on	the	choice	of	binding	partner	and	often	require	extensive	

development	and	re-engineering	for	customization	to	other	target	proteins.	

Regulating	target	localization	through	the	use	of	target	binding	partners	or	

recognition	molecules	functionalized	with	localization	signals	enables	spatial	

control	of	the	resulting	complex	without	the	need	for	target	manipulation	[189],	

[190],	[205],	[206].	Audenhove	et	al	[190]	described	the	role	of	fascin	and	cortactin	

in	invadopodium	formation	through	nanobody-mediated	localization.	Similarly,	

Beghein	and	colleagues	[189]	employed	a	survivin-targeting	nanobody	to	trace	and	

manipulate	survivin	localization	during	mitosis.	These	methods	for	targeted	protein	

relocation	do	not,	however,	provide	tunable	control	over	the	extent	of	target	

localization	and	typically	result	in	irreversible	localization.	The	potential	of	these	

strategies	for	the	development	of	a	universal,	plug-and-play	technology	for	

reversible	control	of	target	localization	that	can	be	adapted	to	any	cellular	protein	

and	used	to	direct	localization	to	different	subcellular	compartments	remains	

uncharacterized.		

In	this	study,	I	addressed	the	need	for	a	technology	to	control	localization	of	

cellular	proteins	with	multi-compartment	specificity,	tunable	control	over	the	

localized	target	concentration,	and	dynamic	control	over	the	target	residence	time.	I	
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developed	a	modular	system	based	on	nanobodies,	which	are	the	smallest	antigen	

recognition	domain	and	could	potentially	be	customized	to	target	virtually	any	

cellular	protein	[32],	and	a	comprehensive	series	of	localization	signal	sequences,	

which	when	fused	to	the	target-specific	nanobody	determine	location	of	the	

nanobody-target	protein	complex.	Nanobodies	are	readily	obtained	from	

immunized	Camelids	[19]–[24]	and	can	be	evolved	[25]–[30]	or	engineered	[207]	to	

target	a	seemingly	unlimited	number	of	sequences.	The	small	size	and	stability	of	

nanobodies	allows	for	easy	expression	[208]	and	excellent	tissue	penetration	[209].	

I	thus	envision	that	this	platform	could	be	customized	to	target	virtually	any	cellular	

protein	sequence,	conformation	[33]–[35]	or	post-translational	modification	[33],	

[36].	

Customization	of	the	nanobody-based	platform	developed	in	this	study	with	

respect	to	the	localization	determining	sequence	allows	user-defined	control	of	

target	localization	to	any	subcellular	compartment	[146].	The	choice	of	localization	

signal	also	determines	the	target	residence	time	within	the	signal-specific	

compartment.	While	the	mechanistic	features	of	localization	signal-mediated	

control	that	affect	the	target	residence	time	remain	to	be	determined,	the	NanoLoc	

system	could	be	further	engineered	by	tuning	the	timescale	of	target	localization.	

The	reversible	nature	of	the	VHHLoc-induced	perturbation	allows	minimizing	

irreversible	downstream	effects	and	exposing	phenotypic	changes	that	depend	on	

the	duration	of	the	perturbation.	Such	localization-based	perturbation	[182]	may	

thus	prove	useful	in	elucidating	mechanisms	regulating	cell	signaling	[210],	[211]	
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and	viral	infections	[205],	[212],	[213].	The	NanoLoc	platform	could	also	be	used	to	

investigate	the	effect	of	aberrant	localization	of	disease-related	proteins	[171],	

[214],	[215].	

I	demonstrated	that	our	nanobody-based	system	can	achieve	an	exquisite	

level	of	spatial	and	temporal	control	over	a	target	protein	by	combining	the	

NanoLoc	and	NanoDeg	technologies	with	transcriptional	regulation.	Small-molecule	

inducible	promoters	were	used	to	drive	orthogonal	expression	of	VHHLoc	and	

VHHDeg	variants	in	the	dual-input	system,	thereby	tuning	the	duration	of	localization	

and	the	localized	concentration	of	a	target	protein	in	multiple	subcellular	

compartments.	The	NanoLoc	system	could	also	be	expanded	to	localize	multiple	

proteins	to	a	single	subcellular	compartment	by	combining	distinct	VHHLoc	variants	

customized	to	recognize	multiple	targets.	Developing	the	NanoLoc	platform	to	

control	multiple	targets	in	a	distinct	cellular	compartment	could	open	the	way	to	a	

variety	of	metabolic	engineering	applications	as	it	provides	a	powerful	approach	to	

regulate	metabolite	fluxes	by	controlling	the	local	concentration	of	key	reaction	

components	[216],	[217].		

Finally,	I	demonstrated	the	use	of	the	GFP-specific	NanoLoc	as	a	modular	unit	

for	synthetic	genetic	circuits	that	allows	spatial	control	of	the	circuit’s	reporter	

protein.	Synthetic	mammalian	gene	networks	are	typically	designed	to	regulate	the	

concentration	of	a	single	reporter	protein	[6].	By	contrast,	the	NanoLoc	enables	the	

regulation	of	both	location	and	local	concentration	of	the	reporter	protein,	thereby	
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broadening	the	potential	of	genetic	circuits	for	cell	engineering.	Here,	I	integrated	

VHHLoc	variants	with	transcriptional	toggle	switch	regulation	to	achieve	reversible	

localization	of	a	target	protein	based	on	the	state	of	the	underlying	genetic	circuit.	I	

anticipate	that	this	strategy	for	spatial	control	of	genetic	circuit	outputs	will	provide	

a	novel	method	for	orthogonal	regulation	of	spatially	constrained	reactions	using	

synthetic	circuits	that	can	reversibly	locate	a	key	reaction	component	[157]	in	

response	to	the	state	of	the	genetic	circuit.		

In	summary,	the	NanoLoc	system	provides	an	instrument	for	spatial	and	

temporal	control	of	protein	concentration	in	mammalian	cells	that	can	be	readily	

customized	and	integrated	with	transcriptional	regulation	to	diversify	the	

functionality	of	synthetic	gene	circuits.	

5.4. Materials	and	Methods	

5.4.1. Plasmids	and	Cloning		

Localization	signal	sequences	are	listed	in	Table	5.4.1.	The	plasmids	and	

primers	used	in	this	study	are	listed	in	Table	5.4.2	and	Table	5.4.3,	respectively.	

Plasmids	were	transformed	and	maintained	in	Stbl3	E.	Coli	competent	cells	(Thermo	

Fisher	Scientific).	PCR	amplifications	of	DNA	fragments	were	performed	using	

Kappa	HiFi	DNA	polymerase	(Kapa	Biosystems)	according	to	the	manufacturer’s	

protocol.	Plasmid	sequences	are	available	upon	request.	
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Localization tag Amino Acid Sequence Reference 

Mitochondria (MOM) RGDGEPSGVPVAVVLLPVFALTLVAVWAFVRYRKQL [192] 

Endoplasmic 

reticulum (ER) 

SGLRSFLVNMCVATVLTAGAYLCYR [193] 

Peroxisome (PEX) ASGYKSKL [194] 

Plasma membrane 
(PM) 

GCTVSAEDKAAAER [195] 

Nuclear localization 
signal (NLS) 

PKKKRKV [196] 

Table 5.4.1 Localization tag sequences 

The	plasmid	pSV40-GFP	was	generated	by	replacing	the	CMV	promoter	of	

pLenti	CMV	GFP	Blast	(Addgene	plasmid	#	17445)	with	the	SV40	promoter	using	

restriction	enzymes	ClaI	and	BamHI.	The	neomycin-resistance	gene	was	PCR	

amplified	from	pcDNA3.1+	(Invitrogen)	with	primers	designed	to	add	BclI	and	BlpI	

enzyme	recognition	sites	5’	and	3’,	respectively.	The	resulting	fragment	was	ligated	

into	the	pLenti	SV40	GFP	vector,	replacing	the	blasticidin-resistance	gene,	after	

digestion	with	BclI	and	BlpI	restriction	enzymes.	

The	VHH	encoding	sequence	with	a	5’	fused	HA	tag	sequence	was	amplified	

from	pvhh	[37].	The	pCMV-VHHMOM,	pCMV-VHHERM,	pCMV-VHHPEX,	and	pCMV-

VHHNLS	were	constructed	using	overlap	extension	PCR	to	fuse	the	localization	signal	

sequence	3’	of	the	HA-VHH	encoding	sequence.	The	PCR	amplified	fragments	

encoding	HA-VHHLoc	variants	were	ligated	into	the	pvhh	vector	[37]	after	digestion	

with	KpnI	and	NotI	restriction	enzymes.	To	generate	pCMV-VHHPM,	the	sequence	

encoding	the	plasma	membrane	localization	signal	was	fused	to	the	5’	end	of	the	vhh	
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and	the	HA	tag	encoding	sequence	was	fused	to	the	3’	end	of	the	vhh	using	overlap	

extension	PCR.	The	resulting	sequence	was	ligated	into	the	pvhh	vector	after	

digestion	with	AflII	and	NotI	restriction	enzymes.		

The	pCMV-TetR-IRES-EKRAB	plasmid	was	constructed	by	ligating	TetR	

(Invitrogen),	an	IRES	(Addgene	Plasmid	#21547)	and	EKRAB	[197]	into	the	pLenti	

CMV	eGFP	Zeo	vector	(Addgene	Plasmid	#17449)	after	restriction	enzyme	digestion	

of	TetR	with	SpeI	and	SbfI,	IRES	with	SbfI	and	MluI,	and	EKRAB	with	MluI	and	SalI.		

The	pCMV/TO-iRFP	plasmid	was	generated	from	pcDNA4/TO	(Invitrogen)	

by	replacing	gfp	with	irfp	(piRFP,	Addgene	plasmid	#31857	)	using	KpnI	and	NotI	

restriction	enzymes.	The	CMV	promoter	containing	four	downstream	repeats	of	the	

ETR	operator	site	[197]	(CMV/ETR)	was	generated	by	assembly	PCR.	The	CMV/ETR	

promoter	sequence	was	ligated	into	the	pCMV/TO-iRFP	vector,	replacing	the	

CMV/TO	promoter,	after	digestion	with	MluI	and	KpnI	restriction	enzymes.	The	

pCMV/TO-VHHMOM	plasmid	was	constructed	by	excising	the	HA-VHHMOM	sequence	

from	pCMV-VHHMOM	and	ligating	it	into	pCMV/TO-iRFP,	replacing	irfp,	using	

restriction	enzymes	KpnI	and	NotI.	The	pCMV/TO-VHHNLS	plasmid	was	constructed	

in	the	same	manner	by	excising	VHHNLS	from	pCMV-VHHNLS.	The	

pCMV/ETR.VHHODC(wt)	plasmid	was	constructed	by	excising	VHHODC(wt)	from	pvhh-

ODC	[37]	and	ligating	it	into	the	pCMV/ETR-iRFP	backbone,	replacing	irfp,	using	

restriction	enzymes	KpnI	and	NotI.	The	pCMV/ETR-VHHMOM	plasmid	was	

constructed	in	the	same	manner	by	excising	VHHMOM	from	pCMV-VHHMOM.	
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To	construct	pCMV/ETR-VHHNLS-IRES-PIPKRAB,	the	insert	sequence	

encoding	HA-VHHNLS-IRES-PIPKRAB	was	generated	by	PCR	amplification	of	HA-

VHHNLS	from	pCMV-VHHNLS	with	primers	designed	to	add	the	NheI	and	AgeI	enzyme	

recognition	sites	at	the	5’	and	3’	ends,	respectively.	The	IRES	sequence	was	

amplified	from	pCMV-TetR-IRES-EKRAB	with	primers	designed	to	add	the	AgeI	and	

AflII	enzyme	recognition	sites	at	the	5’	and	3’	ends,	respectively,	and	the	PIPKRAB	

sequence	[203]	was	amplified	with	primers	designed	to	add	the	AflII	and	NotI	

enzyme	recognition	sites	at	the	5’	and	3’	ends,	respectively.	These	three	insert	

sequences	were	then	ligated	into	the	pCMV/ETR-iRFP	backbone,	replacing	irfp,	

using	NheI	and	NotI	restriction	enzymes.		

The	pCMV/PIR-VHHMOM-IRES-EKRAB	plasmid	was	constructed	by	first	

replacing	the	ETR	operator	sites	of	pCMV/ETR-iRFP	with	PIR	operator	sites,	which	

were	generated	by	assembly	PCR	[203],	to	yield	pCMV/PIR-iRFP.	The	sequence	

encoding	VHHMOM	was	PCR	amplified	from	pCMV-VHHMOM	with	overlapping	primers	

designed	to	add	a	FLAG	tag	encoding	sequence	and	a	KasI	enzyme	recognition	site	at	

the	5’	end	and	the	AgeI	enzyme	recognition	site	at	the	3’	end.	The	IRES-EKRAB	

sequence	was	PCR	amplified	from	pCMV.TetR-IRES-EKRAB	with	primers	designed	

to	add	the	AgeI	and	NotI	enzyme	recognition	sites	at	the	5’	and	3’	ends,	respectively.	

The	FLAG-VHHMOM	and	IRES-EKRAB	inserts	were	then	ligated	into	the	pCMV/PIR-

iRFP	backbone,	replacing	irfp,	using	KasI	and	NotI	restriction	enzymes.	
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Sr. 
no. 

Name of the 
plasmid 

Notes Ref 

1. pLenti	SV40	GFP GFP downstream of the SV40 promoter This 
work 

2.  pCMV.VHHMOM VHH tagged with mitochondrial outer membrane 
localization signal at the 3’ end 

This 
work 

3. pCMV.VHHERM VHH tagged with endoplasmic reticulum localization 
signal at the 3’ end 

This 
work 

4. pCMV.VHHPEX VHH tagged with peroxisome localization signal at the 
3’ end 

This 
work 

5. pCMV.VHHPM VHH tagged with plasma membrane localization 
signal at the 5’ end 

This 
work 

6. pCMV.VHH-NLS VHH tagged with nuclear localization signal at the 3’ 
end 

This 
work 

7. pCMV.VHHODCwt VHH tagged with ODC degron at the 3’ end [32] 
8. pCMV.VHHODC(T15A) VHH tagged with ODCT15A degron variant at the 3’ 

end 
[32] 

9. pCMV.VHHODC(D12A) VHH tagged with ODCD12A degron variant at the 3’ 
end 

[32] 

10. pCMV/ETR.iRFP iRFP downstream of a minimal CMV promoter 
consisting of four repeats of the ETR operator 
sequence 

This 
work 

11.  pCMV/TO.iRFP iRFP downstream of a minimal CMV promoter 
consisting of two repeats of the TO operator 
sequence 

This 
work 

12. pCMV/ETR.VHHMOM VHH-MOM downstream of a minimal CMV promoter 
consisting of four repeats of the ETR operator 
sequence 

This 
work 

13.  pCMV/TO.VHHNLS VHH-NLS downstream of a minimal CMV promoter 
consisting of two repeats of the TO operator 
sequence 

This 
work 

14. pCMV-TetR-IRES-
EKRAB 

TetR and EKRAB downstream of a CMV promoter 
and separated by IRES 

This 
work 

15.  pCMV/TO-VHHMOM VHH-MOM downstream of a minimal CMV promoter 
consisting of two repeats of the TO operator 
sequence 

This 
work 

16. pCMV/ETR-
VHHODC(wt) 

VHH-ODCwt downstream of a minimal CMV promoter 
consisting of four repeats of the ETR operator 
sequence 

This 
work 

17. pCMV/ETR-VHHNLS-
IRES-PIPKRAB 

VHH-NLS and PIPKRAB separated by IRES, 
downstream of a minimal CMV promoter consisting of 
four repeats of the ETR operator sequence 

This 
work 

18. pCMV/PIR.VHHMOM-
IRES-EKRAB 

VHH-MOM and EKRAB separated by IRES, 
downstream of a minimal CMV promoter consisting of 
three repeats of the PIR operator sequence 

This 
work 

Table 5.4.2 Plasmids used in the NanoLoc study. 
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Primer Name Sequence Notes 
F SV40-ClaI ATATGTACTTATATCGATTGTGTGGAATGTGTG

TCAGTTAGGG 
pSV40-GFP 

GFP-Rev-BamHI AATATATATTAGGATCCCTTGTACAGCTCGTCC
ATGCCGAGAGTG 

BB-205R-Neo-BlpI TTATAATATAGCTTAGCTCAGAAGAACTCGTCA
AGAAGGCGA 

L_01F_pcDNA Fwd-
KpnI 

AAGCTTGGTACCGAGCTCGGATCCACC  

L_11F_MOM Fwd-
BlpI 

CCAGCGGAGCTAAGCTAGGAGGAGGCACGCG
TGGGCGAGGCGACGG 

pCMV-VHH-
MOM 

L_12R_MOM Rev-
NotI 

GACTCGAGCGGCCGCTTAGAGCTGCTTTCGGT
ATCTCACGAAGGCCCAAACTGCTACCAG 

L_09F_ERM Fwd-
BlpI 

CCAGCGGAGCTAAGCTAGGAGGAGGCAGTGG
TCTTCGATCATTCCTGGTCAACATGTGCG 

pCMV-VHH-
ERM 

 L_10R_ERM Rev-
NotI 

GACTCGAGCGGCCGCTTACCTGTAGCAGAGGT
AAGCGCCGGC 

L_07R_VHH Rev-
PEX 

GCTTACTCTTGTATCCGCTAGCGCCTCCTCCTA
GCTTAGCTCCGCTGGAGACGGTGACC 

pCMV-VHH-
PEX 

L_08R_PEX Rev-
NotI 

GACTCGAGCGGCCGCTTACAGCTTACTCTTGT
ATCCGCTAGCGCCTCCTCC 

L_15F_VHH Fwd-
KpnI 

CGCCACCGGTACCGGCGGAGATCAAGTCCAA
CTGGTGGAGTC 

pCMV-PM-VHH 

L_27F_VHH Fwd PM 
Ext 

GCCGAGGACAAGGCGGCGGCCGAGCGCTTAC
CGGTCGCCACCGGTACCGGCGGAGATCAA 

L_25F_PM Ext-AflII CGTTTAAACTTAAGCCACCATGGGCTGCACCG
TGAGCGCCGAGGACAAGGCGGCGG 

L_16R_VHH Rev-
BlpI+linker-HA 

TAGTCAGGCACATCGTAAGGGTAACCTCCTCC
TAGCTTAGCTCCGCTGGAGACGGTGACC 

L_17R_HA ext Rev-
NotI 

GACTCGAGCGGCCGCTTACTACGCGTAGTCAG
GCACATCGTAAGGGTAACCTCCTCC 

L_04R_VHH Rev-
NES 

TCCAGCTTGTTCTGCAGCTCACTGCCTCCTCCT
AGCTTAGCTCCGCTGGAGACGGTGACC 

pCMV-VHH-
NES 

 L_05R_NES Ext Rev GCTTACTTGTACGAGTCCAGATCCAACTCTTCC
AGCTTGTTCTGCAGCTCACTGCCTC 

L_06R_NES Rev-
NotI 

GACTCGAGCGGCCGCTTACTTGTACGAGTCCA
GATCCAACTCTTCCAGC 

L_02R_VHH Rev-
NLS 

TAGACCTTGCGCTTCTTCTTAGGGCCTCCTCCT
AGCTTAGCTCCGCTGGAGACGGTGACC 

pCMV-VHH-
NLS 

L_03R_NLS Rev-NotI CCTCTAGACTCGAGCGGCCGCTTAGACCTTGC
GCTTCTTCTTAGGGCCTCCTCC 

L_30R_TetR 
Rev_SbfI 

CTAGAGTGCCTGCAGGTCAATAAGATCTGAATT
CCCGGGATCCGCTGTACGCG 

pCMV.TetR_IRE
S_EKRAB 

L_31F_IRES 
Fwd_SbfI 

GCTCCAGTCCTGCAGGCCGGGAGAGTGGGAT
GAATGGATATCTAACGGATCCG 

L_32R_IRES 
Rev_MluI 

GGTAGGACACGCGTGTTGTGGCCATATTATCA
TCGTGTTTTTCAAAGGAAAACCACGTCCC 

L_33F_EKRAB 
Fwd_MluI 

GACCACTGACGCGTGCCACCATGCCTCGCCCA
AAGTTGAAGAG 
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L_34R_EKRAB 
Rev_SalI 

GCCGTCGTGTCGACAGAGACTACCAGAGGTC
GTTCCTGGCCATGC 

BL_01-HA-VHH-NLS-
NheI 

ATATTATAATGCTAGCCGCCACCATGTACCCTT
ACGATGTGCCTGACT 

pCMV.ETR-
VHH-
NLS_IRES_PIP
KRAB 

BL_02-R-NLS-AgeI ATATTATATTACCGGTTTAGACCTTGCGCTTCT
TCTTAGGG 

L_44F_IRES-
Fwd_AgeI 

GAACAACAACCGGTCCGGGAGAGTGGGATGA
ATGGATATCTAACGG 

L_45R_IRES_Rev-
Aflll 

GATAGACGCTTAAGGTTGTGGCCATATTATCAT
CGTGTTTTTCAAAGGAAAACCACG 

L_50F_PIPKRAB-
Fwd_Aflll 

GAAATGTGCTTAAGGCCACCATGAGTCGAGGA
GAGGTACGAATGGCTAAGGCAGG 

L_51R_PIPKRAB-
Rev_NotI 

GGTTATTGGCGGCCGCTTACCAGAGATCATTC
CTTGCCATTCCTTCCATTTTAATGTCAC 

BL_05F_VH
H linker Fwd_FLAG 
tag 

GGACTACAAAGACGATGACGATAAAGGTGGTT
CTTCTGGTGGTGATCAAGTCCAACTGG 

pCMV.PIR-
VHH-
MOM_IRES_EK
RAB BL_06F_FLAG tag 

Fwd_KasI 
GCACTAGGCGCCGCCACCATGGACTACAAAGA
CGATGACGATAAAGGTGGTTCTTCTGG 

BL_04R-MOM-AgeI TTATTTATTAACCGGTTTAGAGCTGCTTTCGGT
ATCTCACG 

L_46F_EKRAB-
Fwd_AFlll 

GAATGTATCTTAAGGCCACCATGCCTCGCCCA
AAGTTGAAG 

L_47R_EKR
AB-Rev_NotI 

GAAAAGTAGCGGCCGCCTACCAGAGGTCGTTC
CTGGCCATGCC 

Table 5.4.3 List of primers used in the NanoLoc study. 

5.4.2. Cell	culture	and	transfections 

HEK293	cells	(ATCC)	and	HEK293T	cells	(ATCC)	were	cultured	in	

DMEM/High	glucose	(Hyclone)	supplemented	with	10%	fetal	bovine	serum	(FBS,	

GenClone)	and	1%	penicillin–streptomycin–glutamine	(PSQ,	Hyclone)	and	

maintained	at	37	ºC	and	5%	CO2.	Cells	were	passaged	using	PBS	(Lonza)	and	trypsin	

(TrypLE,	GIBCO	Invitrogen).		

Transient	transfections	were	performed	by	seeding	cells	onto	24-well	plates,	

12-well	plates	or	10	cm	tissue	culture	dishes.	After	24	h,	cells	were	transfected	using	

JetPrime	(Polyplus	transfection)	according	to	manufacturer’s	protocol.	The	medium	
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was	replaced	with	fresh	medium	8	h	or	16	h	post-transfection	and	cells	were	re-

plated	onto	coverslips	48	h	post-transfection	at	a	density	of	18	x	104	cells/ml.	Cells	

were	fixed	for	analysis	at	72	h	post-transfection	unless	otherwise	indicated.	

5.4.3. Lentivirus	production	and	transduction		

Third-generation	lentiviruses	were	generated	by	seeding	HEK293T	cells	onto	

10	cm	tissue	culture	dishes	at	a	density	of	10	x	104	cells/ml.	Cells	were	transfected	

with	pSV40-GFP	or	pCMV-TetR-IRES-EKRAB,	and	the	packaging	plasmids	

pMLg/PRRE	(Addgene	plasmid	#12251),	pRSV-Rev	(Addgene	plasmid	#12253),	and	

pMD2.g	(Addgene	plasmid	#	12259)	in	a	2:5:2.5:3	ratio,	respectively.	The	medium	

was	replaced	with	fresh	medium	8	h	post-transfection	and	the	virus-containing	

medium	was	collected	after	48	h.	The	virus	was	concentrated	using	a	Lenti-X	

concentrator	(Clontech)	according	to	manufacturer’s	protocol.		

Cell	transductions	were	conducted	by	seeding	HEK293	cells	onto	12-well	

plates	at	a	density	of	10	x	104	cells/ml.	After	24	h,	the	medium	was	replaced	with	

medium	supplemented	with	virus	particles	and	8	μg/ml	polybrene.	The	medium	

supplemented	with	virus	was	replaced	with	fresh	medium	24	h	post-transduction.		

5.4.4. Generation	of	stable	cell	lines		

To	generate	the	GFP	stable	cell	lines	(HEK293/GFP#1,	HEK293/GFP#2	and	

HEK293/GFP#3),	HEK293	cells	were	seeded	onto	12-well	plates	and	transduced	

with	pSV40-GFP.	Cells	were	transferred	into	10	cm	tissue	culture	dishes	48	h	post-
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transduction	and	selected	for	2	weeks	using	1	mg/ml	geneticin	(MilliporeSigma).	

Cells	were	analyzed	with	a	Nanocellect	(Wolf)	to	sort	cells	presenting	different	

levels	of	GFP	fluorescence.	Sorted	cells	were	seeded	onto	96-well	plates	containing	

DMEM	with	20%	FBS	at	a	density	of	1	cell/well,	expanded,	and	monoclonal	cell	

populations	analyzed	by	flow	cytometry	to	select	the	three	cell	lines	presenting	

different	levels	of	GFP	fluorescence	used	in	this	study.		

To	generate	the	two-repressor	stable	cell	line	(HEK293/GFP2R),	

HEK293/GFP#1	cells	were	seeded	onto	12-well	plates	and	transduced	with	pCMV-

TetR-IRES-EKRAB.	Cells	were	transferred	into	10	cm	tissue	culture	dishes	48	h	post-

transduction	and	selected	for	2	weeks	using	500	µg/ml	Zeocin	(InvivoGen).	The	

selected	polyclonal	population	was	diluted	onto	96-well	plates	at	a	concentration	of	

0.5	cells/well	and	expanded.	Monoclonal	populations	were	then	screened	by	

transfection	with	pCMV/ETR-iRFP	and	pCMV/TO-iRFP,	and	treated	with	Em	and	Tc.	

The	iRFP	fluorescence	of	cells	treated	with	or	without	inducer	was	measured	by	

flow	cytometry.	The	cell	population	exhibiting	the	greatest	range	of	iRFP	

fluorescence	intensity	upon	treatment	with	both	Em	and	Tc	was	selected	for	further	

experiments.		

5.4.5. Flow	cytometry	analyses		

Cell	were	analyzed	with	a	FACSCanto	II	flow	cytometer	(BD	Biosciences).	GFP	

fluorescence	intensity	was	detected	using	a	488	nm	laser	and	530/30	nm	emission	

filter.	iRFP	fluorescence	intensity	was	detected	using	a	635	nm	laser	and	780/60	nm	
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emission	filter.	At	least	10,000	cell	events	were	recorded	in	each	sample	for	

analysis.	

5.4.6. Immunofluorescence	for	confocal	microscopy	

Cells	were	seeded	onto	coverslips	in	a	24-well	plate	at	a	density	of	9	x	104	

cells.	To	stain	mitochondria	and	plasma	membrane,	samples	were	stained	with	

MitoTracker	dye	(200nM,	ThermoFisher)	or	Membrite	dye	(Biotium)	prior	to	fixing	

24	h	post-seeding	according	to	the	manufacturer’s	protocol.	Cells	were	then	washed	

once	with	PBS,	fixed	with	4%	paraformaldehyde	(15	min),	and	permeabilized	with	

0.1%	TritonX-100	(7	mins).	Cells	were	then	washed	three	times	with	0.1%	Tween-

20	in	PBS	(PBST)	and	blocked	with	8%	BSA	(Calbiochem,	2930)	for	1	h.		Cells	were	

washed	three	times	with	PBST	and	incubated	in	primary	antibody	(rabbit	anti-HA	

SantaCruz	Biotechnology	sc-805,	1:250;	mouse	anti-calnexin,	ThermoFisher	MA3-

027,	1:50;	mouse	anti-PMP70,	Novus	Biologicals	NBP2-36770,	1:50)	overnight.	Cells	

were	then	washed	three	times	with	PBST	and	incubated	with	appropriate	secondary	

antibodies	(goat	anti-rabbit	DyLight	549	conjugated,	Rockland	611-142-002,	1:500;	

goat	anti-rabbit	DyLight	405	conjugated,	Rockland	611-146-002,	1:200;	goat	anti-

mouse	DyLight	549	conjugated,	KPL	072-04-18-06,	1:500)	for	2	h.	Hoechst	3342	

nuclear	stain	(Thermo	Fisher	Scientific)	was	added	along	with	secondary	antibodies	

where	indicated.	Coverslips	were	mounted	onto	glass	slides	using	anti-fade	solution	

(Invitrogen,	S36936).	Images	were	obtained	with	a	Nikon	A-1	confocal	microscope	

(Nikon)	and	the	Nikon	NIS	Element	C	imaging	software.	The	acquired	images	were	
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minimally	processed	using	ImageJ	software	to	adjust	brightness	and	contrast	where	

indicated	[218].	

5.4.7. 	Image	analysis	

Analyses	of	GFP	fluorescence	intensity	in	8-bit	images	was	conducted	using	

ImageJ.	The	areas	of	interest	(cell	and	compartment)	were	segmented	by	

establishing	a	threshold	based	on	pixel	intensity	in	the	appropriate	color	channel	for	

each	image.	The	area	of	interest	corresponding	to	the	cell	was	first	segmented	in	the	

color	channel	showing	iRFP	fluorescence,	and	then	the	area	of	interest	

corresponding	to	the	subcellular	compartment	was	further	segmented	within	the	

cell	area	of	interest	in	the	color	channel	corresponding	to	the	compartment	stain.	

The	fluorescence	intensity	was	quantified	by	calculating	the	mean	pixel	intensity	

within	the	segmented	subcellular	compartment	area	of	interest	in	the	color	channel	

showing	GFP	fluorescence.	At	least	15	cells	per	sample	were	analyzed.	ImageJ	

macros	are	available	upon	request.		

5.4.8. Statistical	analysis	

All	data	are	reported	as	mean	and	error	bars	represent	the	standard	error	of	

at	least	three	independent	experiments.	Statistical	significance	between	samples	

was	calculated	using	an	unpaired	two-tailed	Student’s	t-test.	
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Chapter 6 

Summary and Future Work 

6.1. Summary	

The	objective	of	this	research	was	to	develop	tools	for	enhanced	temporal	

and	spatial	control	over	cellular	proteins	that	can	be	used	in	the	characterization	of	

biological	parts	and	mechanisms	of	cellular	information	processing.	This	goal	was	

achieved	by	engineering	genetic	circuits	that	can	be	used	to	modulate	the	temporal	

dynamics	of	the	output	and	a	platform	for	post-translational	control	that	can	

regulate	the	localization	of	cellular	proteins.		

To	improve	input-dependent	reporters	for	more	precise	characterization	of	

promoter	activity,	I	developed	a	tunable	circuit	module	that	enhances	the	dynamic	

range	of	the	reporter	and	the	temporal	resolution	of	the	input-dependent	promoter	

activity	(Chapter	3).	Specifically,	I	integrated	a	reporter-specific	NanoDeg	in	a	
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coherent	feed-forward	loop	(CFFL)	topology	to	produce	the	NanoDeg	Inverter	

circuit	which	inverts	the	expression	of	the	NanoDeg	with	respect	to	the	input.	This	

inversion	of	NanoDeg	expression	results	in	NanoDeg-mediated	reduction	of	basal	

reporter	levels	thus	enhancing	the	dynamic	range.	After	the	input	is	removed,	the	

NanoDeg	Inverter	circuit	leads	to	the	production	of	the	NanoDeg	which,	in	turn,	

rapidly	depletes	the	reporter	thus	enhancing	the	time	resolution	of	the	input.	I	

validated	the	NanoDeg	Inverter	circuit	experimentally	in	cells	expressing	a	GFP	

reporter	of	heat	shock.	The	rate	of	decay	of	GFP	in	the	NanoDeg	Inverter	was	

modulated	by	altering	the	NanoDeg	degradation	rate.	I	also	demonstrated	that	GFP	

dynamics	in	the	NanoDeg	Inverter	are	easily	tuned	by	the	addition	of	tetracycline.	

This	study	provides	the	design	rules	of	a	novel	genetic	circuit	module	that	will	be	

generally	useful	to	build	complex	genetic	networks	for	enhanced	detection	of	highly	

dynamic	behaviors.	

To	investigate	strategies	for	control	of	genetic	oscillators,	I	modeled	

NanoDeg-mediated	degradation	of	oscillator	network	components	(Chapter	4).	

Specifically,	I	identified	topologies	from	two	classes	of	biomolecular	oscillators	and	

predicted	the	effects	of	NanoDeg	integration	for	post-translational	modulation	of	

network	components	on	the	circuit	oscillatory	behavior.	I	demonstrated	that	

modifying	the	degradation	rates	of	network	components	in	relaxed-feedback	

oscillator	and	ring	oscillator	topologies	is	a	strategy	to	generate	oscillations.	

Furthermore,	amplitude	and	period	characteristics	of	the	oscillation	in	these	

networks	can	be	controlled	by	modifying	the	NanoDeg	concentration	or	half-life.	I	
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also	proposed	a	strategy	to	generate	oscillatory	behavior	from	a	non-oscillating	

cellular	network	by	integrating	the	NanoDeg	with	a	repressor-of-a-repressor	

network.	This	study	provides	a	framework	that	can	be	used	to	guide	the	mechanistic	

study	of	periodic	behavior	in	cellular	adaptation.		

To	develop	a	platform	for	manipulating	the	extent	and	dynamics	of	protein	

localization,	I	constructed	a	toolkit	of	nanobodies	that	mediate	localization	of	their	

target	protein	(NanoLoc)	and	combined	nanobody-mediated	localization	with	the	

degradation-enhancing	capacity	of	the	NanoDeg.	I	demonstrated	that	nanobody-

mediated	localization	depends	on	the	expression	level	of	the	nanobody	and	the	

target	protein.	The	localized	concentration	of	the	target	protein	can	be	modulated	

by	combining	the	NanoLoc	and	the	NanoDeg	platforms	to	control	localization	and	

degradation	of	the	target	protein.	I	also	integrated	nanobodies	that	mediate	target	

localization	into	a	synthetic	toggle	switch	circuit	and	demonstrated	spatial	control	

of	the	output	based	on	the	state	of	the	underlying	genetic	circuit.	This	study	

provides	a	comprehensive	platform	to	control	both	the	concentration	and	

subcellular	localization	of	a	target	protein.		

6.2. Future	Work	

The	study	in	Chapter	3	provides	a	novel	genetic	module	that	can	be	used	to	

control	the	dynamic	behavior	of	an	input-dependent	output.	I	expect	that	this	

module	will	be	useful	to	investigate	promoter	activities	that	regulate	the	cell	
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response	to	repeated	exposure	of	an	input	[219]–[221].	The	circuit	in	this	study	

rapidly	eliminates	GFP	after	input-dependent	promoter	activity	is	attenuated	and	

would	allow	detecting	periodic	promoter	activity	occurring	at	short	time	intervals.	

The	NanoDeg	Inverter	circuit	provides	a	mechanism	to	modulate	the	basal	levels	

and	rate	of	decay	of	an	input-dependent	output	by	altering	the	NanoDeg	

degradation	rate.	Customizing	the	NanoDeg	to	target	an	output	that	operates	as	the	

input	to	a	downstream	circuit	would	allow	the	connection	of	the	NanoDeg	Inverter	

module	to	other	defined	circuit	topologies.	The	dynamic	control	of	the	NanoDeg	

Inverter	module	output	could,	in	this	manner,	be	employed	as	a	mode	to	tune	more	

complex	genetic	circuits.		

The	study	in	Chapter	4	provides	an	exploration	of	strategies	to	generate	

oscillatory	behavior	in	different	types	of	genetic	networks	through	enhanced	

degradation	mediated	by	the	NanoDeg.	The	most	immediate	application	of	this	work	

would	be	to	experimentally	validate	the	proposed	theoretical	strategies.	As	an	

example,	one	can	use	a	NanoDeg	to	perturb	an	activator-repressor	topology	[54]	

modified	with	a	more	stable	activator.	Using	an	activator-specific	NanoDeg,	the	

principles	for	tuning	oscillations	identified	in	this	network	can	be	verified	by	

modulating	the	NanoDeg	half-life	and	concentration.	It	would	be	particularly	

interesting	to	investigate	the	use	of	the	NanoDeg	to	generate	oscillations	from	a	self-

repressing	system	by	creating	a	Goodwin	oscillator.	This	implementation	could	then	

be	contrasted	directly	with	other	Goodwin	oscillators	[222]	where	delay	occurs	at	

the	post-transcriptional	level,	rather	than	post-translational	level,	providing	a	path	
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to	better	understand	the	roles	of	maturation	delays	and	degradation	in	genetic	

networks.	Additionally,	an	experimental	comparison	between	the	proposed	

NanoDeg	repressilator	and	a	transcription-based	repressilator	could	provide	a	

method	to	measure	timescale	differences	between	transcriptional	and	post-

translational	events.	

The	study	in	Chapter	5	provides	a	toolkit	to	precisely	perturb	the	location	

and	concentration	of	a	target	protein,	which	can	be	used	to	investigate	the	location-

dependent	activity	of	target	proteins.	Customizing	this	system	with	respect	to	the	

target,	the	subcellular	location,	and	the	degradation	rate	opens	an	array	of	possible	

future	investigations.	For	example,	reactive	oxygen	species	(ROS)	trigger	the	

shuttling	of	p53	first	to	the	mitochondria	and	then	to	the	nucleus	during	an	

apoptosis	response	[223].	Generation	of	a	p53-specific	nanobody	followed	by	

integration	of	nanobodies	controlling	p53-specific	localization	into	a	bistable	

genetic	circuit	would	allow	investigating	the	effects	of	p53	localization	on	apoptosis,	

independent	of	the	multitude	of	cell	responses	to	ROS	[224].	As	mentioned,	this	

platform	could	also	be	used	in	disease	model	systems	to	investigate	if	aberrant	

localization	of	disease-related	proteins	is	causative	or	merely	correlated	to	the	

disease	process.	Specifically,	implementing	the	dual-input	system	to	modulate	the	

residence	time	of	a	disease-related	target	could	uncover	new	mechanisms	for	

disease	progression.	It	would	be	particularly	interesting	to	investigate	the	use	of	

nanobodies	as	modular	protein	scaffolds	[225]–[227].	The	envisioned	nanobody	

scaffolds	could	be	constructed	by	first	generating	distinct	nanobodies	against	MAPK	
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pathway	proteins	(e.g.,	Raf,	MEK	and	ERK	proteins),	then	modulating	the	

concentration	of	these	MAPK	pathway	components	at	the	plasma	membrane	and	

monitoring	the	phenotypic	effects,	such	as	the	rate	of	cell	proliferation[228].		
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